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A STATE MODEL FOR THE MULTI-VARIABLE
ALEXANDER POLYNOMIAL

JUN MURAKAMI

We construct a vertex type state model in Turaev’s sense for the
multi-variable (non-reduced) Alexander polynomial. Our model is a
colored version of the 6-vertex free fermion model. To show the cor-
respondence of our model and the multi-variable Alexander polyno-
mial, we introduce colored braid groups and their Magnus representa-
tions. By using this model, a new set of axioms for the multi-variable
Alexander polynomial is obtained.

1. Introduction. In [1], the Jones polynomial V in [9] and its higher
spin versions are directly constructed from some solutions of Yang-
Baxter equations. Let P be the HOMFLY polynomial in [S], [16]
and F be the Kauffman polynomial in [12]. Then these invariants
are both two-variable extensions of the Jones polynomial V. In [19],
Turaev constructs P and F from vertex type state models. Turaev
introduced an enhanced Yang-Baxter operator, from which we get an
invariant of links. He constructed enhanced Yang-Baxter operators
from the R-matrices in [7] and showed that the related invariants
are specializations of P and F. But this family does not contain
the Alexander polynomial, which is the most famous link invariant.
Deguchi and Akutsu [4] propose enhanced Yang-Baxter operators asso-
ciated with a family of link invariants, which includes Turaev’s family
corresponding to P and also includes the reduced Alexander polyno-
mial. We construct an enhanced Yang-Baxter operator for the Conway
potential function V. The potential function V is a version of the
non-reduced Alexander polynomial. As is shown in [6], V of a link
is defined uniquely as a Laurent polynomial in variables associated
with the connected components of the link. Kauffman gives an inter-
pretation of the multi-variable Alexander polynomial by using a state
model in §6 of [11]. In his model, there is no corresponding model in
statistical mechanics. On the other hand, as is shown in Remark 2.4,
our model comes from a solution of the Yang-Baxter equation, which
assures the solvability of a lattice model in statistical mechanics.

In §2, we introduce an enhanced colored Yang-Baxter operator. This
operator was introduced by Turaev [19] for non-colored links. From
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an enhanced colored Yang-Baxter operator, we get an invariant of links
with colored component. In Example 2.3, we give a colored Yang-
Baxter operator. The main interest of this paper is to investigate this
operator and related link invariants. This operator is a colored version
of the solution in [4].

In §§3-5, we construct a link invariant from a colored enhanced
Yang-Baxter operator by using Turaev’s idea. We can apply Turaev’s
method in [19] for our operator to get a link invariant. But the re-
sulting invariant is constantly equal to zero. To construct a non-trivial
invariant, we introduce a notion of redundant enhanced colored Yang--
Baxter operator. In §6, we prove that our invariant is equal to the
Conway potential function. To show this fact, we need Magnus rep-
resentation of a colored braid group. Our invariant and the Conway
potential function are both related to the Magnus representation. They
are linear combinations of traces of exterior product representations
of the Magnus representation.

In §7, we give an “axiomatic determination” for the Conway poten-
tial function V. The Jones polynomial has a very simple, well-known
axiomatic determination. It is determined by the skein relation. Tu-
raev gave a set of axioms for V in §4.2 of [18]. But the Doubling
Axiom 4.2.6 in [18] is not a local relation. Local axioms for V are
discussed in [6] and [15]. But they did not succeed in getting a com-
plete set of relations for links with more than 3 colors. Instead of
Turaev’s Doubling Axiom, a new local relation is added to the known
relations. This relation is much more complicated in comparison with
the other relations and a simpler local relation is still needed.

2. Enhanced color Yang-Baxter operator S;. Let K be a field. We
extend the contents of [19], §2 for enhanced colored Yang-Baxter op-
erators. Let d(1),d(2),...,d(c),... be non-negative integers and
vy y@, . ve, .. be d(1),d(2),...,d(c), ...-dimensional
K-vector spaces. Let R(4-%): V@) @ Ve V@ @ VE) (¢, c =
1, 2,...) bea (K-linear) isomorphism. The set of operators {R(:-%)}
is called a colored Yang-Baxter operator (or, briefly, a CYB-operator)
if it satisfies the equality

(2.1) (R(Cl ,Cz) ® id)(ld ® ‘R(Cl ,6‘3))(‘R(C2 ’CS) ® ld)
= (id ® R %) (R %) @ id)(id ® R€-%) .

This corresponds to the braid relation with colored strings.
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For f € End(V(C) Q- @ V-1 @ V)), we define an operator

»C

trace Spy" ) (f) € End(V(C )@ --- @ V(&) by the following.
Let {v(c),. (c) »} be a basis for V(C) for ¢ € {ci,...,cy} and

let f] ey j" denote the matrix element of f with respect to the

n 1

above ba51s 1. e

foPe-gufy= 3 freie. g

n—l n
1<j,<d(c,)
1<j,<d(c,)

For 1 <i; <d(c¢y), ..., 1 <i, <d(c,), we put

22)  Sp (NP e v

—_— Jl n 1° J (C) ( )
- Z ﬁ! -1 j -’l ® ®v n 1
1<j,<d(c))
1<j,_<d(e,_,)
1<j<d(c,)

ExaMPLE 2.1. If n = 1, then the operator trace Sp(lc): End(V(©)) —
K is the ordinary trace. Let n=2, d(c)=2 and feEnd(V @V (©);
then we have

iy (MR RSB
(f) = )
M+ B+ 3

DEFINITION 2.2. Let S be a collection of a set of CYB-operators
{R€>%)} (¢1, ¢, =1,2,...), K-homomorphisms u©: V() — p(©)
and non-zero elements o9 and B¢ in K (¢ =1,2,...). Then
S is called an enhanced colored Yang-Baxter operator (briefly, ECYB-
operator) if the elements of S satisfying the following:

(1) R€-%) o (ule) @ ule)) = (ule) ® ule) o RE1:) ;

(2) SR o (id @ u)) = alIBOid; SpfI(RE)!
(id ® ul9)) = ()~ gid.

The collection S is denoted by S = (R(€:%) ; ul) | o0 g,

ExaMPLE 2.3. Let ¢;,%,... be indeterminants and K =
C(ty, tp,...) be the field of rational functions in ¢, ¢,.... Let
d(c) =2 for all positive integers ¢. Fix a basis {v\, v{"} for ¥(©.
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Let

23) RO =B o B

-1
[ Efcll, c,) ®E§c22, )
tc2 , ,
t
+ LENY R BV + EY @ By
)

LE(C c)®E§c22,cl)’

) denotes the homomorphism V() — V()

(¢)) (c))

where the symbol E;c‘k’ “

which transforms v to v, and transforms v, with j # i, into

0. The inverse of R(¢:-%) is given by

(2.4) (R(cl,c2))—1 — zi ®E(C‘ ,Cy) +E cz,c)®E(Cl,c)

t

+lo plege) o BEy)

cl

£~ 1E(c2,cl) e, plene) o plene)
B I R S N S

1

Let u© = E(C ) E;CZC), a® =1, O =¢1 and S = (R
u© ol B (C ) A simple computation shows that

(1) the set of operators {R(¢-%)} is a CYB-operator,
(2) Sp i1s an ECYB-operator.

REMARK 2.4. Let R¢-%) be as above and R(¢>%)(x) = R@-%)x —
(R&-€))~1x~1 for x € C\{O}. Then R(¢-%)(x) satisfies the Yang-
Baxter equation with spectral parameters

(2.5) (RC4)(x) © id)(id © RS (xy)) (RS () @1d)
= (1d® R ) (7)) (R %) (xy) ® id)(id @ R %) (x).

This solution is a colored version of the free-fermion 6-vertex model
(see, for example, [17]).

The main purpose of this paper is to investigate some properties of
the ECYB-operator Sy given in the above example.

3. Markov trace of colored links and colored braids.

DEeFINITION 3.1 (colored links). A colored link is a pair of an ori-
ented link and a mapping from the connected components of the link
to N.
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Let B, be the braid group on n-strings and let o, 03, ..., 0,
be the standard generators of B, . Let &, be the symmetric group of
degree n. Let 6: B, — &, be the group homomorphism sending o;
to the transposition (ii+1)€ &, for 1 <i<n-1. Then B, acts
on {1,2,...,n} by 6.

DEeFINITION 3.2 (colored braids). A colored braidis (b; ¢y, ¢, ...,
cn) where b€ By and ¢y, ..., ¢, €N with ¢p;y =¢; for 1 <i<n.

We denote by b the link represented by the closure of 4. Then the
above condition for the colors ¢, ..., ¢, implies that the closure of
b has a coloring coming from ¢y, ..., ¢,. The connected component
of b containing the ith point at the top of b is colored by c;. We
denote by (b; c;, ¢z, ..., cn)” the colored link represented by b with
colors defined as above. We need Alexander’s theorem and Markov’s
theorem (Theorem 2.1 and Theorem 2.3 in [2]) for colored links and
colored braids.

THEOREM 3.3 (Alexander’s theorem for colored links). A colored link
can be represented by the closure of a colored braid.

Proof. For a colored link L, let b be a braid whose closure rep-
resents L as a non-colored link. For i =1,2,..., let C; be the
component of L such that the corresponding component of b con-
tains the ith point at the top of b. Let ¢; be the color of C;. Then
the closure (b; ¢, c2, ..., cy)” represents L. a

DEeFINITION 3.4 (Markov equivalence). Let B be the set of colored
braids and let ~ be the equivalence relation generated by the follow-
ing.

(1) Let by, b, € B, and (b1b3; ¢y, 2, ..., Cn) be a colored braid.
Then

(blbz; C1,Crycnny Cn) ~ (bel;cbl(l), Cbl(z), ey cb,(n))'
(2) For be By, let (b;cy, ¢, ..., Cy) be acolored braid. Then
(bsci e, n)~(bofF e, 60,00, 00y Cn).

An element of the set of the equivalence classes B/ ~ is called a
Markov class.

THEOREM 3.5 (Markov’s theorem for colored links). The closures of
two colored braids are equivalent as colored links if and only if the
colored braids belong to the same Markov class.
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Proof. Every step of the proof of Theorem 2.3 in [2] is compatible
with the coloring. O

Now, we define an invariant of colored links by using an ECYB-
operator S = (R-%) | ul©) o) g,

DEFINITION 3.6 (colored braid group). Let
BS %) = (b e B,|(b;cy, ..., cn) is a colored braid} .
In other words, b € B,(,c""" " if ¢y = ¢ for 1 < i < n. Then
the set B,(,c‘ %) g a subgroup of B, and is called the colored braid

group with the colors ¢, ¢, ..., Cy.
n s C, l")
For b B "% and b, B,, we have by blbzeB oo Gt
For b € B,(,c "), we define an element pS" 6 (b) in

End(V @) @ V@ g .- @ V(@) as follows. Let b = g; g; ---0; . Put
b*¥) =g;0;---0;,  and
(3.1) R, = id®&=D @ RE®uy %®) g id®n=ic=D)
Let p5>(b) = RyR,--- R, . Then
pW () e End(V@ @ V@ @ .- @ V(&)
Since R(¢-%) satisfies the colored braid relation (2.2), the above defi-

nition of péc‘ %) implies the following

PropPoOsITION 3.7.
p‘(gcl 5. ’Cn): B’(lcl ,u.,cn) — End(V(Cl) ® V(Cz) ® . ® V(Cn))

is a representation of the group B .

DEFINITION 3.8 (Markov trace). Let Sp(c %) denote the compo-

sition of operator traces of Spic"' -6 Sp(c" Cet) e Spﬁi""c”‘) ,
i.e.
(3.2) Spsilj’ ,c,) — Spg'Cl seees € +1) . Sp(cl ,_I)Sngl yeees Ci)

for i > j > 0 and put
(3'3) Téc"""c")(b)

-1
—_w'© R
— ( H (a(c) w'9(b) (H ﬂ(c ) Spfzc,lo c,)
cefc,,..,C,}

. (Pch' ,-..,C‘,,)(b)('u(c1 ® ,u(cz) ® - ® ‘[l(cn))) ,
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where w(©)(b) denotes the number of crossings of b such that the
strings of the over path and the under path are both colored by c.

Then Téf‘ ++4) is a function from the colored braid group B\
to K. The function T b(,c"""c") is called the Markov trace of S.

PROPOSITION 3.9. The Markov trace Téf‘ %) of an ECYB-operator
S satisifes the following.
(1) For b, € B,(,C‘ %) and b, € B, , we have

Ty ) (b1 by) = T (by)

(2) For b € B,(,C =6 , bat! € Bt i Cn = Cpy1, W

n+1
have
T‘écl"u’cn’c”’n)(blo'n) — Té'c]’n.,cn ’cn+l)(b10.n—l)
= Té,cl ’""c")(bl) (cn = Cny1) -

Proof. The proof of this theorem is similar to that of Theorem 3.1.2
in [19] and so we omit it. ]

With Alexander’s theorem and Markov’s theorem for colored links
and colored braids (Theorem 3.3 and Theorem 3.5), the above propo-
sition implies the following theorem.

THEOREM 3.10. Let S be an ECYB-operator. Let Xg: {colored
braid} — K be the mapping defined by Xg(b;cy,...,cn) =
T % (b). Then Xs induces an isotopy invariant of colored ori-
ented links.

ExAMPLE 3.11. Let Sy be the ECYB-operator in Example 2.3. Then
Ts, is an invariant of colored links. But this invariant is equal to O
for all the colored oriented links because of Proposition 4.4 given later
and Trace(u(®)) =0 for ¢; =1, 2,.... So we need a new technique
to withdraw a non-trivial invariant from the ECYB-operator Sy .

4. Redundant ECYB-operator and modified Markov trace. To with-
draw a non-trivial invariant from the ECYB-operator S, we focus on
a special property of Sj.

Let S = (R ; @) o), ﬁ(c)) be an ECYB-operator. Fix pos-
itive integers n and ¢y, ... . Let A(C"“"c) be the subalgebra of

End(V©)®---@V () spanned by the image p DB D). We
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regard Agf:)l as the one-dimensional subalgebra of End(V (<)) spanned

by the identity element.

DEFINITION 4.1 (redundant ECYB-operator). The ECYB-operator

S is called redundant if, for x € Agfj ;l"-scn) ’

(@1 SpYT W (x(idP ) g ) € AF
forall n > 1, ¢,...,cn € N. Let (R, u, a, ) be an enhanced

Yang-Baxter operator in the sense of §2.3 in [19]. We regard this as
an ECYB-operator by putting R¢:%) = R, u9 = u, o9 = o and
B = pB. Wecall (R;u,a,p) redundant if the associated ECYB-
operator is redundant.

ExaMPLEs 4.2. (1) The enhanced Yang-Baxter operators associated
with the Jones polynomial V' and its two-variable extensions P, F
in [19] are redundant.

(2) Let Sy = (RG> ; u©) | o) p©)) be the ECYB-operator in
Example 2.3. Fix a positive integer ¢y and let Séc‘)) = (R-%);
ul@ &%) ). Then S((f") is a redundant enhanced Yang-Baxter

operator and the associated algebra A§§‘§ @ +2%) js a quotient of Iwa-

hori’s Hecke algebra. (See Proposition 5.1 and Lemma 6.11.)

DEFINITION 4.3 (modified Markov trace). Let S = (R(-%); u(©),
al) | B(9)) be an ECYB-operator. With the notation in (3.2), put

(4.2) TS(?;'"’%)(b)

-1
n
w b (¢, 5--5€,)
=( H (a! ()) (H ) Sp, "1
ce{c,...,c,} k=1

. (pécl,-..,cn)(b)(id®#(6'z R ® ‘u(C”))) )

Then 73" (b) € End(V'(@)).
The definition of redundant ECYB-operators implies the following.

ProrosiTION 4.4. Let (b;cy, ... ) be a colored braid. If the

ECYB-operator S is redundant, then TS h ) () € End(V9) is a
scalar matrix. Moreover,

(4.3) T (b) = Trace(u@) T (b).
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DEFINITION 4.5 (modified Markov trace). For a redundant ECYB-

operator .S, the mapping Téc‘l’ %) sending b € BY%) to the
scalar Téc'l’""c") (b) € K is called the modified Markov trace of S .

THEOREM 4.6 (invariant of non-colored links). Let S = (R¢>%);
u© , alo /3(")) be a redundant ECYB-operator Fix a positive integer

co and let S @) = (R(‘ %) ul@) , al&%) | B, For b € B,, we put
(C") (b) c c° =6) (b). Then X éi is an invariant of noncolored

lmks and

(4.4) X (b) = Trace(u() X (b).

Theorem 3.10 and (4.3) imply (4.4). The claim of the above theo-
rem is that X éc‘)i is still an invariant of links even in the case
Trace(u©)) = 0. The proof of this theorem is similar to that of
Theorem 3.1.2 in [19] and we omit it.

ExXAMPLE 4.7. Let S, be the ECYB-operator in Example 2.3 and
fix a positive integer ¢y. Then X ( 0)1 coincides with the reduced

Alexander-Conway polynomial in variable tc,. For details, see [4],
[13] and [14]. In [13] and [14], they use an argument about one-tangles

instead of the redundancy of S(()C0

5. The multi-variable Alexander-Conway potential function.

PROPOSITION 5.1. Let Sy be the ECYB-operator defined by Example
2.3. Then S, is redundant.

The proof of this proposition is long and so is given in Appendix
A. The next two theorems are the main results of this paper.

THEOREM 5.2. Let Sy be the ECYB-operator in Example 2.3. For
a colored braid (b; ¢y, ..., cpn), let

(51 AgBsers s en) = (o, — 15" TS ).
Then As, is an isotopy invariant of colored links.

Proof. We show that As, is invariant for all the elements of a
Markov class of colored braids introduced in Definition 3.4. The
defining condition (2) of ECYB-operator implies that

(52)  As(boi'sci, ey, nyca)=As(bscr,ca,nnn,Cn).
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The defining condition (1) of ECYB-operator implies that
(5.3) Ag(bsci,cryennsCn)= Aso(ak‘lbok; Co,(1)5 +++ » Co(n))
for k£ > 2. We show that
(54) As(bsci,ca,...,cn) =Aso(al‘lbal 5C2,ClsC3yenn s Cn).
Since
Spffféc"63""’6")(/)5?62’6"63""’0")(01‘1b01)(id®2 ® ﬂ(q) ® - ® ﬂ(cn)))
_ (R(cz,c,))—lsp;cjicz,cs,---,cn)
(P D ()% @ ) @ - @ ) R,

Sp(cz’cl ’63""’6”)(p§62’c‘ ’c”""c")(al‘lbal)(id® Pl e...® u')y)
— Sp(26'2 ’C')(R(cz , cl))—lspf.[c’lécz seesCy)
. (pfsfn ’CZ""’C")(b)(id@z ® u(cs) ® - ® ,u(cn)))R(cZ’cl)(id ® ﬂ(cl)) .
Because S is redundant,
Spn,z(pch e () (id®2 @ @) @ - - @ ule)) € Al Y
and so there are a, f € K such that
Spi (o e ()12 @ W @ - @ )
=a+ BREIRES)
But actual computation shows that
Sp(2€1 ,cz)(id ® ﬂ(cz)) — O’
Spy" " (R R4 (id @ p@))) = 1, — 17!
and
Sp(zcz’c‘)((R(CZ’cl))—lR(Cz’CI)R(CI ’CZ)R(CPCI)(id ® #(cl))) — tcz _ tc—zl .
Hence we have (5.4). O

THEOREM 5.3. Let Sy be the ECYB-operator in Example 2.3 and let
A, be the invariant of colored links in Theorem 5.2. Then Ag_ is equal
to Conway'’s potential function, which is a version of the multi-variable
Alexander polynomial.

The next section is devoted to the proof of the above theorem.
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6. Magnus representation of colored braid groups and the multi-
variable Alexander polynomial. To prove Theorem 5.3, we use the rela-
tion between the multivariable Alexander polynomial and the Magnus
representation of the colored braid group B,(f‘ %) In this section,
we focus on this relation. In Chapter 3 of the book [2], the Magnus
representations of braid groups and pure braid groups are discussed.
We reformulate them for the colored braid group B,(,C‘ el

Let F, be a free group of rank »n, with generators «y, ..., ay.

The braid group B, acts on F, by
(6.1) gj-a; = aiai+lai—l s Oi~Qiy] = Qj,
Oi-aj=qj ifj#i,i+1.

)

This induces an action of the colored braid group B,(,c"""c" on F,

since B,(,C"""c") is a subgroup of B, .

DEFINITION 6.1 (Fox’s free-differential calculus). Let KF, denote

the group rings of F,, over C. Foreach j =1, ..., n there is a linear
mapping
9 :KF, — KF,
da;
given by
6.2 0 . ¢ £ T 50 of (e,—1)/2
(6.2) a—ai(ail"'a,”)—zgk i, JQ >
k=1

where &, = £1 and J; ; is the Kronecker J, where J;; = 1 ifi=j
and 5ij=0 if l#]

Proposition 3.2 of [2] shows that the mapping d/d«; is well-defined.
This mapping is called Fox’s free-differential calculus.

Let B,(f‘ %) pe the colored braid group. Let s , ..., s, be inde-
terminates corresponding to ¢;, ..., ¢, and let
K‘=(j(Sc1 9 see s SC")
be the field of rational functions in s ,..., S, With coefficients in

C. Let n(4>-:%) be the C-algebra homomorphism from F, to K
which sends of! to sil.

DEFINITION 6.2 (Magnus representation). For b € Bff"""c") , let
&-6)(b) be the n x n matrix defined by

g (b) iy = e (_3<b i ai))

8aj
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with entries in K. This mapping is a group homomorphism according
to the following theorem and is called the Magnus representation of
B,(,c' s eesCp) )

THEOREM 6.3. The mapping &€ b — E€>%)(b) defines a
group homomorphism from Bff‘"”’c") into the multiplicative group of
n x n matrices over K.

Proof. For b € B,(,c"""c"), we have 7% (b . ;) =
s Cy)

Scamn =
se, = wl@%)(a;) from the definition of B This implies
that 7(¢>-¢)(b . a) = nl&> %) (a) for a € F,, which is the condi-
tion (3-18) in [2]. Therefore, we can apply Theorem 3.9 in [2] for our
case and then we get Theorem 6.3. o

For later use, we need a set of generators of Bﬁ,c"""c") and their
representation matrices.

PROPOSITION 6.4 (generators). The colored braid group B %) is

generated by the following elements o;j of By .

Py —1
(63) Ojj =0j_10j_2 """ 04+10; o

-1 -1 . .
050 (1<i<j<n),

j=27j-1
where ;i =1 if c;=cj and y;; =2 if ¢; #¢;.

Proof. Let H be the group generated by o;; (1 < i < j < n).

Then H contains the pure braid group P,. Let &, be the symmetric
group of degree n and 6: B, — &, be the group homomorphism
introduced in Definition 3.1. Let 6&,61""’6") = t‘)(B,(,cl ""’c")). Then

&t = {1 € Guleryy =i (1 <i<n)},

and 60(g;;) (1 < i < j < n) generate 6&,6"""6"). Hence 6(H) =
s,c"""c"). On the other hand, the kernel of 6 coincides with P,,
which is a normal subgroup of B,(,cl %) Hence B,(f‘ a6 g gener-
ated by o;; (1<i<j<n) since BY"% =PH=H. O
To get the representation matrix of the generators, we have to com-
pute d(b-a;)/0a;. Let apg = apayiy--- ag for 1 <p<qg<n. The
definition (6.1) of the action of B, on F, implies that
o (fi#p,q),
(6.4)  Gpg-ai =1 apgay’y, @fi=p) , ife=c,

-1 oo -
i1, q-1%,q-1 (fi=49),
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and
i (fi#p,q),
(6.5) Opg- 0 =14 Opg@yy 4 1% .q-1% (if i =p),
O g1%0a% \g10p+1,q-1 (if i=4),
if ¢y #¢4.
Therefore, the representation matrices are given as follows. Let s, =
ScSc, S, and s, =1—s.. If ¢y =¢q,

(66) i(q,...,c,,)(apq)

1 p—1 )4 p+1 g—1 q qg+1 n
1.+ 0 0 0 0 0 0 -~ 0
0 - i 0 0, 0, 0 0 -0
0 - 0 5, SppSe, Sp.a=2%, Sp.a-1 0 -0
0 0 0 1 0 0 0
0. 0 10 1 o 1 , 0 0 - 0
0 0 St 0ot Spr2,0-15%, T Sq—1,9-1%, 0 o -0
0--- 0 0 0 0 0 1 -0
0 0 0 0 0 0 0 i
If ¢ #¢4,
(6.7)
(€1 5 s p)
5 1 n (apq)
1 p—1 r p+1 qg—1 q qg+1 n
1 0 0 0 0 0 0 0
0 i 0 , 0 0,6 0 0
0 e, T 5,5, o2, %, T T8,0-25%,%,  Sp.a—1%, 0 0
0 0 0 0 0 0
0 - 0 0 0 i 0 0 0
0 - 0 -1 . rr ro 0 0
SPH,Q—lscq sp+2,q——l p cq —sqvl,q—lscpscq Scp
0 0 0 0 0 1 0
0--- 0 0 0 S 0 0 0 - i

As Lemma 3.11.1 of [2], we have

LEMMA 6.5. The Magnus representation &(€i>-%) of Bff"'"’c") is
reducible to an (n — 1)-dimensional representation.

We denote the image of b € B,(,c1 %) in this (n — 1)-dimensional
representation by {(¢---%)(b). The representation {(i-->%) is irre-
ducible. But we do not use this fact. As (3-28) of [2], we have
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PROPOSITION 6.6. Let b € B,(,c""”c"), and A(b) be the Alexander
polynomial of the closure b. Assume that c; # c; for some i # j; then

(6.8) (e8¢, - Se, — DA(D) = det((-)(b) — id) .

Let 1: B,(,cl aGa) Bf,c"""’c‘) be the group isomorphism defined by

Y . . Yy . -1 -l
l(alj)—an—]+lan—]+2 "Op-i-10, tan i—1" " Oy j+2 n—j+1-

Let ¢ =& o1 and w = {o1. Then (6.8) implies that
(6.9) (e8¢, S, — 1)A(D) = det(y/(c1+~%)(b) — id).

For b € B,(,C"""c"), let w;(b) denote the sum of the signatures of
crossing points of b for which the undercrossing arc has color i. Note
that w;(b) is equal to the sum of the signatures of crossing points of
b for which the overcrossing arc has color i. In fact, w;(b) is equal
to the sum of the linking number Ik(L;, b\L;) and the writhe of the
sublink L; of b consist of the components colored by i. Then (2.4)
of [6] shows that the Conway potential function V is given by

w (b)

det(ylc () —id) [ 7"
ie{c,,....c,}

6.10) V(b) =
( ) ( ) (tcltcz"'tc"—tc_lltc_zl"'tc:l)

-2 -2
s,=t;2,5,=1;2,

Let U be the representation space of w(i-¢) | Let t//,ic”""c") be the

representation of Bﬁfl’ -sC,)

AF U defined by

w,ic"""”(b)(vl A-e ATR)

=y B) () A AyEo W (b)(vy)
Similarly let ¢kc"""c") be the representation of B,(,C‘ »6) defined by

the k-fold exterior product of ¢(¢i--:¢) By taking the eigenvalues of
w(-->%)(b) into account, we have

on the space of k-fold exterior product

(€ 5-me5€,)

ProprosITION 6.7. For b € B, , we have

n—1

(6.11)  det(y@-%)(b) —id) = 3 (—1)"*~"Trace(y " (b))
k=0
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Let V() be the 2-dimensional vector space introduced in Example
2.3 and vf, v§ its basis. Let V(%) = V@ ®...® V(@) and
V;c(c"""c") be the subspace of V(%) spanned by the elements vl-cl‘®
-~®'v.c" with #{j|i; =2} = k. Then V}((C"""c") is invariant under the
action of plv (Bl W)  where pit%) is the representation
of B,(,C" C) introduced in Proposition 3.6. Let p(c" ) denote
the representation of B,(,c" %) on V}((C %) | Let p'(c %) be the

representation of B\ defined by

p;(c,k, ’”")(b)= H (ti)(k—l)w,(b) pf?c:l,c...,c")(b)_
i€{c,,...,c,}
Let A* p(Sc"i""c") denote the representation of BY" "% obtained
seesCy)

from the natural action to A¥ V") induced by p(scjl

LEMMA 6.8. Two representations pgc‘k""’c") and NF pf?‘i %) are
equivalent.

Proof. The linear isomorphism

R, = id®-D @ R€»¢1) @ id®@=i=1) . pr(e;,uns€,) _y sy €5msCy)
implies /\k R(:9); /\k(V e — A¥( V(C" G ooy et fi=
;Ull® ®,UIJ l®,v ®'U J+l® ®,Ul = V(Cn CELASER C" and g] — 'U12®

QU 1’ ‘®v2’®vl”‘®---®vl Vl(c" €€ ) Then {fis.-or Ju}
and {g;,..., g.} are bases of Vl(c""‘ %) and V(C" Cirt2 G Ca) pe
spectively. The matrix /\k R; with respect to the basis {f; A--- A
f;'klil < Ih < -+ < ik} and {g,‘1 /\---/\giklil < ip < - < I}
is equal to the matrix 7£~1id®¢"VRE ) @ g =1=1: plama)
V(C"""C"*"c"""c) where the bases f~ A - /\f and 8 N Ngi
correspond to v ® - ®u)  with Jp=11f j, ¢ {iy,..., iy} and

Jp=21f j, € {11 s - lk} " This implies the statement of the above
lemma. o

LEMMA 6.9. Let ¢/©>~¢) be the representation of BS ) de-
fined by
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w,(b)

(6.12) ¢/(c,,...,cn)(b) — ¢(c1 ,...,c")(b) H 2

ie{c,,...,c,} snztl_z’szztz_z"”

Then the representation p_(;‘ i ’c")(b) is equivalent to the representation

¢/(cl seeesCy) .

Proof. This lemma is proved by comparing the representation ma-
trices of generators of B,(,cl %) In fact, the matrices pch,‘i""c")(a,- )
and ¢'(4>+%)(g;;) are intertwined by a diagonal matrix with diagonal
elements dy =1, dp = tgzt;ll , d3 = tf}tgzldz, ey dp = tgntc‘"fld,,_l .O

Combining above two lemmas, we know that the two representa-
tions p;(c‘k %) and A\¥ ¢/>¢) are equivalent. On the other hand,
) = ylas6) @y where y, is the trivial representation of
B,(f' ) sending every element to 1. Hence we have

LEMMA 6.10. Let y/,'c(c"""c") be the representation of B,(,C"""c") de-

fined by

613) w0y =y oY) I

ie{c,,...,c,} -2 -2
1206 5=t 2, 5,=4 7, ...

Then the representation pfgc‘ A c")(b) is equivalent to the representation

c, ey sesCy)

v s C,) o v
Let g € C\{0} such that gk # 1 for any integer k. Let H,_,(q)
be Iwahori’s Hecke algebra defined by
(6.14) Hy_1(q) =(T1, ..., Tp|TiT; = T;Ti(li - j| 2 2),
;T T = T TiTiy, TP —(q—q )T —1=0)
as a C-algebra. Let I be the two-sided ideal of H,_(q) generated
by the elements (7; + ¢~ ') (Tj+q7') (1<j<i-1<n-2).

LEMMA 6.11. The algebra Agf’ ,’,""c") is isomorphic to (H,_1(q)/1)®
K as an abstract K-algebra.

Proof. Lemmas 6.8-6.10 show that the algebra Ag:‘ - %) s isomor-
phic to @?;01 M _c(K) where M _c(K) is the full-matrix algebra
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over K of size ,_1C; and ,_1C; = (n—1)!/i}(n — 1 —i)!. By using
the representation theory of H,_;(q), which is isomorphic to CS&,,
(H,-1(q)/I) is isomorphic to EB;ZOI M _c(C). Hence (Hp-1(q)/1)®

K is isomorphic to A(c" ) O

Proof of Theorem 5.3. Since §1/,'c ‘%) s an irreducible represen-
tation, Lemma 6.10 implies that the invariant T§ , 1is a linear com-

bination of traces of representations l// " )(b) 0<k<n-1).
On the other hand, (6.10) and Proposmon 6.7 imply that the Conway
potential function is a linear combination of traces of representations
c//,'((c"""c") (0 < k < n—1). Both invariants are equal to 0 for split
links; we have

(6.15) Ty (1) = Tg 1 ((6})) =+ =Tg (6 -+ 62_2)") =0
$.1((0f 05 )7) =1,
A(d)=A((e})) =+ =A((6 67 ,)") =0
A((af 0517 = 1.
Hence the following proposition shows that T | (b) = A(D). O

Let nf,c"""c") be a linear combination of traces of y/,'( ‘) with

coefficients o € K, where '/’Ilc(c"""c")

B %) introduced in Lemma 6.10;

is the representation of

i) () = Z oy Trace |//k ~%)(b) for be BL.
k=0

PROPOSITION 6.12. The coefficients oy, are determined by the values
of T,Sc' ’""C")(l), Técl ,...,cn)(alz) L T;gcl ,...,C,,)(a.izo.zz . 0'3—1) )

Proof. Let H,_1(q) be Iwahori’s Hecke algebra defined by (6.14)
and I the two-sided ideal of H,_;(g) generated by the elements
(Ti+q)(Tj+q7') (1<j<i-1<n-2). Then, for x € H,_1(q),
there are by, ...,b,_1 €K and g, ..., g,—1 € H,_1(q) such that
(6.16) x=bo+big ' Tig + brgy ' T T g

+otbyo18, T2 T2 gn—y modlI.
Let t: H,_1(q)/I — K be a linear function such that 7(xy) = 7(yx).

Then 7t is a linear combination of the traces of irreducible representa-
tions of S, corresponding to a hook type partition of 7. A hook type
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partition is a partition of the form (m, 1¥). Moreover, (6.16) implies

that t is determined by the values (1), ©(T?), ..., ©(T?-- 2_1)
t PR

Let n( aoola) = T9%) | Lemma 6.11 shows that A5, % i
isomorphic to (H,_1(q)/I ) ® K as an abstract K-algebra. Hence we
can apply the above argument to 79>% and we know that 7{Z’~%
is determined by the values at 1, o7, 6202, ..., 0}0?---02_,. This
. . t ..t . .
implies that nf, a>'a) i determined by the values at 1, o2, 6202, ...,
o?c} - a,% if ¢ ,..., are in a neighborhood of ¢, and so this
statement is also true for generic Z , ..., I . a-

7. Axioms for the Conway potential function. Hartley proposes ax-
ioms to determine the potential functions of bi-colored links in [6].
Nakanishi gives a complete set of axioms to determine the potential
functions for colored links with up to 3 colors. In the following, we
give axioms for the potential function of colored links. The potential
function has the following characters.

(1) Let L,, L_ and L, be three links which are identical except
within a ball where they are shown as in Flgure 1. Then the potential
function V satisfies

V(Ly) = (te = t7H) V(L) = V(L-) =0
(2) Let Ly, L__ and Ly be three links which are identical except

within a ball where they are shown as in Figure 1. Then the potential
function V satisfies

V(Lys) = (tetg + 177" )V (Loo) + V(L--) =0
(3) Let L2, L1221, L1122 La211, L11, Loz and Lggo be seven
links which are identical except within a ball where they are shown
as in Figure 1. Let
ga(X)=x+x"1, g (x)=x-x"".
Then V satisfies
8+(tc,)8-(tc,)V(L2112) — 8-(2c,)8+(tc,)V(L1221)
— 8- (t;'1,)(V(L1122) + V(Loan)) + 8- (85 ' te,tc,) 8+ (2, ) V(L)
— 8+(tc)8-(te, te,1:" )V (L22) — 8- (222 )V(Looo) = 0.

(4) For a trivial knot L with color ¢, V(L) = 1/(t. — t;1).

(5) Let Ls and L4 be four links which are identical except within a
ball where they are shown as in Figure 1. Then V satisfies
(te — t71)V(Ls) = V(Lg) = 0.

(6) For a split union L of a link and a trivial knot, V(L) =
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C d c d [ d

C C C C C C @ @ H

L, L. Lo Ly, L. Loo
c d e ¢ d e ¢ d e d . c [
L, L, L3 | Ls L

abec abc

kel

Loua L1221 L1z Lo Ly Looo
FIGURE 1

REMARK 7.1. (1) The 5th relation is a generalization of the relations
(V) and (VII) in [15].

(2) The 3rd relation is not known before. But we can show this rela-
tion by a direct computation using the state model. This relation can
be thought of as a generalization of (VIII) in [15]. We do not need the
Doubling Axiom 4.2.6 in [18]. This is obtained by the following way.
Let Sy be the ECYB-operator in Example 2.3. Then the argument in

(¢, ,6,,C) =+ = .
§6 shows that the algebra 4¢'’,>’™* is isomorphic to H(g). Hence
0!

,C,,C . . . . .
Agf' 3 ) is 6-dimensional and so there must be a linear relation
0’

among seven elements 1, o7, 67, 0}0?, 0}, 0}, g10}01, 020}0,. 1

actually computed this relation with MACSYMA by using the 8-
dimensional representation of Af;‘ ’362’63) obtained by the ECYB-
operator. ’

THEOREM 7.2. The above relations (1)-(6) determine the potential
Sfunction.

REMARK 7.3. The first three relations are local relations. With these
relations, we can reduce V of a colored link to a linear combination
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of V’s of links which are split sums of trivial knots, Hopf links and
connected sums of Hopf links. The last three relations determine V
of such reduced links.

Proof of Theorem 7.2. Let S be the ECYB-operator of Example
2.3. Then, with Theorem 5.3, we know that V satisfies the relations
(1)-(6) because a computation shows that T | satisfies (1)-(6). So it
remains to show that we can compute V of any closed colored braid
by using the relations (1)-(6).

Let 6 be the group homomorphism from B, to the symmetric
group S, defined by 6(og;) = (ii+1). Then B, actson {1, 2, ..., n}
by 6. Let I'"%) be the two-sided ideal of CB'*"*%) generated
by the elements b~ 1xb, where b € B, and x is one of the elements

- &-(tc,,) - o!, (if cpiiy = Cp(ir1)) »

= &+l ley,,) + 07 2 (if epgpy # 1))
and
g+(tcb )& (tcb )0'1’+10'-20','+1 - (t"b(+1))g+(tcb(+2))Giai2+lai

2
-g-(t; Cb( Loy )(0’ Gz+1 + Jl+la ) + g—(tcb( cb(,+l)tcb(l+2))g+( cb(,+2))ai

—g+(tgb(‘))g_( Coiiy Cb<x+1 +2)) i+1 ~ 8- (Cb(m) Gy )

(i+2)

of CB’(lcb(l),...,cb(,,)) Let M,(,C'""’c") _ CB,(,C"m’c")/l,(f"m’c") and p, the

natural projection from CB %) to M%) for i=1,2, ...,
n-—1.

LEMMA 7.4. The algebra M3(cl ) g spanned by the images of 1,
o?, 0}, o}o?, o}o?, o?o30} as a C-vector space.

Proof of this lemma is given in Appendix B.

LEMMA 7.5. The algebra M,(,c"""c") is generated by pn(0?), pn(03),
(€)5-ns6y)
...,p,,( _)EBR T

Proof. We claim that () the mage of every generator o;; e Bl
is written in terms of the images of o7, ..., 02 ;. This fact and

Lemma 7.4 imply Lemma 7.5. To show (*) , we use the induction
on n. If n =3 then Lemma 7.4 implies () and Lemma 7.5. For
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the n = k > 3 case, we assume that (x) and Lemma 7.5 are proved
for the case n = k — 1. Then the induction hypothesis implies that
pi(0;j) is written in terms of py(02), pr(6?), ..., pk(o?_,) if j <k
or i > 1. It remains to show that pi(o;;) is written in terms of
pi(0}), p(03), ..., pr(6?_,). Recall that

— 2,-1 —-1
Oik = Of—1°"+020{0y - -0} _-

The middle part 6, ---0,0%0; ' -+ 67}, can be considered as an el-

ement of B,(:_‘l -2 and so we can apply the induction hypothesis

to this part. Then Lemma 7.5 implies that
pr(o1k) = ape(¥) + Bok(z10k_107_,07} 22)

forsome a, f€C and y, z;, z; € CB,(:_”Z""C"”) , where CB,(:_"z""c"’z)
is considered as a subalgebra of CB,(:"""C") . By Lemma 7.4,
Pr(0k—162_,0_) is a linear combination of the images of 1, o?_,,
o?_,, 67 _,0%_,, 6f_ 02, and 6?_,0%_  a}_,. Hence we get Lemma
7.5 for the case n. O

Now prove Theorem 7.2 by an inducution on #n. If n =1, then the
closure of a 1-braid is a trivial knot. Assume that n > 2. Note that the
mapping V from colored links to C can be considered as a mapping

from CB{ %) to C by V(a1bi+- - +arby) = a1 V(by)+- - -+, V(by)
for @;,...,a,€C and by, ..., b, € BY%  Since V(x)=0 for
X € I,(,Cl en ) , V is factored by M,(,C"""C") , we may consider V as a
linear mapping from M,(f"""c") to C. Lemma 7.4 and Lemma 7.5
imply the following:

LEMMA 7.6. The algebra M\“""" is a union of

M,(,c_lim’cn—l)pn(a'y%_l)M,(,c_lim’c"—l) and M,(::im,c"—l)-

This lemma implies that, for every x € CB,(,C1 22 o) , there are a, f €
Cand y, z;, 25 € M,(lc_'i""c"") such that p,,(x)=ay+ﬂzlp,,(a,%_l)zz.
Hence V(x) = aV(y) + BV(z1pn(62_,)z;). But, by using the rela-
tion (5), we have V(x) =aV(y) + (¢ _, — t;”fl)ﬂV(zlzz) . Hence the

computation of V for elements of M,EC‘ %) is reduced to that of

M,EC_‘;""C"“‘) . This completes the proof of the theorem. O
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Appendix A. Proof of Proposition 4.8. To prove Proposition 4.8, we
need the following two lemmas.

LEMMA A.1. Let r(¢-%) = R(@:¢)R(-6) ¢ End(V(€-%). Let ry, ry
be elements of End(V(©-%-%)) defined by ry = r¢- ) ®id, n=1id®
r€:%) . Then {1, r, ry, riry, Fary, Firary} is a basis of Ag! @ 3 )

Proof. Let A'(C"c %) s the subalgebra of Ag 3(cy, ¢z, c3) gener-
ated by 1, n; and ry. Let
ge(x)=x+x71, g (x)=x-x"".
From the definition of R(¢-%), we have

(A.l) r(Cl ,6'2) + (r(cpcz))—l = g+(tcltcz) )

(A.2)  g-(tctc)rariry — 8- (e e )rirary
= g-(lc,/tc,)(rir2 + r2my)
+ (=8 (te,1e,12) + 8- (1,22, /1) + &-(tc, [1c,))n
- (“8—(53l te,tc,) + g—(tgltcz/tcg) + &-(tc, /1))
+ 8- (tc,) 8- (te,) 8- (1 '1c,) -

From these two relations, we know that the algebra Ag (c"c 4) s

spanned by {1, r, ry, riry, rary, rir,ry} as a linear space Actual
computation shows that {1, ry, ry, riry, rary, rirary } is linearly inde-

pendent. Hence {1, r, ry, riry, ryry, rirpr;} is a basis of Afg(c‘gcz’C’).
In the following, we show that Ag 3 = A'(C €6 by showing that the
generators of Ag 3 are written in terms of ry and rp.

Case 1. First, we treat the case ¢; = ¢; = ¢3 = ¢. In this case,
B:(f’”’c) is generated by g; and o,. Hence A(C ¢:¢) is generated by
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R€-9id and id®R¢-9 . But we have R(-9) = g_(1.)~ ((R(€-9)21)

and so we have A(C €€) — AS(C3C :€)

(€-624) g gen-

Case 2. Assume that ¢; = ¢; # c¢3. In this case, B;"
erated by g, and o7 . Hence A(C"C %) js generated by R4 ®id
and r,. But we have R = ((R(-9))2 _ 1)/(gc — g7') and so we

have A(" "c)—A'(C €106

Case 3. Assume that ¢; # ¢ = ¢c3. In this case, Bgc"c"c3) is
generated by o and o,. Hence, as in Case 2, we get A(Sc1 ;CZ"'Z) =
A:S('C"B’ cz ,CZ) .

Case 4. Assume that c1 = c3 # ¢, . In this case, Bgc‘ *%4) s gener-

(cl,cz,cl)

ated by ‘71 , 02 and o, lg,0, . Hence Ag is generated by 7y,
and ((R-9))~1 ®id)(id ® R-)) (R Cz) ® id) . But a computation
shows that

(A.3) (RC>9))1 @id)(id ® RE-9)(R-%) ®1d)
&%) 1

Bl 8-(tc 1)) N g-(t,)

g—(tz le, )
8-(tc,)8-(t,)8-(tc, tcz)
_ g+(tcl) oy
8- (1c)8-(lc,)8-(te 1) ' °
g—(tcltgz)
- g—(tcl)g—(tcz)g—(tcltcz)
8+(tc,)
8—(tc)8-(tc,)8-(tc tc,)

rn

rr

rirary.

So we have A(c 2606 Agfg%,cl)_

Case 5. Assume that c; ;é cz, ) # 3 and ¢ # ¢3. In this case,
B is generated by 02, 02 and o] 020, . Hence A5, i
generated by r;, r, and ((R¢-%)~! ®id)(id ® R C))(1d®R("wC))
(R>%) @ id) . But a computation shows that
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(A4) (R %)™ @id)(id ® R%-))(id ® RC%))(R“-%) @ id)
_ 8-(tc,/tc,) 8- (tc te,/1c,) 8-(lc,/tc,)8-(tc,)

8 (1c,)8_(tc 1c,) 8- (1e)8-(tole) !
g+(t§1 tcz) g+(tc1)
g—(tcz)g—-(tcltcz)rz - 8-(lc,)8-(tc, tcz)rlrz
g+(te, tgz) 8+(lc,)
T ()8 llete) T g (i)t tg)
So we have Agjécz’c') = AL O

s

LEMMA A.2. Let A(Scl ;l""c") be the associated algebra of S. We

regard As s Y as a subalgebra of Af;‘ ;l""c") naturally. Then
(AS) Ag, —A(Sl;z i l)‘*'Af? i

(1d®7 @ (R G- R ) A1)

Proof. We prove by an induction on n. First, we treat the case
n = 2. The algebra Ag C"Cz) is generated by 1 and R(©@-%)R(E-4) if
cg #¢. If ¢ =c, =c, then A(C’c) is generated by 1 and R(:9),
But R(:9) = ((R€-9)2 — 1)/(t, — t;') and so A(C 9 is generated by
1 and (R(-9)2 . Hence A( D %) is generated by 1 and R R(E56)

for any ¢; and ¢,. The quadratlc relation (3.8) proves the lemma.
Next, treat the case #» = 3. In this case, Lemma 3.15 implies (A.5).
Now, prove for n > 3. The group B(C"""C") is generated by its
subgroup B( ' *Cn-t) and the elements g, 11 a,;lla,f“akﬂ ce e Op—1
(1<k<n- 1) where y, = 1 if ¢, = ¢, and y, = 2 if otherwise.
By the induction hypothesis, it is enough to show that p(c" ’c")(a,f"_ 1)

C yeees —
and pg' )(an 10" 2a, ;) are contained in

Agl;l ln 1)+AfSv o ln 1 (ld®n -2) (R(c" 2€at) R(Guy € ))A(c c,_ l)

We know that pg"" " "% (g,_1)=p§" P (02 ~ 1)/ (1, — 17"
if ¢,—; = ¢, . Hence, from the formula (3.10) and (3.11), we know that

the element p(c" ” )(an‘ 11‘7;1" 20n-1) can be written as a linear combi-
(c

nation of the elements pS )(l), /’s C)( ,,_2), Pyt c)( o2 ),
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(C ,...,Cn) 2 (C 9 ,C ) (C 3 eeey ) 2 2 2

'oSl (an 1) Ps 1 ( 2) and Ps l (an—Zan—lan—Z)'
Hence the lemma is proved. O

Proof of Proposition 4.8. By Lemma 3.16, every element x €
Agf‘;,""c”"’c") is written as x = y; + YR %) RE-1>4)ys where

ClyenesC,_
V1,2, V3 € AfS’:n—l ) Hence we have

(A6) Sprt ™ (x(id®" ™) x (@)
_ Sp(c' > ’C")(yl(id@’(n—l) ® 'u(C,,)))
n Spff‘ ,...,cn)(yzR(cn Cat) RCa-126) 1y (1d® (=D @ p(6)Y)

=)2)3,
which is contained in Aé',’l . ‘). o
Appendix B. Proof of Lemma 7.4. Let
gi(x)=x+x71, g-(x)=x—-x71.

The definition of Igc‘ *%2:%) and the relations of B; imply that

C.

LEMMA B.1. Let beB ©:% %) gnd x be one of

2
g+(tc,,(,))g-(tc,,(2))al 02010,
2 -1.2
—g-(tcm,)g+(tcbm)(g+(tc,,“)tcb(2))al 0501 — 0] 0501)
-1
-g-(t; cb( cb(3))(0'1 0'2 + ‘71 0'2 Oj ) + g-(tz Cbm b(z,tcb(3))(tc,,(3) +1

4
Ches) )0'1
—g+(tcb(1))g—(tcb(l)tcb(z) c“)) 102 8- ( "b(z) cbm) 1>

8+(te,,)8-(tc,, )07 020702 — g (L, , )&+ (L, , )07 05 0F

~8-(15,) te,, )8+ (te, Lo, ) 010301 — 07 ' 030y

+ (g+( cb(l)tcb(z))alazzal - 0102201_1)
+g_( b(l) cb(z)tcb(3))g+(tcb(3))0'1 g"'(tcb(x))g_( Coa1) Cb2)
—g—( cb(z) ) 1 >

O' g
to.)o10301

Cbm

g+(tcb“))g—(tcb(z))0'120'20'120'2
2 2 _—1
"g—(tcb(z))g+( cb(a))(g+(tcb(”tc,,(2 )010501 — 610567 ')
-1 4
-8-(tc, cb(l) te,, (010307 + a3a}) + g (¢; Em cb(z)fcb(,))g+(tcb(3,)01

~1 ——2 2
—g+(tcb(l))g—(tcb(l)tcb(Z)thG )02 0'1 8-(1 Cb2) cb(S) o
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8+(te,, )8~ (te,, )(8+(te,  te,, ) 020702 — aya3 a7 )
“g—(tcbm)g+(tc[7 3))0'120'20720'2 - g—(tc_b(ll)tcb(3 )(022012022 + afo'lz)
+8—(’c7,i G tcb(3))g+(tcb(3))°'2 of — g+(te, )8 (e, Lo, 1o, )03
8-(t; cb(z cb(3)) 25
g+(tcbm)g—(tcb(2))o'2 aio; — g-(tc,, )8+ (Lc,, )01 02070
-8-(tc Cb(n) cb(3))(g+(tcb(3)tcb(z))azo'l 0y — 0'1_10'2201)

2 -1
+ (84 (te, , Lc, , ) 020102 — 010707 ')
+g.(t;1 Loy leyy )8+ (L )0501 02
-1 4
g+(tcb(l})g (Z Cory cb(Z)tcb(S) - 8-(, cb(z) )02 ’

b(3)

8+(te,, )8~ te,, )&+ (te,  Le,, ) 020702 — 07 ' a3 01)

— 4 2.2 .2
g—(tcb(z))g+(tcb(3))0'1 0'20'120'2 - g (! tcw))(alzaz +0,0{03)

bl)
-1 —-14\..4
+&- (t tcb(z)tcb(3))g+( c,,(3))01 02 8+(t b(l))g—(tcb(l)tcb(z)tcm))az
—~2 2 2
—8- ( Chz) c 3))0'2 .

Then p,(b=1xb) =0
Proof of Lemma 7.4. We can solve the above six equations with re-
spect to 010301, 0,010y, 0, '0}ay, o10}0; !, 00?0} and glo,0i0; if
=6 =8 45 2
( Cyq + 1) (tcb(z) - 1) (tcb(z) ) (th(s) + 1)

cb ) Cb @) Cb (3)

3 4 L2 2 43 2 3 2 22 2 42
x (¢ - 2 - +
( Sy Cb2) Cniz) Sy Sb) o) Sy Sh) o3 o) “Cha) o)
2 2 2 3 4 4 3
+t —t —t 4
1 Cb2) Chs o) Ch3) Co1) “Cy3) Sy Co) Sory o)
2 3 3 2 2 2
—t —1 t: +2 t. —1t
Sy b Sy o o) “Chpay Sy Cbi2) Cb(l))
« (1 446 4 o2 46 4 _ 46 4
<2> Gy ) G Sy S S ) b
4 4 2 4 4 4 4 4 2 4
+ 214 4t +t ot -
Sy by Co3) Sy Cby h3) o) Cr3) Sty o2y o3
2 2 4 204 LA AR 2 opp
Coty Chy Coy Co2) Co3) Coy Cr2) b3 Shay Cb2) b3
_A R 4A 2 2 2 2 a2 g2
Sy Cp3) Coy Cr2) o3 Sy o) Cb(3) %) S
4 .2 2 42 2 4
-1t =2ttt —t +1. 0.
Sty Co3) Ch1y Coes) Ch3) Cb(Z)) #

This implies that all the elements in A 3(c‘ *%4) can be written in terms

of 1,0}, 0},0,0,, 0201 and o}o?o} if the parameters . , t. and
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t;, are generic. Note that the above condition is also satisfied in the
case ¢ = C,C =C3,C =C3 OF C} = C = C3 if the parameters
t1,t, --- are generic. This implies Lemma 7.4. a
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