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Abstract
Reduced problems are elliptic problems with a large parameter (as the spectral parameter)

given by the Laplace transform of time dependent problems. In this paper, asymptotic behavior
of the solutions of the reduced problem for the classical heat equation in bounded domains with
the inhomogeneous Robin type conditions is discussed. The boundary of the domain consists of
two disjoint surfaces, outside one and inside one. When there are inhomogeneous Robin type
data at both boundaries, it is shown that asymptotics of the value of the solution with respect to
the large parameter at a given point inside the domain is closely connected to the distance from
the point to the both boundaries. It is also shown that if the inside boundary is strictly convex
and the data therein vanish, then the asymptotics is different from the previous one.

The method for the proof employs a representation of the solution via single layer potentials.
It is based on some non trivial estimates on the integral kernels of related integral equations
which are previously established and used in studying an inverse problem for the heat equation
via the enclosure method.

1. Introduction

1. Introduction
Let Ω be a bounded domain of R3 with C2 boundary. Let D be an open subset of Ω with

C2 boundary and such that D ⊂ Ω; Ω \D is connected. We denote by νξ, νy the unit outward
normal vectors at ξ ∈ ∂D and y ∈ ∂Ω on ∂D and ∂Ω respectively. For ρ1 ∈ C(∂Ω) and
ρ2 ∈ C(∂D), we consider the following problem:

(1.1)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(� − λ2)w(x; λ) = 0 in Ω \ D,
(∂ν + ρ1(x))w(x; λ) = g1(x) on ∂Ω,
(∂ν + ρ2(x))w(x; λ) = g2(x) on ∂D,

where ∂ν =
∑3

j=1(νx) j∂x j . Note that in this paper, as written in w(x; λ) of (1.1), x expresses a
variable of functions in subsets of R3. On the other hand, to avoid confusion, for describing
points on ∂D, ξ, η and ζ are used, and, for points on ∂Ω, notations y and z are used.

If λ ∈ C, −π/2 < arg λ < π/2, for any pair (g1, g2) ∈ L2(∂Ω)×L2(∂D), there exists
the unique L2-solution w(x; λ) of (1.1). The purpose of the present paper is to study for
asymptotic behavior of w(x; λ) (Re λ > 0) as Re λ→ ∞.
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It seems that the theme treated in this paper studied from 1960’s. In the case of the
Dirichlet condition, for any q ∈ Ω \ D, Varadhan [6] obtained

(1.2) lim
μ→∞

log |φ(q; μ)|
μ

= −min{dist(q, ∂Ω), dist(q, ∂D)},

where dist(q, ∂Ω) = infy∈∂Ω |q− y|, dist(q, ∂D) = infξ∈∂D |q− ξ|, and φ(x; μ) is the solution of{
(� − μ2)φ(x; μ) = 0 in Ω \ D,
φ(x; μ) = 1 on ∂Ω ∪ ∂D.

In [6], Varadhan used (1.2) to give the short time asymptotics of the heat kernel. See also
[5] and references therein for the subject itself.

Throughout this paper, we use the following notations:

(1.3)
{
∂Ω(q) = {y ∈ ∂Ω | |q − y| = dist(q, ∂Ω)},
∂D(q) = {ξ ∈ ∂D | |q − ξ| = dist(q, ∂D)}.

As is in the following theorem, for the solution w(x; λ), a similar asymptotic formula to
φ(x; μ) holds.

Theorem 1.1. Let Ω, D and ρ j ( j = 1, 2) be as above and take q ∈ Ω \ D. Assume that
g1 ∈ C(∂Ω) and g2 ∈ C(∂D), and there exists a constant C0 > 0 such that

(1.4) g1(y) ≥ C0 (y ∈∂Ω(q)) and g2(ξ) ≥ C0 (ξ ∈∂D(q)).

Then there exists a constant δ0 > 0 such that

lim
|λ|→∞

log |w(q; λ)|
λ

= −d(q) uniformly in λ ∈ Λδ0 ,

where d(q) = min{dist(q, ∂Ω), dist(q, ∂D)} and

Λδ0 = {λ ∈ C, |Im λ| ≤ δ0
Re λ

log Re λ
,Re λ ≥ e }.

Thus, when both g1 and g2 have the same sign, the distance from q ∈ Ω\D to the boundary
∂Ω ∪ ∂D determines the asymptotic behavior of the solution w(q; λ) as μ = Re λ → ∞.
Theorem 1.1 shows that the value of the boundary data at all points of the boundary ∂Ω∪∂D
does not contribute to the asymptotic behavior. Only the values on the set ∂Ω(p)∪∂D(p)
are important. Note that Theorem 1.1 holds without any geometrical condition on ∂D like
convexity.

Remark 1.2. In the case of q ∈ Ω \ D, if all points y ∈ ∂Ω(q) and ξ ∈ ∂D(q) are
non-degenerate critical points of the functions y 
→ |y − q| and ξ 
→ |ξ − q|, the set Λδ0 in
Theorem 1.1 can be replaced to Cδ0 = { λ ∈ C | |Im λ| ≤ δ0Re λ } for any fixed δ0 > 0 (cf.
Proposition 5.2).

For the proof of Theorem 1.1, we use a representation of the solution w(x; λ) via single
layer potentials (cf. Proposition 2.1). Note that the solution consists of the direct parts
derived from the data on each boundary and the “reflected parts” being the parts of reflected
solutions at the opposite boundary for each direct part. The solution is constructed in Section
2. In the case of Theorem 1.1, from the form of the solution giving in Section 2, the shortest
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distance from q to the both boundaries ∂Ω and ∂D is simply dominant for the asymptotics.
There is no contribution of “reflected parts” since the shortest length of any broken path
connecting q, a point of one boundary and a point of the other boundary is larger than d(q)
(cf. Proposition 5.1).

Now, we turn to consider the case that g2(x) = 0 in (1.1), i.e. the following problem:

(1.5)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(� − λ2)w(x; λ) = 0 in Ω \ D,
(∂ν + ρ1(x))w(x; λ) = g1(x) on ∂Ω,
(∂ν + ρ2(x))w(x; λ) = 0 on ∂D.

In this case, we can expect that different phenomena from one for (1.1) may occur since
(1.4) does not hold, and there are only signals from the direct part emanating from g1 on ∂Ω
and its reflected part by the other boundary ∂D. For q ∈ Ω \ D, the shorter distance between
the direct part and reflected part is given by the former, i.e. dist(q, ∂Ω), since the length of
any reflected broken path is larger than dist(q, ∂Ω). But, when q ∈ ∂D, the direct paths and
reflected paths coincide, which means that both the effects coming from the direct path and
the reflected one should be counted. Hence, further study is needed when we consider the
case q ∈ ∂D. In what follows, we write the reference point q as p ∈ ∂D when the case g2 = 0
is treated.

For any fixed p ∈ ∂D, we divide ∂Ω(p) into the following three sets:


±
∂Ω(p) = {y ∈∂Ω(p) | ± νp · (y − p) > 0},


g
∂Ω

(p) = {y ∈∂Ω(p) | νp · (y − p) = 0}.
In what follows, for fixed q ∈ Ω \ D, we say that y0 ∈∂Ω(q) is a degenerate critical point
of finite order for the function ∂Ω � y 
→ |y − q| ∈ R if there exist constants l0 > 0, r1 > 0
and C′ > C > 0 such that

dist (q, ∂Ω) +C|y − y0|2+l0 ≤ |y − q| ≤ dist (q, ∂Ω) +C′|y − y0|2+l0(1.6)

(y ∈ ∂Ω∩B(y0, r1)),

where B(y0, r1) = { y ∈ ∂Ω | |y−y0| < r1 }. Note that a point y0 ∈∂Ω(q) is a non-degenerate
critical point of the function ∂Ω � y 
→ |y − q| ∈ R if we can take l0 = 0 in estimate (1.6) of
|y − q|. As is in Section 4, q � ∂Ω if (1.6) holds for some l0 ≥ 0 (cf. Proposition 4.4).

Theorem 1.3. Let Ω, D and ρ j ( j = 1, 2) be as above and take p ∈ ∂D. Assume that
1) the domain D is strictly convex;
2) +

∂Ω
(p) � ∅ and 

g
∂Ω

(p) = ∅ hold;
3) g1 ∈ C(∂Ω) and there exists a constant C0 > 0 such that g1(y) ≥ C0 (y ∈+

∂Ω
(p));

4) Every point y0 ∈−
∂Ω

(p) is a non-degenerate or a degenerate critical point of
finite order for the function ∂Ω � y 
→ |y − p| ∈ R.

Then there exists a constant δ0 > 0 such that

lim
|λ|→∞

log |w(p; λ)|
λ

= −dist(p, ∂Ω) uniformly in λ ∈ Λδ0 .

Note that if g2 � 0 and (1.4) hold, then for any p ∈ ∂D, Theorem 1.1 yields

lim
|λ|→∞

log |w(p; λ)|
λ

= −min{dist(p, ∂Ω), dist(p, ∂D)} = 0.
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Comparing this result with Theorem 1.3, the asymptotic behavior of the solution w(p; λ) of
(1.5) as |λ| → ∞ is completely different from that of the solution of (1.1) with g2 � 0.

Remark 1.4. When there exists a degenerate point y0 ∈ +
∂Ω

(p), assumption 4) can be
relaxed according to the degeneracy of y0. Assumption 4) in Theorem 1.3 is needed only
in the case that every point in +

∂Ω
(p) is a non-degenerate critical point of the function

∂Ω � y 
→ |y − p|.
In Section 5, a proof of Theorem 1.1 is given. In this case, it has simple structure since

only the direct parts from both boundaries are dominant. The direct parts of the solution
w(x; λ) can be simply reduced to some Laplace integrals. In particular, lower bound esti-
mates for them are essential. To get them, we need much more argument than usual, which
is given in Section 4.

Sections 6 and 7 are devoted to show Theorem 1.3. Even in this case, we need the rep-
resentation of the solution w(x; λ) used in the proof of Theorem 1.1. Since g2 = 0, as is in
(6.2), the formula of w(p; λ) consists of the direct part from the outside boundary and the
reflected part corresponding to this direct part. The both parts contribute as the main part.
For the direct part, it is the same as for Theorem 1.1. Hence, in this case, the problem is to
count for the contribution of this “reflection effects”.

For this purpose, we need to prepare non trivial estimates on the integral kernels of some
operators appearing in the reflected part. These estimates are previously established in [1]
and used in studying an inverse problem for the heat equation via the enclosure method (cf.
[2]). In the inverse problem of [2], the original problems are reduced to giving lower bounds
for some Laplace integrals. In this reduction procedure, we need the same type estimates of
the integral kernels as for Theorem 1.3. In Section 3, the necessary estimates for the integral
kernels are given.

In [1], the key estimate for the integral kernels are obtained if the boundary has C2,α0

regularity for some 0 < α0 ≤ 1 and is strictly convex. This regularity assumption is needed
to apply the inverse problem developed in [2]. The estimates of the kernels themselves
can be given for C2 boundaries, however, additional argument is needed. This argument is
condensed into the proof of Lemma 3.4 although the estimates given in Lemma 3.4 is just
the same as those in Proposition 2.1 of [1].

As is given (6.2), w(p; λ) is given by

w(p; λ) =
1

2π

∫
∂Ω

e−λ|p−y|ϕ1(y; λ)
{ 1
|y − p| + A(y, p; λ)

}
dS y,

where ϕ1(y; λ) is a continuous function on ∂Ω uniformly positive near +
∂Ω

(p) for λ, and
A(y, p; λ) is the amplitude function for the reflected part (see (6.3) for the details). Thus,
the reflected part is also written by the similar form to the direct part. As is Proposition 6.4,
the point is that for y ∈ ∂Ω near +

∂Ω
(p) and −

∂Ω
(p), the amplitude function A(y, p; λ) for

the reflected part given in (6.3) has different asymptotic behavior. Near +
∂Ω

(p), the main
term of A(y, p; λ) is the same as the amplitude for the direct part, however, near −

∂Ω
(p), the

main term cancels out one for the direct part. Thus, in this approach, to find the asymptotic
behavior of A(y, p; λ) is important, which is given in Section 7.

In the case of Theorem 1.3, the problem is finally reduced to investigating similar Laplace
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integrals to ones appeared in the case of Theorem 1.1. Thus, the arguments in Section 4
for Laplace integrals are also important to obtain Theorem 1.3. Our approach seems to
be simple, but, it gives a direct dependance for what contributes to the main part of the
asymptotics and how, which is the advantage of this method.

2. Construction of the solution w(x; λ)

2. Construction of the solution w(x; λ)
In this section, the solution of w(x; λ) is constructed by using the single layer potentials

on ∂Ω and ∂D. For the function

Eλ(x, x̃) =
e−λ|x−x̃|

2π|x − x̃| , x � x̃, |arg λ| < π

4
,

which satisfies the equation (� − λ2)E(x) + 2δ(x − x̃) = 0, we put

VΩ(λ)g(x) =
∫
∂Ω

Eλ(x, y)g(y)dS y, x ∈ R3 \ ∂Ω,

and

VD(λ)h(x) =
∫
∂D

Eλ(x, ζ)h(ζ)dS ζ , x ∈ R3 \ ∂D.

We construct w(x; λ) in the form

(2.1) w(x; λ) = VΩ(λ)ψ1(x; λ) + VD(λ)ψ2(x; λ)

where ψ1( · ; λ) ∈ C(∂Ω) and ψ2( · ; λ) ∈ C(∂D) are unknown functions to be determined.
In what follows, for Frechét spaces X and Y , B(X, Y) denotes the set of continuous linear
operators from X to Y . If X and Y are Banach spaces B(X, Y) is the set of bounded linear
operators from X to Y . We also write B(X) = B(X, X).

As is in [4], for example, VΩ(λ) and VD(λ) satisfy the following properties:
• VΩ(λ)g satisfies (� − λ2)VΩ(λ)g = 0 in R3 \ ∂Ω.
• VD(λ)h satisfies (� − λ2)VD(λ)h = 0 in R3 \ ∂D.
These yield that w having the form (2.1) satisfies the equation (� − λ2)w = 0 in Ω \ D.
• VΩ(λ) ∈ B(C(∂Ω),C∞(R3 \∂Ω)∩C(R3)) and the Neumann derivative for VΩ(λ)g at y ∈ ∂Ω

∂

∂νy
VΩ(λ)g|∂Ω(y) = lim

ε↓0

3∑
j=1

(νy) j

(
∂

∂x j
VΩ(λ)g

)
(y − ενy)

exists and is given by the formula

∂

∂νy
VΩ(λ)g|∂Ω(y) = g(y) +

∫
∂Ω

∂

∂νy
Eλ(y, z)g(z)dS z, y ∈ ∂Ω.

• VD(λ) ∈ B(C(∂D),C∞(R3 \∂D)∩C(R3)) and the Neumann derivative for VD(λ)h at ξ ∈ ∂D

∂

∂νξ
VD(λ)h|∂D(ξ) = lim

ε↓0

3∑
j=1

(νξ) j

(
∂

∂x j
VD(λ)h

)
(ξ + ενξ)

exists and is given by the formula
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∂

∂νξ
VD(λ)h|∂D(ξ) = −h(ξ) +

∫
∂D

∂

∂νξ
Eλ(ξ, ζ)h(ζ)dS ζ , ξ ∈ ∂D.

We define Yi j(λ) (i, j = 1, 2) by

Y11(λ)ψ1(y; λ) = −
∫
∂Ω

( ∂

∂νy
Eλ(y, z) + ρ1(y)Eλ(y, z)

)
ψ1(z; λ)dS z (y ∈ ∂Ω),

Y12(λ)ψ2(y; λ) = −
∫
∂D

( ∂

∂νy
Eλ(y, ζ) + ρ1(y)Eλ(y, ζ)

)
ψ2(ζ; λ)dS ζ (y ∈ ∂Ω),

Y21(λ)ψ1(ξ; λ) =
∫
∂Ω

( ∂

∂νξ
Eλ(ξ, z) + ρ2(ξ)Eλ(ξ, z)

)
ψ1(z; λ)dS z (ξ ∈ ∂D)

and

Y22(λ)ψ2(ξ; λ) =
∫
∂D

( ∂

∂νξ
Eλ(ξ, ζ) + ρ2(ξ)Eλ(ξ, ζ)

)
ψ2(ζ; λ)dS ζ (ξ ∈ ∂D).

From the form of Yi j(λ), it follows that Y11(λ) ∈ B(C(∂Ω)), Y22(λ) ∈ B(C(∂D)), Y12(λ) ∈
B(C(∂D),C(∂Ω)) and Y21(λ) ∈ B(C(∂Ω),C(∂D)), and

‖Y11(λ)‖B(C(∂Ω)) + ‖Y22(λ)‖B(C(∂D)) + ‖Y12(λ)‖B(C(∂D),C(∂Ω))(2.2)

+ ‖Y21(λ)‖B(C(∂Ω),C(∂D)) ≤ C(Re λ)−1 (λ ∈ C,Re λ > 0).

From the properties of the single layer potentials stated above, we can reduce original
problem (1.1) to a system of integral equations for the densities ψ1( · ; λ) ∈ C(∂Ω) and
ψ2( · ; λ) ∈ C(∂D) given by

(2.3)
{
ψ1(x; λ) − Y11(λ)ψ1(x; λ) − Y12(λ)ψ2(x; λ) = g1(x) on ∂Ω,
ψ2(x; λ) − Y21(λ)ψ1(x; λ) − Y22(λ)ψ2(x; λ) = −g2(x) on ∂D.

If we choose a constant μ0 > 0 sufficiently large, from (2.2), for any λ with Re λ ≥ μ0,
the inverse (I −Y11(λ))−1 and (I −Y22(λ))−1 are constructed by the Neumann series. To solve
(2.3), we put

Z1(λ) = Y12(λ)(I − Y22(λ))−1Y21(λ)(I − Y11(λ))−1 (λ ∈ C,Re λ ≥ μ0),
Z2(λ) = Y21(λ)(I − Y11(λ))−1Y12(λ)(I − Y22(λ))−1 (λ ∈ C,Re λ ≥ μ0)

and define ϕ j(x; λ) ( j = 1, 2), ϕ12(x; λ) and ϕ21(x; λ) by

ϕ1(x; λ) = (I − Y11(λ))−1(I − Z1(λ))−1g1(x),

ϕ2(x; λ) = −(I − Y22(λ))−1(I − Z2(λ))−1g2(x),

ϕ12(x; λ) = (I − Y11(λ))−1Y12(λ)ϕ2(x; λ),(2.4)

ϕ21(x; λ) = (I − Y22(λ))−1Y21(λ)ϕ1(x; λ).

From (2.2), it also follows that (I − Zj(λ))−1 ( j = 1, 2) exists for Re λ ≥ μ0 if we choose a
constant μ0 > 0 sufficiently large. Noting that uniqueness of the solutions of (2.3) holds for
λ ∈ C with large Re λ, we get the solution (ψ1(x; λ), ψ2(x; λ)) of (2.3) can be expressed as

ψ1(y; λ) = ϕ1(y; λ) + ϕ12(y; λ), ψ2(ξ; λ) = ϕ21(ξ; λ) + ϕ2(ξ; λ)

(λ ∈ C,Re λ ≥ μ0)
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for some fixed μ0 > 0 sufficiently large. This fact and (2.1) imply the following representa-
tion of the solution w(q; λ):

Proposition 2.1. For any δ0 > 0, there exists a constant μ0 ≥ 1 such that the solution
w(q; λ) of (1.1) with λ ∈ C, |Im λ| ≤ δ−1

0 Re λ is represented as

w(q; λ) = VΩ(λ)ϕ1(q; λ) + VΩ(λ)ϕ12(q; λ)(2.5)

+ VD(λ)ϕ2(q; λ) + VD(λ)ϕ21(q; λ) (q ∈ Ω \ D).

To show Theorem 1.1, the above formula (2.5) is enough, however, for Theorem 1.3,
i.e. the case g2 = 0, which gives ϕ2 = 0 and ϕ12 = 0, we need to decompose the term
VD(λ)ϕ21(q; λ) to pick up its main part. By using the transposed operator tY22(λ) and tY21(λ)
of Y22(λ) and Y12(λ) defined by∫

∂D
(tY22(λ)g)(ξ)h(ξ)dS ξ =

∫
∂D
g(ξ)(Y22(λ)h)(ξ)dS ξ (g, h ∈ C(∂D))

and∫
∂D

(tY12(λ)g)(ξ)h(ξ)dS ξ =

∫
∂Ω

g(y)(Y12(λ)h)(y)dS y (g ∈ C(∂Ω) and h ∈ C(∂D)),

respectively, we obtain

VD(λ)ϕ21(q; λ) =
∫
∂D

Eλ(q, ξ)(I − Y22(λ))−1Y21(λ)ϕ1(ξ; λ)dS ξ(2.6)

=

∫
∂Ω

tY21(λ)
(t((I − Y22(λ))−1)Eλ(q, ·))(y)ϕ1(y; λ)dS y.

Hence, to give the decomposition, the integral kernel representation of tY21(λ)t((I−Y22(λ))−1)
is needed. Since this term contains the integral operator (I − Y22(λ))−1 which is constructed
by the Neumann series

∑∞
n=0(Y22(λ))n, we need estimates of the repeated kernel. This is

given in the next section after preparing estimates for boundary integrals.

3. Estimates of boundary integrals and integral kernels

3. Estimates of boundary integrals and integral kernels
In the proof of Theorems 1.1 and 1.3, many boundary integrals appear. Many of them are

treated in [1] in the case that ∂D is strictly convex and C2,α0 for some 0 < α0 ≤ 1, however,
this regularity assumption can be relaxed to C2. In this section, we give the outline of this
procedure. In addition, we also prepare basic estimates for treating these integrals.

We begin by recalling the following well known facts on compact and C2 surfaces. We
denote  2(R2) by the set of C2 functions f in R2 such that the norm ‖ f ‖ 2(R2) is finite, where
the norm is defined by ‖ f ‖ 2(R2) = max|α|≤2 supx∈R2 |∂αx f (x)|.

Lemma 3.1. Assume that ∂D is of class C2. (i) There exists a positive constant C such
that, for all ξ and ζ ∈ ∂D

|νξ − νζ | ≤ C|ξ − ζ |, |νξ · (ξ − ζ)| ≤ C|ξ − ζ |2.
(ii) There exists 0 < r0 such that, for all ξ ∈ ∂D, ∂D ∩ B(ξ, 2r0) can be represented as a
graph of a function on the tangent plane of ∂D at ξ, that is, there exist an open neighborhood
Uξ of (0, 0) in R2 and a function g ∈  2(R2) with g(0, 0) = 0 and ∇g(0, 0) = 0 such that the
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map

Uξ � σ = (σ1, σ2) 
→ ξ + σ1e1 + σ2e2 − g(σ1, σ2)νξ ∈ ∂D ∩ B(ξ, 2r0)

gives a system of local coordinates around ξ, where {e1, e2} is an orthogonal basis for
Tξ(∂D). Moreover the norm ‖g‖ 2(R2) has an upper bound independent of ξ ∈ ∂D.

In this paper we call this system of coordinates the standard system of local coordinates
around ξ.

First, estimates of the boundary integrals needed to show Theorem 1.1 is given.

Lemma 3.2. Assume that ∂Ω is of class C2. Then it follows that

(3.1)
∫
∂Ω

dS y

|q − y| ≤ C (q ∈ Ω \ D).

Proof. Since ∂Ω is compact, from (ii) of Lemma 3.1, there exist constant δ > 0 and r′0 > 0
such that for any y0 ∈ ∂Ω, B(y0, 2δ) ∩ ∂Ω has the standard local coordinate

U � σ = t(σ1, σ2) 
→ s(σ) = y0 + σ1e1 + σ2e2 + g(σ)(−νy0 ) ∈ B(y0, 2δ) ∩ ∂Ω,
|g(σ)| ≤ C|σ|2 (σ ∈ U ⊂ {σ ∈ R2 | |σ| < r′0}, uniformly in y0 ∈ ∂Ω),

and B(y0, 2δ)∩Ω ⊂ { x ∈ R3 | νy0 · (x−y0) < 0 }. Note that |q−y| ≥ δ (y ∈ ∂Ω) if dist(q, ∂Ω) ≥
δ. Hence, in this case, (3.1) holds. When q ∈ Ω \ D satisfies dist(q, ∂Ω) ≤ δ, we can choose
a point y0 ∈ ∂Ω in the above coordinate as it satisfies |q − y0| = dist(q, ∂Ω). For this y0, it
follows that (q − y0) · e j = 0 ( j = 1, 2) since

|q − y0|2 ≤ |q − s(σ)|2 = |q − y0|2 − 2
2∑

j=1

(q − y0) · e jσ j + O(|σ|2) near σ = 0.

Noting that q ∈ Ω∩B(y0, 2δ), we have q − y0 = −|q − y0|νy0 , which implies that

(3.2) |q − s(σ)|2 = (|q − y0| − g(σ))2 + |σ|2 ≥ |σ|2 (σ ∈ U).

Note also that y ∈ ∂Ω with y � B(y0, 2δ)∩∂Ω satisfies |q−y| ≥ |y0−y|− |y0−q| ≥ 2δ−δ = δ.
Hence it follows that∫

∂Ω

1
|q − y|dS y ≤ δ−1

∫
∂Ω

1dS y +C
∫

U

1
|σ|dσ ≤ Cδ,r′0 < ∞,

which shows Lemma 3.2. �

Remark 3.3. Similaly to showing (3.1), it follows that for any constant c0 > 0, there
exists a constant C > 0 such that∫

∂D

e−c0μ|ξ−ζ |

|ξ − ζ |k dS ζ ≤ C
2 − k

μ−(2−k) (0 ≤ k < 2, μ ≥ 1, ξ ∈ ∂D).

It also holds that∫
∂D

dS ξ

|q − ξ|k +
∫
∂Ω

dS y

|q − y|k ≤
C

2 − k
(q ∈ Ω \ D, 0 ≤ k < 2).

These are used to show Theorem 1.3 frequently.
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The estimates introduced above are enough to show Theorem 1.1. Thus, strict convexity
for ∂D does not need to obtain Theorem 1.1. This is used to get Theorem 1.3. We also
need to care for uniformity in g of the standard local coordinate around ξ ∈ ∂D, which may
depend on ξ. From (ii) of Lemma 3.1, there exists a constant R1 > 0 independent of ξ ∈ ∂D
such that

(3.3) |g(σ)| ≤ R1|σ|2

holds for any σ ∈ Uξ. Note that (3.3) is also given by taking r0 ≤ 1/(4C), where C > 0 is
the constant given in (i) of Lemma 3.1. To check it, for σ ∈ Uξ, take ζ = ξ + σ1e1 + σ2e2 −
g(σ)νξ ∈ ∂D. Since g(σ) = −(ζ−ξ) ·νξ, Lemma 3.1 implies that |g(σ)| ≤ C|ζ−ξ|2 < |ζ−ξ|/2
for |ζ − ξ| < 2r0 ≤ 1/(2C). Noting |ζ − ξ|2 = |σ|2 + |g(σ)|2 ≤ |σ|2 + |ζ − ξ|2/4, we obtain
|ζ − ξ|2 < 4|σ|2/3, which yields |g(σ)| ≤ C|ζ − ξ|2 ≤ 4C|σ|2/3. Thus, (3.3) holds if we take
R1 = 4C/3 and r0 ≤ 1/(4C).

As above, the constant r0 in (ii) of Lemma 3.1 can be chosen as small as possible if
necessary. In what follows, to show main theorems, we need to take r0 sufficiently small
with finite many times. The same notation r0 is used even when r0 is changed to smaller
one.

Next we show Uξ contains a ball with a radius independent of ξ. For ζ = ξ + σ1e1 +

σ2e2 − g(σ)νξ ∈ ∂D∩B(ξ, 2r0), |σ| ≤ |ζ − ξ| = √|σ|2 + g(σ)2 ≤ |σ|
√

1 + R2
1(2r0)2 holds,

which yields σ ∈ Uξ for σ with |σ| < r1 if we take

(3.4) r1 =
2r0√

1 + R2
1(2r0)2

< 2r0.

Note that this r1 > 0 does not depend on ξ ∈ ∂D.
To obtain the same estimates as in [1] for C2 boundary case, we have to go back to give

the estimates of the length of the broken lines |ξ − ζ | + |ζ − p| (ξ, ζ, p ∈ ∂D) in Proposition
3.1 in [1]. Here, strict convexity is needed. Strict convexity is described by the principal
curvatures, i.e. the inverse of the eigenvalues of the Weingartain map ξ defined by

(ξv, v) = −
2∑

j,k=1

νξ · ∂2ζ

∂σ j∂σk
(0)a jak, (v =

2∑
j=1

a j
∂ζ

∂σ j
(0), a1, a2 ∈ R).

Geometrically, ∂D is strictly convex if and only if all of the principal curvatures of ∂D at
any point ξ ∈ ∂D are positive. Since ∂D is C2 and compact, from strict convexity of ∂D it
follows that there exists a constant R2 > 0 such that

−
2∑

j,k=1

νξ · ∂2ζ

∂σ j∂σk
(0)a jak,≥ R2|v|2 (v =

2∑
j=1

a j
∂ζ

∂σ j
(0), a1, a2 ∈ R).(3.5)

Note also that strict convexity of ∂D is equivalent to (ζ(σ) − ξ) · νξ < 0 (σ � 0) for any
standard local coordinate ζ = ζ(σ). This fact and the compactness of ∂D imply

R3 = inf
ξ,ζ∈∂D,ξ�ζ

−(ζ − ξ) · νξ
|ζ − ξ|2 > 0,

which yields
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(3.6) −(ζ − ξ) · νξ ≥ R3|ζ − ξ|2 (ξ, ζ ∈ ∂D).

Note that estimate (3.6) implies g(σ) ≥ R3|σ|2 (σ ∈ Uξ, ξ ∈ ∂D) for any standard local
coordinate.

Let r0 be the same constant as (ii) of Lemma 3.1. Take any points ξ ∈ ∂D and η ∈
∂D∩B(ξ, 2r0) with η � ξ. Note that (η − ξ) · νξ < 0 since ∂D is strictly convex. For these
ξ and η, we put e1 = (η − ξ − ((η − ξ) · νξ)νξ)/|η − ξ − ((η − ξ) · νξ)νξ | and take e2 ∈ R3 so
that the pair {e1, e2, νξ} consists of an orthonormal basis of R3. This pair can be determined
since η − ξ − ((η − ξ) · νξ)νξ � 0 if r0 is chosen small if necessary. From the definition,
(η − ξ)·e1 > 0 holds. Since {e1, e2} is an orthonormal basis of Tξ(∂D), we can choose
a standard system of local coordinates around ξ satisfying η = ξ + σ0

1e1 − g(σ0
1, 0)νξ ∈

∂D∩ B(x, 2r0), (σ0
1)2 + g(σ0

1, 0)2 < (2r0)2 and σ0
1 > 0. Note that any point ζ ∈ ∂D∩B(ξ, 2r0)

is represented by ζ = ξ+σ1e1+σ2e2−g(σ)νξ withσ ∈ R2 satisfyingσ2
1+σ

2
2+g(σ)2 < (2r0)2.

The standard local coordinate mentioned above is used to show the following lemma:

Lemma 3.4. Assume that ∂D is of class C2 and strictly convex.
(i) It follows that

|ξ − ζ | + |ζ − η| ≥ |ξ − η| + 1
2

σ2
2

|ζ − ξ| (ζ ∈ ∂D ∩ B(ξ, 2r0)).

(ii) If r0 is chosen small enough, it follows that

|ξ − ζ | + |ζ − η| ≥ |ξ − η| + c0

|ζ − ξ| ((σ
0
1)2σ2

1 + σ
2
2)

for all σ = (σ1, σ2) and σ0 = (σ0
1, 0) with σ1 < 2σ0

1/3, |σ| < r1 and |σ0| < r1, where

r1 = 2r0/
√

1 + R2
1(2r0)2 is given in (3.4), and c0 is a positive constant depending only on

∂D.

Remark 3.5. When ∂D is C2,α0 , Lemma 3.4 is the same as Proposition 2.1 in [1]. This is
the only part which is required C2,α0 regularities for ∂D in [1]. Hence from Lemma 3.4, all
estimates in [1] can be obtained in the case that ∂D is strictly convex with C2 regularity.

Proof of Lemma 3.4. For ζ = ξ + σ1e1 + σ2e2 − g(σ)νξ ∈ ∂D ∩ B(ξ, 2r0), we put
ζ′ = ξ + σ1e1 − g(σ)νξ. Since (η − ξ) · e2 = 0, i.e. (ζ − ξ) · (η − ξ) = (ζ′ − ξ) · (η − ξ), it
follows that

|η − ξ| = (η − ζ) · η − ξ|η − ξ| + (ζ − ξ) · η − ξ|η − ξ| ≤ |η − ζ | +
(ζ′ − ξ) · (η − ξ)
|η − ξ|

which yields

|ξ − ζ | + |ζ − η| − |η − ξ| ≥ |ζ − ξ| − (ζ′ − ξ) · (η − ξ)
|η − ξ|(3.7)

≥ |ζ − ξ| − |ζ′ − ξ| = |ζ − ξ|
2 − |ζ′ − ξ|2

|ζ − ξ| + |ζ′ − ξ| ≥
σ2

2

2|ζ − ξ| .

This shows (i) of Lemma 3.4. Note that this proof is just the same as in [1].
Next we show (ii) for the C2 surface ∂D of strictly convex. The estimate (ii) is given by

the fact that there exists a constant c0 > 0 depending only on ∂D such that
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(3.8) 1 − (ζ′ − ξ) · (η − ξ)
|η − ξ||ζ − ξ| ≥ c0(σ0

1)2 (σ1 < 2σ0
1/3, |σ1| < r1, |σ0

1| < r1)

for sufficiently small r0. From (3.7) and (3.8), it follows that

|ξ − ζ | + |ζ − η| − |η − ξ| ≥ |ζ − ξ|
(
1 − (ζ′ − ξ) · (η − ξ)

|η − ξ||ζ − ξ|
)
≥ c0(σ0

1)2|ζ − ξ|2
|ζ − ξ| .

This implies (ii) of Lemma 3.4 since |ζ − ξ| ≥ |σ| ≥ |σ1|. Thus, it suffices to show (3.8).
We put σ0 = (σ0

1, 0). By the standard local coordinate, the right side of (3.8) is expressed
as

1 − σ0
1σ1 + g(σ0)g(σ)√

((σ0
1)2 + g(σ0)2)(|σ|2 + g(σ)2)

= 1 − σ1/|σ| + (g(σ0)/σ0
1)(g(σ)/|σ|)√

(1 + (g(σ0)/σ0
1)2)(1 + (g(σ)/|σ|)2)

.

Since 1/
√

1 + X ≤ 1 − X/2 + 3X2/8 (X ≥ 0) and g ≥ 0, from (3.3), there exists a constant
C > 0 such that for all σ and σ0 with |σ| < r1 and |σ0| < r1

1 − (ζ′ − ξ) · (η − ξ)
|η − ξ||ζ − ξ| ≥ 1 − σ1

|σ| −
g(σ0)
σ0

1

· g(σ)
|σ| +

1
2
σ1

|σ|
(g(σ0)2

(σ0
1)2
+
g(σ)2

|σ|2
)

(3.9)

−C(|σ|4 + |σ0
1|4)

=
(
1 − σ1

|σ|
)(

1 − 1
4

(g(σ0)
σ0

1

+
g(σ)
|σ|

)2)

+
1
4

(
1 +

σ1

|σ|
)(g(σ0)

σ0
1

− g(σ)
|σ|

)2 −C(|σ|4 + |σ0
1|4)

≥
(
1 − σ1

|σ|
)
(1 − R2

1r2
1) +

1
4

(
1 +

σ1

|σ|
)(g(σ0)

σ0
1

− g(σ)
|σ|

)2 −C(|σ|4 + |σ0
1|4),

where the constant C does not depend on r1 given by (3.4) with 0 < r0 ≤ 1.
From (ii) of Lemma 3.1, we can take a constant M > 0 independent of ξ ∈ ∂D with

supσ∈Uξ
|∂σi∂σ jg(σ)| ≤ M for i, j = 1, 2. For this M and R3 given in (3.6), we choose ε0 =

min{1/4, (R3/(240(M + R1))2} > 0, and divide the case 1− ε0 ≤ σ1/|σ| and 1− ε0 ≥ σ1/|σ|.
In the latter case, (3.9) implies

1 − (ζ′ − ξ) · (η − ξ)
|η − ξ||ζ − ξ| ≥ ε0(1 − R2

1r2
1) −Cr4

1,

which yields

1 − (ζ′ − ξ) · (η − ξ)
|η − ξ||ζ − ξ| ≥

ε0

2
(|σ| < r1, |σ0| < r1 and 1 − ε0 ≥ σ1/|σ|)(3.10)

if we take r1 < min{1/(2R1), ε1/4
0 /(4C)1/4}.

Next we consider the case 1 − ε0 ≤ σ1/|σ|. In this case, σ1 > 0. Since 1 = (σ1/|σ|)2 +

(σ2/|σ|)2 ≥ (1 − ε0)2 + (σ2/|σ|)2 > 1 − 2ε0 + (σ2/|σ|)2, it follows that

(3.11) (σ2/|σ|)2 < 2ε0,
(σ2

σ1

)2
<

2ε0

(1 − ε0)2 ≤
32ε0

9
< 4ε0 ≤ 1.

This estimate implies |σ|2 = σ2
1(1 + (σ2/σ1)2) < 2σ2

1 ≤ 8(σ0
1)2/9 for σ1 < 2σ0

1/3. This
estimate and (3.9) yield
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1 − (ζ′ − ξ) · (η − ξ)
|η − ξ||ζ − ξ| ≥

1
4

(g(σ0)
σ0

1

− g(σ)
|σ|

)2 − 2C|σ0
1|4(3.12)

for any σ and σ0 with |σ| < r1, |σ0| < r1, σ1 < 2σ0
1/3 by taking r0 > 0 sufficiently small to

be r1R1 ≤ 1.
For treating the main term of the right side of (3.12), we divide the inside of the square

term as

g(σ0)
σ0

1

− g(σ)
|σ| =

g(σ0)
σ0

1

− g(σ1, 0)
|σ1| +

|σ|(g(σ1, 0) − g(σ)) + (|σ| − |σ1|)g(σ)
|σ1||σ| .(3.13)

From (∂σ2g)(0, 0) = 0, it follows that

g(σ) − g(σ1, 0) = σ1σ2

∫ 1

0

∫ 1

0
(∂σ1∂σ2g)(sσ1, sθσ2)dsdθ

+ σ2
2

∫ 1

0

∫ 1

0
θ(∂2

σ2
g)(sσ1, sθσ2)dsdθ,

which yields

|g(σ) − g(σ1, 0)| ≤ M|σ2|(|σ1| + |σ2|),
where M > 0 can be chosen independent of ξ ∈ ∂D. The above estimate and |σ|−|σ1| ≤ |σ2|,
(3.11), (3.3) and (3.13) imply

g(σ0)
σ0

1

− g(σ)
|σ| ≥

g(σ0)
σ0

1

− g(σ1, 0)
|σ1| −

(M + R1)|σ2|(|σ1| + |σ2|)
|σ1|

≥ g(σ0)
σ0

1

− g(σ1, 0)
|σ1| −

8
√
ε0(M + R1)

3
σ0

1

for any σ and σ0 with |σ| < r1, |σ0| < r1, σ1 < 2σ0
1/3 and 1 − ε0 ≤ σ1/|σ|.

Now we show

g(σ0)
σ0

1

− g(σ1, 0)
|σ1| ≥

R3

9
σ0

1 (|σ| < r1, |σ0| < r1, 0 < σ1 < 2σ0
1/3).(3.14)

Once we obtain (3.14), from the above estimates, it follows that

g(σ0)
σ0

1

− g(σ)
|σ| ≥

R3

10
σ0

1 (|σ| < r1, |σ0| < r1, 0 < σ1 < 2σ0
1/3)

since ε0 ≤ (R3/(240(M + R1)))2. Hence (3.12) imples

1 − (ζ′ − ξ) · (η − ξ)
|η − ξ||ζ − ξ| ≥

R2
3

400
(σ0

1)2 − 2C|σ0
1|4 ≥

R2
3

800
(σ0

1)2

for σ and σ0 with |σ| < r1, |σ0| < r1, σ1 < 2σ0
1/3 if we choose r0 defined in (3.4) satisfying

r1 < R3/(40
√

C). From the above estimate and (3.10), we obtain (3.8). Thus, it suffices to
show (3.14) to finish the proof of (ii) of Lemma 3.4.

Let πξ be the plane defined by πξ = {z ∈ R3|(z − ξ) · e2 = 0}. We put ζ̃ = ξ + σ1e1 −
g(σ1, 0)νξ and η0 = ξ + σ

0
1e1. Take the curve γ on ∂D defined by γ(t) = ξ + te1 − g(t, 0)νξ

(−r1 < t < r1). Note that this curve is the section of ∂D with respect to the plane πξ.
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The point q crossing the line ξζ̃ and ηη0 is given by q = ξ + σ0
1e1 − (σ0

1g(σ1, 0)/σ1)νξ,
and the point q′ crossing the tangent line l(t) = γ(σ1) + tγ′(σ1) (t ∈ R) of γ at ζ̃ and the
line ηη0 is given by q′ = ξ + σ0

1e1 − (g(σ1, 0) + (σ0
1 − σ1)∂σ1g(σ1, 0))νξ. Hence we obtain

|η−q′| = |g(σ0
1, 0)−(g(σ1, 0)+(σ0

1−σ1)∂σ1g(σ1, 0))| and |η−q| = |g(σ0
1, 0)−(σ0

1g(σ1, 0)/σ1)|.
Since ∂D is strictly convex, the curve γ is also strictly convex as the curve on the plane πξ.
Hence, it follows that

g(σ1, 0)
σ1

< ∂σ1g(σ1, 0) <
g(σ0

1, 0) − g(σ1, 0)

σ0
1 − σ1

,

which yields

|η− q′| = g(σ0
1, 0)− (g(σ1, 0)+ (σ0

1 −σ1)∂σ1g(σ1, 0)) < g(σ0
1, 0)− (σ0

1g(σ1, 0)/σ1) = |η− q|.
From the above estimate, σ1 > 0, (3.6) and |η − ζ̃ | ≥ σ0

1 − σ1 ≥ σ0
1/3, it follows that

g(σ0)
σ0

1

− g(σ1, 0)
|σ1| >

|η − q′|
σ0

1

≥ inft∈R |η − l(t)|
σ0

1

≥
infx∈R3,(x−ζ̃)·νζ̃=0 |η − x|

σ0
1

=
(η − ζ̃) · (−νζ̃)

σ0
1

≥ R3|η − ζ̃ |2
σ0

1

≥ R3σ
0
1

9
.

Thus we obtain (3.14), which completes the proof of Lemma 3.4. �

Next, we recall various estimates given in [1] for integrals on strictly convex boundary
∂D. For ξ ∈ ∂D and r > 0, we put S r(ξ) = {ζ ∈ ∂D | |ζ−ξ| < r} and S −r (ξ) = {ζ ∈ ∂D | |ζ−ξ| ≥
r}. The following estimates are given in Ikehata and Kawashita [1].

Lemma 3.6. Assume that ∂D is of class C2 and strictly convex. Then it follows that there
exist constant C > 0 and (small) constant r0 > 0 such that∫

S ρ0 (η)∩S ρ0 (ξ)
e−μ(|ξ−ζ|+|ζ−η|)dS ζ ≤ Ce−μρ0 min

{ ρ3/2
0√
μ
,

1
μ2ρ3

0

}
(3.15)

(ξ, η ∈ ∂D, ρ0 ≤ r0, μ ≥ 1),∫
S ρ0 (η)∩S ρ0 (ξ)

e−μ(|ξ−ζ|+|ζ−η|)dS ζ ≤ Ce−μρ0μ−2 (ξ, η ∈ ∂D, ρ0 ≥ r0, μ ≥ 1),(3.16)

where ρ0 = |ξ − η|. Further, it also follows that∫
S ρ0 (η)∩S ρ0 (ξ)

e−μ(|ξ−ζ|+|ζ−η|)

|ζ − η| dS ζ ≤ Ce−μρ0 min
{ 1
μρ0

, μ−2/3
}

(3.17)

(ξ, η ∈ ∂D, μ ≥ 1),∫
S −ρ0 (η)∪(S ρ0 (η)∩S −ρ0 (ξ))

e−μ(|ξ−ζ|+|ζ−η|)

|ζ − η| dS ζ ≤ C̃μ−1e−μρ0 (ξ, η ∈ ∂D, μ ≥ 1).(3.18)

Proofs of (3.15) and (3.16) are given in Proposition 3.1 of [1]. The estimates (3.17) and
(3.18) are also shown by the same argument as for (5.6), (5.8) and (5.10) in Lemma 5.1 of
[1]. Note that (3.15) and (3.16) yield
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(3.19) μ2
∫
∂D

e−μ(|ξ−ζ|+|ζ−η|)dS ζ ≤ Ce−μρ0
(
1 +min

{
μ(μρ3

0)1/2,
1
ρ3

0

})
since ∂D = (S ρ0 (η) ∩ S ρ0 (ξ))∪S −ρ0

(ξ)∪S −ρ0
(η) implies∫

∂D
e−μ(|ξ−ζ|+|ζ−η|)dS ζ ≤ e−μρ0

∫
S −ρ0 (ξ)

e−μ|ξ−ζ|dS ζ + e−μρ0

∫
S −ρ0 (η)

e−μ|ζ−η|dS ζ

+

∫
S ρ0 (ξ)∩S ρ0 (η)

e−μ(|ξ−ζ|+|ζ−η|)dS ζ .

We also need the following lemma:

Lemma 3.7. Assume that ∂D is of class C2 and strictly convex. Then, there exist constants
μ0 > 0 and C > 0 such that∫

∂D

e−μ(|ξ−ζ|+|ζ−η|)

|ζ − η| dS ζ ≤ Ce−μ|ξ−η|min
{ 1
μ|ξ − η| , μ

−2/3, μ−1 + |ξ − η|, μ−1 +

√
|ξ − η|
μ

}
(ξ, η ∈ ∂D, ξ � η, μ ≥ μ0).

Lemma 3.7 can be shown by using the similar argument to the proof of Lemma 3.6 given
in [1]. Here we only give a proof of Lemma 3.7, and omit showing Lemma 3.6.

Proof of Lemma 3.7. For ξ, η ∈ ∂D, we put ρ0 = |ξ − η|. First we show∫
S ρ0 (η)∩S ρ0 (ξ)

e−μ(|ξ−ζ|+|ζ−η|)

|ζ − η| dS ζ ≤ Ce−μρ0 min{ρ0, μ
−1/2ρ1/2

0 }(3.20)

(ξ, η ∈ ∂D, ξ � η, μ ≥ μ0).

For r0 > 0 in Lemma 3.6, we put ρ′0 = min{ ρ0, r0 } > 0. Since it follows that∫
S ρ0 (η)∩S ρ0 (ξ)

e−μ(|ξ−ζ|+|ζ−η|)

|ζ − η| dS ζ ≤
∫

S ρ′0/2(η)∩S ρ0 (ξ)

e−μ(|ξ−ζ|+|ζ−η|)

|ζ − η| dS ζ

+

∫
(S ρ0 (η)\S ρ′0/2(η))∩S ρ0 (ξ)

e−μ(|ξ−ζ|+|ζ−η|)

|ζ − η| dS ζ ≡ I1 + I2,

we give estimates for I1 and I2.
For I1, we use the similar argument to showing (3.15) as in the proof of Proposition 3.1

in [1]. Take a standard system of local coordinates ζ = η + σ1e1 + σ2e2 − g(σ)νη around
η ∈ ∂D satisfying ξ = η + σ0

1e1 − g(σ0
1, 0)νη. Note that g ≥ 0 holds since ∂D is strictly

convex. For ζ ∈ S ρ′0/2(η)∩S ρ0 (ξ), it follows that (ζ − η) · (ξ − η)/|ξ − η| ≤ ρ′0/2, which yields
σ1σ

0
1/ρ0 ≤ (ζ − η) · (ξ − η)/|ξ − η| ≤ ρ′0/2 ≤ ρ0/2. This and (3.3) imply

σ1 ≤
ρ2

0

2σ0
1

=
σ0

1

2
(1 + (g(σ0

1, 0)/σ0
1)2) ≤ σ0

1

1 + R2
1(2r0)2

2
.

Note that this is the same as (3.8) of [1]. Thus, choosing r0 small enough to be R2
1(2r0)2 <

1/3, we obtain σ = (r cos θ, r sin θ) ∈ B′x(0, 2σ0
1/3) = {σ ∈ R2 | |σ| < ρ0, σ1 < 2σ0

1/3}.
This fact and (ii) of Lemma 3.4 yield

|ξ − ζ | + |ζ − η| ≥ ρ0 + r(c0(ρ0)2 + c1 f (θ)2),
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where c0 > 0 and c1 > 0 are constants, and f (θ) is given by

f (θ) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
|θ|, if |θ| ≤ π/2,

|π − θ|, if π/2 ≤ θ ≤ π,

|π + θ|, if −π ≤ θ ≤ −π/2.

As is in (3.10) of [1], using this coordinate, we obtain

I1 ≤ Ce−μρ0

∫ ρ′0

0

∫ π/2

−π/2
e−μr(c0(ρ′0)2+c1θ

2)

r
rdrdθ

≤ Ce−μρ0

∫ ρ′0

0
e−μc0r(ρ′0)2

∫ π
√
μr/2

0
e−c1θ

2 dθ√
μr

dr ≤ Ce−μρ0μ−1/2
∫ ρ′0

0
r−1/2dr,

which yields I1 ≤ C̃e−μρ0 (ρ′0/μ)1/2. Note that this is the idea to show Proposition 3.1 of [1]
(i.e. (3.15) in Lemma 3.6). Thus, (3.15) can be shown similarly. For the detail, see the proof
of Proposition 3.1 of [1].

For I2, if ρ0 ≤ r0, (3.15) implies

I2 ≤ 2
ρ′0

∫
S ρ0 (η)∩S ρ0 (ξ)

e−μ(|ξ−ζ|+|ζ−η|)dS ζ ≤ 2
ρ0

Cρ3/2
0√
μ
≤ Cρ1/2

0√
μ
.

If ρ0 > r0, (3.16) yields

I2 ≤ 2
ρ′0

∫
S ρ0 (η)∩S ρ0 (ξ)

e−μ(|ξ−ζ|+|ζ−η|)dS ζ ≤ 2
r0

Cμ−2 ≤ Cμ−2.

The above estimates of I1 and I2 implies that∫
S ρ0 (η)∩S ρ0 (ξ)

e−μ(|ξ−ζ |+|ζ−η|)

|ζ − η| dS ζ ≤ Ce−μρ0μ−1/2ρ1/2
0 ,

which yields the half of (3.20).
For the rest, the simple triangle inequality |ξ − ζ | + |ζ − η| ≥ |ξ − η| implies∫

S ρ0 (η)∩S ρ0 (ξ)

e−μ(|ξ−ζ|+|ζ−η|)

|ζ − η| dS ζ ≤ e−μ|ξ−η|
∫

S ρ0 (η)∩S ρ0 (ξ)

1
|ζ − η|dS ζ .

Since ∫
S ρ0 (η)∩S ρ0 (ξ)

1
|ζ − η|dS ζ ≤ C min{ρ0, r0},

and min{ρ0, r0} ≤ r0 ≤ ρ0 when ρ0 ≥ r0, it follows that∫
S ρ0 (η)∩S ρ0 (ξ)

e−μ(|ξ−ζ|+|ζ−η|)

|ζ − η| dS ζ ≤ Cρ0e−μ|ξ−η|.

Thus, we obtain (3.20).
Since we can divide ∂D as ∂D = S −ρ0

(ξ)∪(S ρ0 (ξ)∩S −ρ0
(η))∪ (S ρ0 (ξ)∩S ρ0 (η)), from (3.17),

(3.18) and (3.20), we obtain Lemma 3.7. �

Next we turn to give estimates for the integral kernel of Y22(λ)(I − Y22(λ))−1 = (I −
Y22(λ))−1Y22(λ). The integral kernel of the integral operator Y22(λ) is denoted by Y22(ξ, ζ; λ)
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(ξ, ζ ∈ ∂D, ξ � ζ). From the definition of Y22(λ), the kernel is given by

Y22(ξ, ζ; λ) =
∂

∂νξ
Eλ(ξ, ζ) + ρ2(ξ)Eλ(ξ, ζ).

The operator (I − Y22(λ))−1 is constructed by the Neumann series
∑∞

n=0(Y22(λ))n. The n-th
power (Y22(λ))n of the operator Y22(λ) is also an integral operator with the kernel Y (n)

22 (ξ, ζ; λ).
This kernel is called the repeated kernel, which is inductively given by

Y (n)
22 (ξ, η; λ) =

∫
∂D

Y22(ξ, ζ; λ)Y (n−1)
22 (ζ, η; λ)dS ζ (n = 2, 3, . . .)

and Y (1)
22 (ξ, η; λ) = Y22(ξ, η; λ).

For x ∈ R3, ξ ∈ ∂D and x � ξ, we put

(3.21) Kλ(ξ, x) =
λ

2π
e−λ|ξ−x| νξ · (x − ξ)

|ξ − x|2 , K̃λ(ξ, x) =
e−λ|ξ−x|

2π

(νξ · (x − ξ)
|ξ − x|3 +

ρ2(ξ)
|ξ − x|

)
.

From the definition of Y22(λ) and (i) of Lemma 3.1, it follows that Y22(ξ, η; λ) = Kλ(ξ, η) +
K̃λ(ξ, η) for ξ, η ∈ ∂D with ξ � η, and there exist constants C0, C > 0 such that

|Kλ(ξ, η)| ≤ C0 μ e−μ|ξ−η| (ξ, η ∈ ∂D, ξ � η, λ ∈ Cδ0 ),(3.22)

|K̃λ(ξ, η)| ≤ C1
e−μ|ξ−η|

|ξ − η| (ξ, η ∈ ∂D, ξ � η, λ ∈ Cδ0 ).(3.23)

Note that from (3.22) and (3.23), it follows that

|Y22(ξ, η; λ)| ≤ C
e−(μ/2)|ξ−η|

|ξ − η| (ξ, η ∈ ∂D, ξ � η, λ ∈ Cδ0 ).

Hence, using Remark 3.3 inductively, we can see that there exists a constant C > 0 such that
|Y (n)

22 (ξ, η; λ)| ≤ Cnμ−n (ξ, η ∈ ∂D, λ ∈ Cδ0 , n = 2, 3, . . .). This implies that
∑∞

n=2 Y (n)
22 (ξ, η; λ)

is uniformly convergent for ξ, η ∈ ∂D, ξ � η, λ ∈ Cδ0 with Re λ ≥ μ0 for some constant μ0 ≥
1/(2C). Thus, the integral kernel of Y22(λ)(I −Y22(λ))−1 is given by Y∞λ (ξ, η) = Y22(ξ, η; λ)+∑∞

n=2 Y (n)
22 (ξ, η; λ) with the estimate

|Y∞λ (ξ, η)| ≤ C
{
1 + e−μ|ξ−η|

(
μ +

1
|ξ − η|

)}
(3.24)

(ξ, η ∈ ∂D, ξ � η, λ ∈ Cδ0 ,Re λ ≥ μ0).

This is a simple and primary approach for getting the integral kernels, however, the ob-
tained estimate (3.24) is too weak to find the points on ∂Ω and ∂D contributing the asymp-
totic behavior of w(p; λ) for fixed p ∈ ∂D. Hence, we need to use more accurate estimates
of the repeated kernels, which is established by [1].

Theorem 3.8. Assume that ∂D is of class C2 and strictly convex. Then there exist positive
constants C and μ0 ≥ 1 such that for all λ ∈ Cδ0 with μ = Re λ ≥ μ0, the kernel Yλ(ξ, η) is
measurable for (ξ, η) ∈ ∂D × ∂D, continuous for ξ � η and has the estimate

|Y∞λ (ξ, η)| ≤ C
(
μ +

1
|ξ − η|

)
e−μ|ξ−η| (ξ, η ∈ ∂D, ξ � η).

Note that the estimate for Y∞λ (ξ, η) obtained in Theorem 3.8 has the exactly same expo-
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nential factor e−μ|ξ−η| as is in estimates (3.22) and (3.23) for the original kernel Y22(ξ, η; λ).
This is the advantage of Theorem 3.8, and is useful for applying problems which never al-
low losing exponential factors in each steps for estimating integral kernels. This type of
problems originally arises in some inverse problem for the heat equation with the enclosure
method developed by [2]. Note that Theorem 1.3 has the same structure. Theorem 3.8 is
the same as Theorem 1.1 in [1]. In [1], for the boundary ∂D, C2,α0 regularity with some
0 < α0 ≤ 1 is assumed, however, this restriction put in [1] comes from getting the estimates
stated in Lemma 3.4. Thus, regularity assumption can be reduced to C2 since Lemma 3.4 is
given for ∂D with C2 regularity.

To show Theorem 1.3, we need to estimate the integral kernel of tY21(λ)(t(I − Y22(λ)))−1,
which is given by

tY21(λ)(t(I − Y22(λ)))−1 f (y) =
∫
∂D

Mλ(ξ, y) f (ξ)dξ ( f ∈ C(∂D))

by using the integral kernel Mλ(ξ, y) (y ∈ ∂Ω, ξ ∈ ∂D) of (I − Y22(λ))−1Y21(λ). Since
(I − Y22(λ))−1Y21(λ) = Y21(λ) + Y22(λ)(I − Y22(λ))−1Y21(λ), Mλ(ξ, y) is of the form

Mλ(ξ, y) = Y21(ξ, y; λ) +
∫
∂D

Y∞λ (ξ, η)Y21(η, y; λ)dS η(3.25)

(y ∈ ∂Ω, ξ ∈ ∂D, λ ∈ Cδ0 ,Re λ ≥ μ0),

where

Y21(ξ, y; λ) =
∂

∂νξ
Eλ(ξ, y) + ρ2(ξ)Eλ(ξ, y)(3.26)

= Kλ(ξ, y) + K̃λ(ξ, y) (ξ ∈ ∂D, y ∈ ∂Ω, λ ∈ Cδ0 )

is the integral kernel of the integral operator Y21(λ).
From (3.26) and (3.21), it follows that

|Y21(ξ, y; λ)| ≤ Cμe−μ|ξ−y| (ξ ∈ ∂D, y ∈ ∂Ω, λ ∈ Cδ0 , μ ≥ μ0),(3.27)

which yields

(3.28) |Mλ(ξ, y)| ≤ Cμ2e−μ|ξ−y| (ξ ∈ ∂D, y ∈ ∂Ω, λ ∈ Cδ0 , μ ≥ μ0)

by (3.25), Theorem 3.8, Remark 3.3 and triangle inequality |ξ − ζ | + |ζ − y| ≥ |ξ − y|.
The right side of (3.28) contains the term of order 2 in μ. The term providing this order

surely contribute to the main term. To pick this up, we need the following estimate:

Proposition 3.9. Assume that ∂D is of class C2 and strictly convex. Then there exist
positive constants C and μ0 ≥ 1 such that for all λ ∈ Cδ0 with μ = Re λ ≥ μ0, the kernel
Y∞λ (ξ, η) − Kλ(ξ, η) satisfies

|Y∞λ (ξ, η) − Kλ(ξ, η)| ≤ Ce−μ|ξ−η|
(
1 +

1
|ξ − η| +min

{
μ(μ|ξ − η|3)1/2,

1
|ξ − η|3

})

for ξ, η ∈ ∂D with ξ � η.

Proof. As is in Lemma 3.6, we put ρ0 = |ξ − η|. From Y∞λ (ξ, η) = Y22(ξ, η; λ) +∑∞
n=2 Y (n)

22 (ξ, η; λ), and Y22(ξ, η; λ) = Kλ(ξ, η) + K̃λ(ξ, η), it follows that
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Y∞λ (ξ, η) − Kλ(ξ, η) = K̃λ(ξ, η) +
∫
∂D

Y∞λ (ξ, ζ)Y22(ζ, η; λ)dS ζ .

Hence, it suffices to show∣∣∣∣ ∫
∂D

e−μ(|ξ−ζ|+|ζ−η|)
(
μ +

1
|ζ − ξ|

) (
μ +

1
|ζ − η|

)
dS ζ

∣∣∣∣(3.29)

≤ Ce−μρ0

⎛⎜⎜⎜⎜⎜⎝1 + 1
ρ0
+min

⎧⎪⎪⎨⎪⎪⎩μ(μρ3
0)1/2,

1
ρ3

0

⎫⎪⎪⎬⎪⎪⎭
⎞⎟⎟⎟⎟⎟⎠ ,

since (3.23), (3.22) and Theorem 3.8 hold. Noting |ζ − ξ| ≥ ρ0/2 for |ζ − η| ≤ ρ0/2, and
|ζ − η| ≥ ρ0/2 for |ζ − ξ| ≤ ρ0/2, we have∣∣∣∣ ∫

∂D
e−μ(|ξ−ζ |+|ζ−η|)

(
μ +

1
|ζ − ξ|

) (
μ +

1
|ζ − η|

)
dS ζ

∣∣∣∣ ≤ μ2
∫
∂D

e−μ(|ξ−ζ|+|ζ−η|)dS ζ

+

(
μ +

2
|η − ξ|

) ∫
∂D

e−μ(|ξ−ζ|+|ζ−η|)
(

1
|ζ − η| +

1
|ζ − ξ|

)
dS ζ .

This estimate, (3.19), (3.17) and (3.18) give (3.29), which completes the proof of Proposition
3.9. �

Note that Proposition 3.9 implies that

(3.30) |Y∞λ (ξ, η) − Kλ(ξ, η)| ≤ C
(
μ +

1
|ξ − η|

)
e−μ|ξ−η|

since min {√a, a−1} ≤ 1 for all a > 0.

Lemma 3.10. Assume that ∂D is of class C2 and strictly convex. Then there exist con-
stants C > 0 and μ0 > 0 such that

∫
∂D

(|Y∞λ (ξ, η)| + |Kλ(ξ, η)| + |K̃λ(ξ, η)|)e−μ|ξ−p|

|ξ − p| dS ξ

(3.31)

≤ Ce−μ|η−p|(1 + 1
μ|η − p| +min

{
(μ|η − p|)1/2,

1
|η − p|

})
(η, p ∈ ∂D, η � p, λ ∈ Cδ0 , μ ≥ μ0)

and

∫
∂D
|λ||Y∞λ (ξ, η) − Kλ(ξ, η)|e

−μ|ξ−p|

|ξ − p| dS ξ ≤ Ce−μ|η−p| 1
|η − p|

(
1 +

1
|η − p|3

)(3.32)

(η, p ∈ ∂D, η � p, λ ∈ Cδ0 , μ ≥ μ0).

Proof. From Theorem 3.8, (3.22) and (3.23), the left side of (3.31) is estimated by

C
∫
∂D

e−μ(|ξ−η|+|ξ−p|)(μ + 1
|ξ − η|

) 1
|ξ − p|dS ξ

for some constant C > 0. We denote by I1 the above integral. We put ρ0 = |η − p|. Note
that |η − ξ| ≥ ρ0/2 for |ξ − p| < ρ0/2, and |ξ − p| ≥ ρ0/2 if |ξ − η| < ρ0/2. Thus, either
|ξ − p| ≥ ρ0/2 or |ξ − η| ≥ ρ0/2 hold. This and Lemma 3.7 imply
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I1 ≤
∫
∂D

e−μ(|η−ξ|+|ξ−p|)
(

μ

|ξ − p| +
2

ρ0|ξ − η| +
2

ρ0|ξ − p|
)

dS ξ

≤ Ce−μρ0

{
μ · (μ−1 + μ−1/2ρ1/2

0 ) +
4
ρ0

(μ−1 + ρ0)
}
≤ Ce−μρ0

(
1 + μ1/2ρ1/2

0 +
1
μρ0

)
.

Using Lemma 3.7 again, we also obtain∫
∂D

e−μ(|η−ξ|+|ξ−p|) μ

|ξ − p|dS ξ ≤ Ce−μ|η−p|μ
1

μ|η − p| = Ce−μ|η−p| 1
|η − p| .

These estimates yield (3.31).
Next we show (3.32). From Proposition 3.9, for |ξ − η| ≥ ρ0/2, it follows that

|Y∞λ (η, ξ) − Kλ(η, ξ)| ≤ Ce−μ|η−ξ|
(
1 +

1
|η − ξ| +

1
|η − ξ|3

)
≤ Ce−μ|η−ξ|

(
1 + ρ−3

0

)
.

We put the left side of (3.32) I2. The integral I2 is divided into two integrals on S ρ0/2(η) and
S −ρ0/2

(η). Since ξ ∈ S ρ0/2(η) implies |ξ − p| ≥ ρ0/2, (3.30) and the above estimates yield

I2 ≤ Cμ
∫

S ρ0/2(η)
e−μ(|η−ξ|+|ξ−p|)

(
μ +

1
|η − ξ|

)
2
ρ0

dS ξ

+Cμ
∫

S −
ρ0/2

(η)

e−μ(|η−ξ|+|ξ−p|)

|ξ − p|
(
1 + ρ−3

0

)
dS ξ

≤ C
{μ2

ρ0

∫
S ρ0/2(η)

e−μ(|η−ξ|+|ξ−p|)dS ξ

+ μ
(
1 + ρ−3

0

) ∫
∂D

e−μ(|η−ξ|+|ξ−p|)

|ξ − p| +
e−μ(|η−ξ|+|ξ−p|)

|ξ − η| dS ξ

}
,

where we used ρ−1
0 ≤ 1 + ρ−3

0 . Here we note that (3.15), (3.16) and Remark 3.3 imply∫
S ρ0/2(η)

e−μ(|η−ξ|+|ξ−p|)dS ξ ≤
∫

S ρ0 (η)∩S ρ0 (p)
e−μ(|η−ξ|+|ξ−p|)dS η +

∫
S −ρ0 (p)

e−μ(|η−ξ|+|ξ−p|)dS ξ

≤ Ce−μρ0μ−2ρ−3
0 + e−μρ0

∫
S −ρ0 (p)

e−μ|η−ξ|dS ξ ≤ Ce−μρ0μ−2(1 + ρ−3
0 ).

Combining the above estimates with Lemma 3.7, we obtain

I2 ≤ C
{μ2

ρ0
e−μρ0μ−2(1 + ρ−3

0 ) + μ
(
1 + ρ−3

0

)
e−μρ0

1
μρ0

}
≤ C

e−μρ0

ρ0
(1 + ρ−3

0 ).

This completes the proof of Lemma 3.10. �

4. Estimate of Laplace integrals

4. Estimate of Laplace integrals
The proof of Theorems 1.1 and 1.3 is reduced to estimating asymptotic behavior of inte-

grals of Laplace types. In this section, we treat these integrals.
For q ∈ Ω \ D, y0 ∈ ∂Ω(q), which is defined in (1.3), and sufficiently small r0 > 0,

we choose a standard local coordinate U � σ 
→ s(σ) ∈ ∂Ω∩B(y0, 2r0) around a point
y0 ∈∂Ω(q). Let h(σ, λ) be a continuous function in σ of the form:
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h(σ, λ) = h1(σ) + λ−1h̃1(σ, λ) (σ ∈ U, λ ∈ Cδ0 , μ = Re λ ≥ μ0)

for some μ0 > 0. We put S (σ) = |q − s(σ)| and take a function η ∈ C2
0(U) with 0 ≤ η ≤ 1 on

U and η(0) > 0. For these functions, we consider the following integral of Laplace type:

(4.1) I(λ) =
∫

U
e−λS (σ) η(σ)

S (σ)
h(σ, λ)dσ.

Proposition 4.1. For Laplace integral (4.1), assume that there exist constants C1 > 0 and
C′1 > 0 such that

(4.2) h1(σ) ≥ C1, |h̃1(σ, λ)| ≤ C′1 (σ ∈ U, λ ∈ Cδ0 , μ ≥ μ0).

Then, there exist constants δ0 > 0, C1 > 0 and μ0 > 0 such that

Re {eλdist(p,∂Ω)I(λ)} ≥ C1μ
−1 (λ ∈ Λδ0 , μ = Re λ ≥ μ0).

Remark 4.2. For oscillatory integrals given by changing e−λS (σ) to eiμS (σ) (μ >> 1) in the
definition of I(λ), as is in Section 7 of [3], asymptotic behavior as μ → ∞ is studied even
in degenerate cases (i.e. the case that the Hessian matrix of S (σ) does not regular at some
critical point of S (σ)). To obtain Proposition 4.1, the basic idea given in [3] can be used for
treating degenerate cases although it does not directly work for the integrals I(λ) of Laplace
type.

Proof of Proposition 4.1. We put τ−∞ = infσ∈U S (σ) and τ∞ = supσ∈U S (σ), and Eτ =

{σ ∈ U | S (σ) ≤ τ} for τ ∈ R. Note that τ−∞ = |q − y0| = dist(q, ∂Ω). We introduce the
function βλ(τ) defined by

βλ(τ) =
∫

Eτ

η(σ)
S (σ)

h(σ, λ)dσ (τ ∈ R).

From (3.2), η(σ)/S (σ) ≥ 0 is integrable in U, which yields that βλ(τ) is a function of
bounded variation, βλ(τ) = 0 for τ < τ−∞ and βλ(τ) = βλ(τ∞) for τ ≥ τ∞. Note also
that βλ is a right continuous function in τ ∈ R. Indeed, for any τ0 ∈ R and σ ∈ U, σ �
Eτ \ Eτ0 = {σ ∈ U | τ0 < S (σ) ≤ τ} holds if 0 ≤ τ − τ0 is small enough. This means that
limτ→τ0+0 χEτ

(σ) = χEτ0
(σ), where χEτ

(σ) is the characteristic function of the set Eτ. From
this fact and Lebesgue’s convergence theorem implies that βλ is a right continuous.

Thus, using Stieltjes integral with respect to βλ, for any τ̃−∞ < τ−∞, we obtain

I(λ) =
∫

U
e−λS (σ) η(σ)

S (σ)
h(σ, λ)dσ =

∫ τ∞

τ̃−∞
e−λτdβλ(τ),

which implies that

I(λ) = e−λτ∞βλ(τ∞) + λ
∫ τ∞

τ−∞
e−τλβλ(τ)dτ.(4.3)

We put

β0(τ) =
∫

Eτ

η(σ)
S (σ)

h1(σ)dσ (τ ∈ R).

Since η(σ)/S (σ) ≥ 0, from (4.2), it follows that
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|βλ(τ) − β0(τ)| ≤
∫

Eτ

η(σ)
S (σ)

|λ|−1|h̃1(σ, λ)|dσ ≤ C′1C−1
1 |λ|−1

∫
Eτ

η(σ)
S (σ)

h1(σ)dσ

which means that

(4.4) |βλ(τ) − β0(τ)| ≤ C2|λ|−1β0(τ) (τ ∈ R, λ ∈ Cδ0 , μ ≥ μ0).

where C2 = C′1C−1
1 > 0.

From now on, we divide the proof into the following three cases: Case 1. τ−∞ = τ∞, Case
2. τ−∞ < τ∞ and β0(τ−∞) > 0, and Case 3. τ−∞ < τ∞ and β0(τ−∞) = 0.

Case 1: In this case, note that βλ(τ−∞) = βλ(τ∞) > 0 since Eτ−∞ = Eτ∞ = U. Hence, from
(4.3) it holds that I(λ) = e−λτ∞βλ(τ∞) = e−λτ−∞βλ(τ−∞), and from (4.4) it follows that

Re βλ(τ−∞) ≥ (1 −C2|λ|−1)β0(τ−∞) ≥ 2−1β0(τ−∞) (λ ∈ Cδ, μ ≥ μ1),

where μ1 = max{μ0, 2C2} > 0. Hence we obtain Re {eλτ−∞ I(λ)} ≥ 2−1β0(τ−∞) > 0 (λ ∈
Cδ, μ = Re λ ≥ μ1).

Case 2: Since τ−∞ = |q − y0| = S (0), it follows that e · (q − y0) = 0 for any e ∈ R3

perpendicular to νy0 , which yields q − y0 = −|q − y0|νy0 . Hence similarly to (3.2), we obtain

(4.5) (S (σ))2 = (|q − y0| − g(σ))2 + |σ|2 ≥ |σ|2 (σ ∈ U).

Since (4.5) implies

0 ≤ β0(τ) ≤
∫

U
η(σ)|σ|−1h1(σ)dσ < ∞ (τ ∈ R),

from (4.4), one gets |βλ(τ) − β0(τ)| ≤ Cμ−1 for λ ∈ Cδ0 with μ ≥ μ0.
Take any δ0 > 0 fixed. In this case, there exists δ′ > 0 such that

|β0(τ) − β0(τ−∞)| < β0(τ−∞)/2(1 + δ0) (0 ≤ τ − τ−∞ < δ′)
since β0 is also right continuous and β0(τ−∞) > 0. Hence it follows that

|βλ(τ) − β0(τ−∞)| ≤ |βλ(τ) − β0(τ)| + |β0(τ) − β0(τ−∞)| ≤ Cμ−1 +
β0(τ−∞)
2(1 + δ0)

for 0 ≤ τ − τ−∞ < δ′ and λ ∈ Cδ0 with μ ≥ μ0. Combining this with the fact that

|βλ(τ) − β0(τ−∞)| ≤ C (τ ∈ R, λ ∈ Cδ0 , μ ≥ μ0)

for some constant C > 0, we obtain∣∣∣∣ ∫ τ∞

τ−∞
e−τλβλ(τ)dτ −

∫ τ∞

τ−∞
e−τλβ0(τ−∞)dτ

∣∣∣∣ ≤ ∫ τ∞

τ−∞
e−τμ|βλ(τ) − β0(τ−∞)|dτ

≤
( β0(τ−∞)
2(1 + δ0)

+
C
μ

) ∫ τ−∞+δ′

τ−∞
e−τμdτ +C

∫ τ∞

τ−∞+δ′
e−τμdτ

≤ β0(τ−∞)
2(1 + δ0)μ

e−μτ−∞ +C
(
μ−2e−μτ−∞ + μ−1e−μ(τ−∞+δ′)).

Hence, it follows that
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Re
(
eλτ−∞λ

∫ τ∞

τ−∞
e−τλβλ(τ)dτ

)
≥ Re

(
eλτ−∞β0(τ−∞)λ

∫ τ∞

τ−∞
e−τλdτ

)
− |λ|

2(1 + δ0)μ
β0(τ−∞) − |λ|

μ
C(μ−1 + e−μδ

′
)

≥ β(τ−∞)
(
1 − Re e−λ(τ∞−τ−∞)) − 1

2
β0(τ−∞) −C(μ−1 + e−μδ

′
)

≥ β(τ−∞)
2
−C

(
μ−1 + e−μδ

′
+ e−μ(τ∞−τ−∞)) (λ ∈ Cδ0 )

since |λ|/μ ≤ 1 + |Im λ|/μ ≤ 1 + δ0 for any λ ∈ Cδ0 . This implies that

Re
(
eλτ−∞ I(λ)

) ≥ Re
(
eλτ−∞λ

∫ τ∞

τ−∞
e−τλβλ(τ)dτ

)
− |e−μ(τ∞−τ−∞)βλ(τ∞)|

≥ β(τ−∞)
2
−C

(
μ−1 + e−μδ

′
+ e−μ(τ∞−τ−∞)).

Hence taking μ0 > 0 sufficiently large if it is necessary, for any δ0 > 0, we can find constants
C > 0 and μ0 > 0 such that Re

(
eλτ−∞ I(λ)

) ≥ C (λ ∈ Cδ0 , μ = Re λ ≥ μ0).
Case 3. In this case, τ−∞ < τ∞ and β0(τ−∞) = 0. Note that τ−∞ = infσ∈V S (σ) ≥ 0. We

need the following lemma: �

Lemma 4.3. There exists a constant C > 0 such that for τ−∞ = 0, it follows that∫
Eτ

η(σ)dσ ≥ Cτ2 (0 ≤ τ ≤ τ∞),

and for τ−∞ � 0, it follows that∫
Eτ

η(σ)dσ ≥ C(τ − τ−∞) (τ−∞ ≤ τ ≤ τ∞).

Proof. Since η(0) > 0, we can choose r2 > 0 satisfying σ ∈ U and η(σ) ≥ η(0)/2 for
|σ| ≤ r2. First, consider the case τ−∞ = 0. In this case, it follows that 0 ≤ dist(p, ∂Ω) ≤
τ−∞ = 0 since 0 ≤ S (0) = |q − y0| = dist(q, ∂Ω) ≤ |q − s(σ)| = S (σ) (σ ∈ U). Hence (4.5)
yields |σ| ≤ S (σ) =

√|σ|2 + (g(σ))2 ≤ C1|σ| (σ ∈ Ũ). From these estimates, σ ∈ Eτ holds
for |σ| ≤ τ/C1 and τ ≤ r2C1. This implies that∫

Eτ

η(σ)dσ ≥
∫
|σ|≤τ/C1

η(σ)dσ ≥ η(0)
2

∫
|σ|≤τ/C1

dσ =
πη(0)

2
(
τ/C1

)2 (0 ≤ τ ≤ r2C1).

Thus, for τ−∞ = 0, Lemma 4.3 is obtained if r2C1 ≥ τ∞. If r2C1 < τ∞, we note that
(τ/C1

)2 ≥ (
r2/τ∞

)2
τ2 (0 ≤ τ ≤ r2C1) and r2

2 ≥
(
r2/τ∞

)2
τ2 (r2C1 ≤ τ ≤ τ∞). The above

estimates and the fact that
∫

Eτ
η(σ)dσ is non-decreasing function in τ imply∫

Eτ

η(σ)dσ ≥ πη(0)
2

min
{(
τ/C1

)2
, r2

2
} ≥ πη(0)

2
(
r2/τ∞

)2
τ2 (0 ≤ τ ≤ τ∞).

Hence, we obtain Lemma 4.3 for τ−∞ = 0.
Next, we consider the case of τ−∞ > 0. In this case, from (4.5), there exists a constant

C2 > 0 such that for σ ∈ Ũ

(S (σ))2 = (|p − y0| − g(σ))2 + |σ|2 = τ2
−∞ − 2τ−∞g(σ) + |σ|2 + (g(σ))2
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≤ τ2
−∞ + 2C2τ−∞|σ|2 ≤ (τ−∞ +C2|σ|2)2,

which yields

S (σ) − τ−∞ ≤ C2|σ|2 (σ ∈ Ũ).

Hence, if |σ| ≤ √(τ − τ−∞)/C2 with τ − τ−∞ ≤ r2
2C2, then we have |σ| ≤ r2 and S (σ) −

τ−∞ ≤ C2|σ|2 ≤ τ − τ−∞, i.e. σ ∈ Eτ. Since η(σ) ≥ η(0)/2 for 0 ≤ τ − τ−∞ ≤ r2
2C2 and

|σ| ≤ √(τ − τ−∞)/C2, it follows that∫
Eτ

η(σ)dσ ≥
∫
|σ|≤√(τ−τ−∞)/C2

η(σ)dσ ≥ η(0)
2

∫
|σ|≤√(τ−τ−∞)/C2

dσ =
πη(0)
2C2

(τ − τ−∞).

If r2
2C2 < τ∞ − τ−∞, as is in the case of τ−∞ = 0, we also obtain∫

Eτ

η(σ)dσ ≥ πη(0)
2C2

(τ − τ−∞) ≥ πη(0)r2
2

2(τ∞ − τ−∞)
(τ − τ−∞) (τ−∞ ≤ τ ≤ τ∞).

This completes the proof of Lemma 4.3. �

Since Eτ = {σ ∈ U | S (σ) ≤ τ}, from (4.2) and Lemma 4.3, it follows that

β0(τ) =
∫

Eτ

η(σ)
S (σ)

h1(σ)dσ ≥ C1

τ

∫
Eτ

η(σ)dσ ≥ C(τ − τ−∞) (τ−∞ ≤ τ ≤ τ∞)(4.6)

for both cases τ−∞ = 0 and τ−∞ > 0. Using this estimate, we give an estimate of
Re

(
eλτ−∞ I(λ)

)
. From (4.4) it follows that

Re
(
eλτ−∞λ

∫ τ∞

τ−∞
e−τλβλ(τ)dτ

)
= Re

(
λ

∫ τ∞

τ−∞
e−(τ−τ−∞)λβλ(τ)dτ

)
(4.7)

≥ Re
(
λ

∫ τ∞

τ−∞
e−(τ−τ−∞)λβ0(τ)dτ

)
−C

∫ τ∞

τ−∞
e−(τ−τ−∞)μβ0(τ)dτ

= μ

∫ τ∞−τ−∞

0
e−τμh2(τ; λ)β0(τ + τ−∞)dτ,

where h2(τ; λ) = cos(Im λτ) + μ−1(Im λ) sin(Im λτ) − Cμ−1. Choose 0 < c0 < 1. From now
on, we consider λ ∈ C satisfying |Im λ| ≤ δ0μ(log μ)−1 (i.e. λ ∈ Λδ0 ). Note that δ0 > 0
should be chosen small enough as is determined later.

Take 0 < θ0 < π/2 with c0 < cos θ0. Then, choosing μ0 > 0 large enough, we obtain
h2(τ; λ) ≥ c0 (λ ∈ Λδ0 , μ ≥ μ0, 0 ≤ τ ≤ γ), where γ = min{θ0/|Im λ|, τ∞ − τ−∞}. Then from
(4.6) and (4.7), it follows that

Re
(
eλτ−∞λ

∫ τ∞

τ−∞
e−τλβλ(τ)dτ

)
≥ μ

∫ γ

0
e−τμc0Cτdτ − μ(2 + δ0)C′(τ∞ − τ−∞)e−γμ

≥ Cc0μ
{
μ−2(1 − e−γμ) − μ−1γe−γμ

} −C′μ(2 + δ0)(τ∞ − τ−∞)e−γμ.

From the above estimates and (4.3), there exist constants C > 0 and C′ > 0 such that for any
δ0 > 0, we can find μ0 > 0 satisfying

Re
(
eλτ−∞ I(λ)

) ≥ Cμ−1 −C′(1 + δ0)μe−γμ (μ ≥ μ0, λ ∈ Λδ0 ).

If |Im λ| ≤ θ0(τ∞ − τ−∞)−1, it holds that γ = τ∞ − τ−∞, which yields
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eγμ = eμ(τ∞−τ−∞) ≥ μ3(τ∞ − τ−∞)3

6
≥ 2C′(1 + δ0)

C
μ2

(μ ≥ max
{ 12C′(1 + δ0)
C(τ∞ − τ−∞)3 , μ0

}
).

Thus, one gets

Re
(
eλτ−∞ I(λ)

) ≥ 2−1Cμ−1 (μ ≥ max
{ 12C′(1 + δ0)
C(τ∞ − τ−∞)3 , μ0

}
).

If |Im λ| > θ0(τ∞ − τ−∞)−1, it follows that γ = θ0/|Im λ|. Since for any λ ∈ C with |Im λ| ≤
δ0μ(log μ)−1, we have γμ = θ0μ/|Im λ| ≥ θ0δ

−1
0 log μ = log(μθ0δ

−1
0 ). Hence for δ0 < 2−1θ0, it

follows that

eγμ ≥ μθ0δ
−1
0 ≥ 2C−1C′(1 + δ0)μ2 (μ ≥ max{(2C−1C′(1 + δ0))(θ0δ

−1
0 −2)−1

, μ0}).
Thus if we choose δ0 < θ0/2, we obtain

Re
(
eλτ−∞ I(λ)

) ≥ 2−1Cμ−1 (μ ≥ max
{
(2C−1C′(1 + δ0))(θ0δ

−1
0 −2)−1

, μ0
}
).

Hence, there exist δ0 > 0, μ0 > 0 and C > 0 such that

Re
(
eλτ−∞ I(λ)

) ≥ 2−1Cμ−1 (λ ∈ Λδ0 , μ = Re λ ≥ μ0)

is shown, which completes the proof of Proposition 4.1. �

Next is non-degenerate case, which is for Remark 1.2. First, we check the following fact.

Proposition 4.4. If y0 ∈∂Ω(q) is a non-degenerate or degenerate critical point of finite
order for ∂Ω � y→ |y − q| ∈ R, then dist(q, ∂Ω) > 0, i.e. τ−∞ > 0 holds.

Proof. Note that from (1.6), there exist l0 > 0 and C′ > C > 0 such that

dist (q, ∂Ω) +C|y − y0|2+l0 ≤ |y − q| ≤ dist (q, ∂Ω) +C′|y − y0|2+l0 (y ∈ ∂Ω∩B(y0, 2r0))

for sufficiently small r0 > 0. The above estimate implies that

τ−∞ +C|σ|2+l0 ≤ S (σ) ≤ τ−∞ +C′|σ|2+l0 (σ ∈ U).(4.8)

In this case, one gets τ−∞ > 0. Indeed, if τ−∞ ≤ 0, i.e. τ−∞ = 0, then from the above estimate
and (4.5), it follows that

|σ|2 + (g(σ))2 = (S (σ))2 ≤ (C′|σ|2+l0 )2 (σ ∈ U),

which yields 1 ≤ (C′|σ|1+l0 )2 for 0 � σ ∈ U. Since l0 ≥ 0, this leads a contradiction. This
completes the proof of Proposition 4.4. �

For the non-degenerate case, as is in the below, the order of the lower bound estimates is
the same as for Proposition 4.1. The sets belonging the parameter λ for which the estimate
valid are different. In the non-degenerate case, it is given by Cδ0 , while we can only take a
smaller set Λδ1 for general cases as Proposition 4.1.

Proposition 4.5. Assume that the same assumption as for Proposition 4.1 holds, and
q ∈ Ω \ D and y0 ∈∂Ω(q) is non-degenerate. Then there exist constants δ0 > 0, C1 > 0
and μ0 > 0 such that
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Re {eλdist(p,∂Ω)I(λ)} ≥ C1μ
−1 (λ ∈ Cδ0 , μ = Re λ ≥ μ0).

Proof. For r1 > 0 in (1.6), we choose r0 > 0 in the standard local coordinate U � σ 
→
s(σ) ∈ ∂Ω∩B(y0, 2r0) as 2r0 < r1. From (1.6) and q ∈ Ω \ D, for Proposition 4.4, it follows
that S (0) = τ−∞ = dist(q, ∂Ω) > 0, S (σ) > τ−∞ (σ ∈ U \ {0}). Since S (σ) is a class of C2,
there exist constants 0 < r3, μ1, μ2 > 0 and an orthogonal matrix P ∈ O(2) such that

S (σ) = τ−∞ + (μ1σ̃
2
1 + μ2σ̃

2
2)(1 + k(σ̃)) (

√
μ1σ̃

2
1 + μ2σ̃

2
2 ≤ r3, σ̃ = Pσ),

where k(σ̃) is a function satisfying limσ̃→0 k(σ̃) = 0. Note also that for this r3 > 0, there

exists a constant c0 > 0 such that S (σ) ≥ τ−∞ + c0 (σ ∈ U,
√
μ1σ̃

2
1 + μ2σ̃

2
2 ≥ r3). Noting

these facts and changing variables, we can see that there exist constants C > 0 and τ0 > τ−∞
with τ−∞ < τ0 ≤ τ∞ such that

βλ(τ) =
1√
μ1μ2

∫
Ẽτ

η̃λ(σ)
S̃ (σ)

dσ (τ−∞ ≤ τ ≤ τ0(≤ τ∞), λ ∈ Cδ0 , μ ≥ 1),

|βλ(τ)| ≤ C (τ0 ≤ τ, λ ∈ Cδ0 , μ ≥ 1),

where S̃ (σ) = τ−∞ + |σ|2(1 + k(Kσ)) with Kσ = (σ1/
√
μ1, σ2/

√
μ2), Ẽτ = {σ ∈ R2 | |σ| ≤

r2, S̃ (σ) ≤ τ} and η̃λ is defined by η̃λ(σ) = η(P−1Kσ)h(P−1Kσ, λ).
Since τ−∞ > 0, it holds that 1/S̃ (σ) is also continuous on Ẽτ0 . Hence for 1/3 > ε > 0,

there exists a constant 0 < δε ≤ r2 such that

1√
μ1μ2

∣∣∣∣ η̃0(σ)
S̃ (σ)

− η̃0(0)
τ−∞

∣∣∣∣ < ε, |k(Kσ)| < ε (|σ| < δε),

where η̃0(σ) = η(P−1Kσ)h1(P−1Kσ).
We put τε = min{τ0, τ−∞ + (1 − 2−1ε)δ2

ε}. Note that Ẽτε ⊂ {σ ∈ R2 | |σ| < δε } since

τ−∞ + (1 − ε)|σ|2 ≤ τ−∞ + |σ|2(1 + k(Kσ)) = S̃ (σ) ≤ τε ≤ τ−∞ + (1 − 2−1ε)δ2
ε

implies |σ|2 ≤ (1−2−1ε)(1− ε)−1δ2
ε < δ

2
ε. From (4.2), there exists a constant C > 0 such that

|η̃λ(σ) − η̃0(σ)| ≤ Cμ−1 (P−1Kσ ∈ U, λ ∈ Cδ0 , μ ≥ 1).

Hence we obtain∣∣∣∣βλ(τ) − η̃0(0)
τ−∞
√
μ1μ2

∫
Ẽτ

dσ
∣∣∣∣ ≤ ε∫

Ẽτ

dσ +
1√
μ1μ2

∫
Ẽτ

|η̃λ(0) − η̃0(0)|
S̃ (σ)

dσ

≤ C(ε + μ−1)
∫

Ẽτ

dσ (τ−∞ ≤ τ ≤ τε, λ ∈ Cδ0 , μ ≥ 1).

We put E0
τ = {σ ∈ R2 | |σ|2 ≤ τ }. Since σ ∈ Ẽτ implies |σ| < δε for any τ ≤ τε, it

holds that (1 − ε)|σ|2 ≤ |σ|2(1 + k(Kσ)) ≤ τ − τ−∞, which yields Ẽτ ⊂ E0
(τ−τ−∞)/(1−ε). We

can also show E0
(τ−τ−∞)/(1+ε) ⊂ Ẽτ for τ ≤ τε. Indeed, for σ ∈ E0

(τ−τ−∞)/(1+ε), it follows that
|σ|2 ≤ (1 + ε)−1(τ − τ−∞) < τε − τ−∞ < δ2

ε, which yields that

S̃ (σ) = τ−∞ + |σ|2(1 + k(Kσ)) ≤ τ−∞ + |σ|2(1 + ε) ≤ τ−∞ + (τ − τ−∞) = τ.

Hence we obtain

E0
(τ−τ−∞)/(1+ε) ⊂ Ẽτ ⊂ E0

(τ−τ−∞)/(1−ε) (τ−∞ ≤ τ ≤ τε).
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We put τ̃ = τ − τ−∞. The above properties imply that∣∣∣∣ ∫
Ẽτ

dσ −
∫

E0
τ̃

dσ
∣∣∣∣ ≤ ∫

E0
τ̃/(1−ε)\E0

τ̃/(1+ε)

dσ = πτ̃
{ 1
1 − ε −

1
1 + ε

}
=

2επτ̃
1 − ε2 < 3πετ̃

since
∫

E0
τ

dσ = πτ. Summarizing the above estimates, we see that there exists a constant
C > 0 independent of 0 < ε < 1/3 such that∣∣∣∣βλ(τ) − πη̃0(0)

τ−∞
√
μ1μ2

(τ − τ−∞)
∣∣∣∣ ≤ C(ε + μ−1)(τ − τ−∞)

(τ−∞ ≤ τ ≤ τε, λ ∈ Cδ0 , μ ≥ 1).

The above estimate and (4.3) imply that∣∣∣∣I(λ) − λπη̃0(0)
τ−∞
√
μ1μ2

∫ τε

τ−∞
e−τλ(τ − τ−∞)dτ

∣∣∣∣
≤ C|λ|e−μτε +C(ε + μ−1)|λ|

∫ τε

τ−∞
e−τμ(τ − τ−∞)dτ,

which yields ∣∣∣∣I(λ) − πη̃0(0)
λτ−∞

√
μ1μ2

e−λτ−∞
∣∣∣∣ ≤ C|λ|e−μτε +C(ε + μ−1)

1
|λ|e

−μτ−∞(4.9)

(0 < ε < 1/3, λ ∈ Cδ0 , μ = Re λ ≥ 1).

Hence choosing ε > 0 sufficiently small and μ0 ≥ 1 sufficiently large, we get

Re
(
eλτ−∞ I(λ)

) ≥ Re
( πη̃(0)
2λτ−∞

√
μ1μ2

)
−Cμe−μ(τε−τ−∞) (λ ∈ Cδ0 , μ ≥ μ0).

Noting Re (1/λ) = μ/|λ|2 ≥ μ−1(1 + δ0)−2 for λ ∈ Cδ0 , we obtain

Re
(
eλτ−∞ I(λ)

) ≥ πη̃(0)
4(1 + δ0)2τ−∞

√
μ1μ2

μ−1 (λ ∈ Cδ0 , μ = Re λ ≥ μ0)

if we choose μ0 ≥ 1 sufficiently large again. This completes the proof of Proposition 4.5.
�

Remark 4.6. When y0 ∈∂Ω(q) is a non-degenerate critical point of the function ∂Ω �
y 
→ |y − p| ∈ R, from (4.9), we can also obtain

|I(λ)| ≤ Cμ−1e−μτ−∞ (λ ∈ Cδ0 , μ = Re λ ≥ 1)

for some constant C > 0. In Section 6, this is used to show Theorem 1.3.

Last, we consider the case of the degenerate case of finite order.

Proposition 4.7. If y0 ∈ ∂Ω(q) is a degenerate critical point of finite order for ∂Ω �
y 
→ |y − q| ∈ R, then for any r0 > 0 sufficiently small, there exists a constant l0 > 0 such
that the following estimates hold:
1) there exist a constant C > 0 and a sufficiently small constant δ0 > 0 such that

C−1μ
− 2

l0+2 e−μτ−∞ ≤ Re I(λ) (λ ∈ Λδ0 , μ = Re λ ≥ μ0),
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2) for any δ0 > 0, there exists a constant C > 0 such that

|I(λ)| ≤ Cμ−
2

l0+2 e−μτ−∞ (λ ∈ Cδ0 , μ = Re λ ≥ μ0).

Proof. From Proposition 4.4, τ−∞ > 0. Note also that |σ| ≤ (
C′−1(τ − τ−∞)

)1/(l0+2) for any
σ ∈ Eτ with τ−∞ ≤ τ ≤ τ∞ since (4.8) implies τ−∞ + C|σ|2+l0 ≤ S (σ) ≤ τ. From these facts
and

|βλ(τ)| ≤
∫

Eτ

η(σ)
S (σ)

|h(σ, λ)|dσ ≤
∫

Eτ

η(σ)
τ−∞
|h(σ, λ)|dσ ≤ supσ∈U |η(σ)h(σ, λ)|

τ−∞

∫
Eτ

dσ,

there exists a constant M > 0 such that

|βλ(τ)| ≤ M(τ − τ−∞)2/(l0+2) (λ ∈ Cδ0 , μ ≥ μ0, τ−∞ ≤ τ ≤ τ∞).

Combining the above estimate with (4.3), we obtain

|eλτ−∞ I(λ)| ≤ |λ|
∫ τ∞

τ−∞
e−(τ−τ−∞)μ|βλ(τ)|dτ + eμ(τ−∞−τ∞)|βλ(τ∞)|

≤ M
|λ|
μ
μ−2/(l0+2)

∫ ∞

0
e−ττ2/(l0+2)dτ + Meμ(τ−∞−τ∞)(τ∞ − τ−∞)2/(l0+2),

which yields

|eλτ−∞ I(λ)| ≤ C̃μ−2/(l0+2) (λ ∈ Cδ0 , μ ≥ μ0)

for some constant C̃ > 0.
Next, we show the estimate of Re I(λ). Take r2 > 0 satisfying σ ∈ U and η(σ) ≥ η(0)/2

for |σ| ≤ r2. Note that if |σ| ≤ (
(τ − τ−∞)/C′

)1/(l0+2) with τ − τ−∞ ≤ rl0+2
2 C′, then from (4.8),

we have |σ| ≤ r2 and S (σ) − τ−∞ ≤ C′|σ|l0+2 ≤ τ − τ−∞, which yields η(σ) ≥ η(0)/2 and
σ ∈ Eτ. Hence as is in the proof of Lemma 4.3, we obtain∫

Eτ

η(σ)dσ ≥ C(τ − τ−∞)2/(l0+2) (τ−∞ ≤ τ ≤ τ∞).

Using the above estimates and tracing the argument showing Proposition 4.1, we obtain

Re
(
eλτ−∞ I(λ)

) ≥ Cμ−2/(l0+2) (λ ∈ Λδ0 , μ = Re λ ≥ μ0)

for some constants δ0 > 0, C > 0 and μ0 > 0 since∫ γ

0
e−τμτ2/(l0+2)dτ ≥ μ−1−2/(l0+2)

∫ min{θ0δ
−1
0 μ0,(τ∞−τ−∞)μ0}

0
e−ττ2/(l0+2)dτ

(μ ≥ μ0, μ ∈ Cδ0 ).

This completes the proof of Proposition 4.7. �

5. Proof of Theorem 1.1

5. Proof of Theorem 1.1
We begin with showing the terms VΩ(λ)ϕ12(p; λ) and VD(λ)ϕ21(p; λ) are negligible com-

paring to VΩ(λ)ϕ1(p; λ) and VD(λ)ϕ2(p; λ) when both g1 and g2 are positive.
We put d0 = inf(y,ξ)∈∂Ω×∂D |y − ξ| > 0, and recall dist(q, ∂Ω) = infy∈∂Ω |q − y| and

dist(q, ∂D) = infξ∈∂D |q − ξ| for q ∈ Ω \ D.
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Proposition 5.1. For any δ0 > 0, there exists constants C > 0 and μ0 ≥ 1 such that the
following estimates hold uniformly in q ∈ Ω \ D:

|VΩ(λ)ϕ12(q; λ)| ≤ C|λ|e−(Re λ)dist(q,∂Ω)e−d0Re λ‖g2‖C(∂D) (λ ∈ C,Re λ ≥ μ0),

|VD(λ)ϕ21(q; λ)| ≤ C|λ|e−(Re λ)dist(q,∂D)e−d0Re λ‖g1‖C(∂Ω) (λ ∈ C,Re λ ≥ μ0).

Proof. From (2.4) and the definition of VΩ(λ), it follows that

|VΩ(λ)ϕ12(q; λ)| ≤ C
∫
∂Ω

e−μ|q−y|

|q − y| ‖(I − Y11(λ))−1‖B(C(∂Ω))‖Y12(λ)ϕ2(·; λ)‖C(∂Ω)dS y,

where μ = Re λ. Since the kernel Y12(ξ, y; λ) of Y12(λ) is also given by

Y12(y, ζ; λ) =
∂

∂νy
Eλ(y, ζ) + ρ1(y)Eλ(y, ζ),

similarly to (3.26), (3.21) implies

|Y12(λ)ϕ2(y; λ)| ≤ C
∫
∂D

e−μ|ξ−y|
(
|λ| + 1

|ξ − y|
)
|ϕ2(ξ; λ)|dS ξ

≤ C|λ|e−μd0‖ϕ2(·; λ)‖C(∂D) (y ∈ ∂Ω, λ ∈ C, μ = Re λ > 0).

Note that (I − Y11(λ))−1 ∈ B(C(∂Ω)) and (2.2) yields

‖(I − Y11(λ))−1‖B(C(∂Ω)) ≤ C (λ ∈ C,Re λ ≥ μ0).

These estimates imply

|VΩ(λ)ϕ12(q; λ)| ≤ C|λ|e−μd0‖ϕ2(·; λ)‖C(∂D)e−μdist(q,∂D)
∫
∂Ω

1
|q − y|dS y.(5.1)

Note also that

(5.2) ‖ϕ2(·; λ)‖C(∂D) ≤ C‖g2‖C(∂D) (λ ∈ C,Re λ ≥ μ0)

since ϕ2(x; λ) = −(I − Y22(λ))−1(I − Z2(λ))−1g2(x) and

‖(I − Y22(λ))−1‖B(C(∂D)) + ‖(I − Z2(λ))−1‖B(C(∂D)) ≤ C (λ ∈ C,Re λ ≥ μ0)

holds as is in Section 2. From (5.1), (5.2) and Lemma 3.2, we obtain the estimate of
VΩ(λ)ϕ12(q; λ). We can show the estimate for VD(λ)ϕ21(q; λ) similarly. �

To show Theorem 1.1, we need to obtain estimates of |w(q; λ)| from the above and below.
For the estimate from the above, note that we also have

(5.3) ‖ϕ1(·; λ)‖C(∂Ω) ≤ C‖g1‖C(∂Ω) (λ ∈ C,Re λ ≥ μ0)

which can be shown similarly to (5.2). Thus Lemma 3.2 and definition of VΩ(λ)ϕ1(q; λ)
imply that

|VΩ(λ)ϕ1(q; λ)| = 1
2π

∫
∂Ω

e−Re λ|q−y|

|q − y| |ϕ1(y; λ)|dS y ≤ C‖g1‖C(∂Ω)e−(Re λ)dist(q,∂Ω).(5.4)

Since we can get |VD(λ)ϕ2(q; λ)| ≤ C‖g2‖C(∂D)e−(Re λ)dist(q,∂D) similarly, from these estimates
and Proposition 5.1, we obtain



Laplace Equation with a Large Parameter 145

(5.5) |w(q; λ)| ≤ C(‖g1‖C(∂Ω) + ‖g2‖C(∂D))e−d(q)Re λ (q ∈ Ω \ D, λ ∈ C,Reλ ≥ μ0),

where d(q) = min{dist(q, ∂Ω), dist(q, ∂D)}.
To finish the proof of Theorem 1.1, it suffices to show the following estimates of

VΩ(λ)ϕ1(q; λ) and VD(λ)ϕ2(q; λ) from the below:

Proposition 5.2. Let Ω, D and ρ j ( j = 1, 2) be as in Theorem 1.1 and take q ∈ Ω \ D.
Assume that g1 ∈ C(∂Ω) and g2 ∈ C(∂D) satisfy (1.4). Then there exist constants δ0 > 0,
μ0 > 0 and C > 0 such that

Re {eλdist(q,∂Ω)VΩ(λ)ϕ1(q; λ)} ≥ Cμ−1 (λ ∈ Λδ0 , μ = Re λ ≥ μ0),

Re {eλdist(q,∂D)VD(λ)ϕ2(q; λ)} ≥ Cμ−1 (λ ∈ Λδ0 , μ = Re λ ≥ μ0),

where Λδ0 = { λ ∈ C | |Im λ| ≤ δ0(Re λ)(log Re λ)−1,Re λ ≥ e }. Further, if q ∈ Ω \ D, and
all points y ∈∂Ω(q) and x ∈∂D(q) are non-degenerate critical points of the functions
y 
→ |y − q| and ξ 
→ |ξ − q|, the set Λδ0 can be replaced to Cδ0 for any fixed δ0 > 0.

Here, we proceed to finish the proof of Theorem 1.1. From Propositions 2.1 and 5.1, it
follows that

Re {ed(q)λw(q; λ)} ≥ Re {ed(q)λ(VΩ(λ)ϕ1(q; λ) + ed(q)λVD(λ)ϕ2(q; λ))}
− |ed(q)λVΩ(λ)ϕ12(q; λ)| − |ed(q)λVΩ(λ)ϕ21(q; λ)|

≥ Re {e(d(q)−dist(q,∂Ω))λeλdist(q,∂Ω)VΩ(λ)ϕ1(q; λ)}
+ Re {e(d(q)−dist(q,∂D))λeλdist(q,∂D)VD(λ)ϕ2(q; λ)}

−C′eμd(q){μe−μd0e−μdist(q,∂Ω) + μe−μd0e−μdist(q,∂D)}.
Thus, if dist(q, ∂D) < dist(q, ∂Ω), i.e. d(q) = dist(q, ∂D) and d(q) < dist(q, ∂Ω), estimate
(5.4) and Proposition 5.2 for VD(λ)ϕ2(q, λ) imply that

Re {ed(q)λw(q; λ)} ≥ Cμ−1 −C′′eμ(d(q)−dist(q,∂Ω)) − 2C′μe−μd0(5.6)

≥ C̃μ−1 (λ ∈ Λδ0 , μ = Re λ ≥ μ0),

when we choose μ0 > 0 large enough if it is necessary. If dist(q, ∂D) > dist(q, ∂Ω),
i.e. d(q) = dist(q, ∂Ω) and d(q) < dist(q, ∂D), or dist(q, ∂Ω) = dist(q, ∂D), i.e. d(q) =
dist(q, ∂D) = dist(q, ∂Ω), the same argument as above also gives estimate (5.6). Hence in
any case, we get estimate (5.6). Combining (5.6) with (5.5), we obtain

C̃μ−1e−d(q)μ ≤ |w(q; λ)| ≤ Ce−d(q)μ (λ ∈ Λδ0 , μ = Re λ ≥ μ0),

which implies Theorem 1.1.
In what follows, we show the estimate of VΩ(λ)ϕ1(q; λ) in Proposition 5.2. Note that

VD(λ)ϕ2(q; λ) can be treated similarly to VΩ(λ)ϕ1(q; λ). For τ ≥ 0, we put

∂Ω,τ(q) = {y ∈ ∂Ω | |q − y| ≤ dist(q, ∂Ω) + τ}.
Lemma 5.3. For any open set W satisfying ∂Ω(q) ⊂ W, there exists a constant δ1 > 0

such that ∂Ω,τ(q) ⊂ W (0 ≤ τ ≤ δ1).

Proof. Assume that Lemma 5.3 does not hold. Then for any l ∈ N, we can find 0 ≤ τl ≤
1/l satisfying ∂Ω,τl(q) � W. Choose yl ∈∂Ω,τl(q) with yl � W. Since ∂Ω is compact, we
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can assume that yl → y as l → ∞ for some y ∈ ∂Ω. This implies y � W since W is a open
set.

On the other hand, noting that yl ∈∂Ω,τl(q), we obtain

dist(q, ∂Ω) ≤ |q − yl| ≤ dist(q, ∂Ω) + τl → dist(q, ∂Ω) (l→ ∞).

Hence dist(q, ∂Ω) = |q−y| holds. This means that y ∈∂Ω(q) ⊂ W, which is a contradiction.
This completes the proof of Lemma 5.3. �

From continuity of ∂Ω � y 
→ |q − y| ∈ R, it follows that ∂Ω(q) is compact. Hence (ii)
of Lemma 3.1 implies that there exist finitely many points y1, y2, . . . , yN ∈∂Ω(q) and the
standard local coordinates U j � σ 
→ s( j)(σ) ∈ ∂Ω∩B(y j, 2r0) around y j ( j = 1, 2, . . . ,N)
such that ∂Ω(q) ⊂ ∪N

j=1B(y j, r0) and ∂Ω∩B(y j, 2r0) = s( j)(U j) ( j = 1, 2, . . . ,N). From
assumption (1.4), we can take {U j} j=1,2,...,N satisfying g1(y) ≥ C0/2 for all y ∈ ∂Ω∩ ∪N

j=1
B(y j, 2r0) since r0 > 0 in Lemma 3.1 can be chosen as small as necessary. Lemma 5.3
implies that ∂Ω,τ(q) ⊂ ∪N

j=1B(y j, r0) (0 ≤ τ ≤ δ1) holds for some δ1 > 0. We put
Ũ j = ∂Ω ∩ B(y j, r0) ( j = 1, 2, . . . ,N) and ŨN+1 = {x ∈ ∂Ω | |q − y| > dist(q, ∂Ω) + δ1}.
Since {Ũ j} j=1,2,...,N+1 is a open covering of ∂Ω, we can choose functions ψ j ∈ C2

0(Ũ j)
( j = 1, 2, . . . ,N + 1) satisfying 0 ≤ ψ j ≤ 1 and

∑N+1
j=1 ψ j = 1 on ∂Ω. We put

I j(λ) =
∫

Ũ j

e−λ|q−y|
ψ j(y)
|q − y|ϕ1(y; λ)dS y ( j = 1, 2, . . . ,N + 1).

Definition of ŨN+1, (5.3) and (3.1) imply that

|IN+1(λ)| ≤ e−μδ1e−μdist(q,∂Ω)C‖g1‖C(∂Ω)

∫
∂Ω

1
|q − y|dS y

≤ Ce−μδ1e−μdist(q,∂Ω)‖g1‖C(∂Ω) (λ ∈ C,Re λ ≥ μ0).

From this fact and VΩ(λ)ϕ1(q; λ) =
∑N+1

j=1 I j(λ), it follows that

Re {eλdist(q,∂Ω)VΩ(λ)ϕ1(q; λ)} ≥
N∑

j=1

Re {eλdist(p,∂Ω)I j(λ)}−Ce−μδ1(5.7)

(λ ∈ C,Re λ ≥ μ0).

For I j(λ) ( j = 1, 2, . . . ,N), each I j(λ) is reduced to the following integral:

I j(λ) =
∫

U j

e−λS ( j)(σ)η
( j)
0 (σ)β( j)(σ; λ)dσ ( j = 1, 2, . . . ,N),

where S ( j)(σ), η( j)
0 (σ) and β( j)(σ, λ) are defined by

S ( j)(σ) = |p − s( j)(σ)|, η
( j)
0 (σ) =

ψ j(s( j)(σ))
|p − s( j)(σ)|

β( j)(σ, λ) = J( j)(σ)ϕ1(s( j)(σ); λ) = J( j)(σ)g1(s( j)(σ)) + λ−1J( j)(σ)g̃1(s( j)(σ); λ).

In the above, J( j)(σ) denotes the volume elements of ∂Ω and g̃1(·; λ) ∈ C(∂Ω) is the function
given by

g̃1(y; λ) = λ
{
Y11(λ)(I − Y11(λ))−1(I − Z1(λ))−1g1(y) + Z1(λ)(I − Z1(λ))−1g1(y)

}
.
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Note that g̃1(·; λ) ∈ C(∂Ω) are bounded in λ ∈ C, Re λ ≥ μ0 for some μ0 > 0 large enough.
From assumption (1.4), it follows that there exist constants C1 > 0 and C′1 > 0 such that

J( j)(σ)g1(s( j)(σ)) ≥ C1, |J( j)(σ)g̃1(s( j)(σ); λ)| ≤ C′1 (σ ∈ U j, λ ∈ Cδ0 , μ ≥ μ0).

Thus these Laplace integrals I j(λ) ( j = 1, 2, . . . ,N) are of the form (4.1), and satisfy (4.2).
Hence, Proposition 4.1 yields that there exists a constant C2 > 0 such that Re {eλdist(p,∂Ω)I j(λ)}
≥ C2μ

−1 holds if we take δ0 > 0 and μ0 > 0 sufficiently small. Combining this estimate with
(5.7), we obtain

Re {eλdist(q,∂Ω)VΩ(λ)ϕ1(q; λ)} ≥ C2Nμ−1 −Ce−μδ1 ≥ 2−1C2μ
−1

for any μ ≥ max{μ0, 4C(δ2
1C2)−1}. Thus, we obtain the estimate of VΩ(λ)ϕ1(q; λ) in Propo-

sition 5.2. Note that VD(λ)ϕ2(q; λ) can be treated similarly, which completes the proof of
Theorem 1.1.

6. Proof of Theorem 1.3

6. Proof of Theorem 1.3
For the solution w(x; λ) of (1.5) (i.e. g2(x) = 0 in (1.1)), it follows that ϕ2(x; λ) = 0 and

ϕ12(x; λ) = 0 for g2 = 0. Hence Proposition 2.1 implies that

(6.1) w(q; λ) = VΩ(λ)ϕ1(q; λ) + VD(λ)ϕ21(q; λ) (q ∈ Ω \ D).

First, we show that (6.1) still holds even for q ∈ ∂D. This gives a kernel representation of
w(p; λ) for p ∈ ∂D, which is a basis of the proof of Theorem 1.3.

From the definition of VΩ(λ)ϕ1(q; λ), it is continuous in q ∈ R3. To obtain

lim
h→+0

VD(λ)ϕ21(p + hνp; λ) = VD(λ)ϕ21(p; λ)

for any p ∈ ∂D, it suffices to show the following lemma:

Lemma 6.1. There exist constants Cα > 0 and δ > 0 such that for any 0 ≤ α < 1, it holds
that

|VD(λ)ϕ21(p + hνp; λ) − VD(λ)ϕ21(p; λ)| ≤ Cα(1 + |λ|)3eμhhα

(p ∈ ∂D, 0 ≤ h < δ, λ ∈ Cδ0 ).

Proof. We put q = p + hνp with 0 < h < 1 small enough. From (i) of Lemma 3.1, it
follows that

|q − ξ|2 = h2 + |p − ξ|2 − 2hνp · (ξ − p)

≥ |p − ξ|2(1 − 2Ch) ≥ 2−2|ξ − p|2 (ξ, p ∈ ∂D, 0 < h ≤ 3/(8C))

for some constant C > 0. Thus we get

|ξ − q| ≥ 2−1|ξ − p| (ξ, p ∈ ∂D, 0 ≤ h ≤ δ)
if we choose δ = min{1, 3/(8C)}. From this estimate, it follows that∣∣∣∣ 1

|ξ − q| −
1

|ξ − p|
∣∣∣∣ ≤ ( |p − q|
|ξ − q||ξ − p|

)α( 1
|ξ − q| +

1
|ξ − p|

)1−α ≤ C
|p − q|α
|ξ − p|1+α .

Noting that |eX − eY | ≤ |X −Y |emax{Re X,Re Y}, we also get |e−λ|ξ−q| − e−λ|ξ−p|| ≤ |λ|eμhe−μ|ξ−p||p−
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q| ≤ (supξ,ζ∈∂D |ξ − ζ |)α|λ|eμhe−μ|ξ−p||p − q|α/|ξ − p|α for p, ξ ∈ ∂D. These estimates yield

|Eλ(q, ξ) − Eλ(p, ξ)| ≤ C(1 + |λ|)eμhe−μ|ξ−p| hα

|ξ − p|1+α (ξ, p ∈ ∂D, 0 ≤ h ≤ δ).

From (2.6), (3.25), estimate (3.28) and the above imply that

|VD(λ)ϕ21(p + hνp; λ) − VD(λ)ϕ21(p; λ)|
≤

∫
∂Ω

|ϕ1(y; λ)|
∫
∂D
|Mλ(ξ, y)||Eλ(q, ξ) − Eλ(p, ξ)|dS ξdS y

≤ C(1 + |λ|)3
∫
∂Ω

|ϕ1(y; λ)|
∫
∂D

e−μ|ξ−y|eμhe−μ|ξ−p| hα

|ξ − p|1+α dS ξ

≤ C(1 + |λ|)3hαeμhe−μdist(p,∂D)‖ϕ1(·; λ)‖C(∂Ω)

∫
∂D

dS ξ

|ξ − p|1+α .

This estimate, Remark 3.3 and (5.3) show Proposition 6.1. �

Thus, (6.1) still holds for p ∈ ∂D. From this fact with Propositions 2.1 and (2.6), for any
p ∈ ∂D, the solution w(p; λ) of (1.5) are represented as

(6.2) w(p; λ) =
1

2π

∫
∂Ω

e−λ|p−y|ϕ1(y; λ)
{ 1
|y − p| + A(y, p; λ)

}
dS y,

where A(y, p; λ) is given by

A(y, p; λ) = eλ|p−y|
∫
∂D

Mλ(ξ, y)
e−λ|ξ−p|

|ξ − p| dS ξ,(6.3)

since (3.25) implies that the integral kernel of tY21(λ)t((I − Y22(λ))−1) is Mλ(ξ, y) (y ∈ ∂Ω,
ξ ∈ ∂D). From (3.28) and Remark 3.3, we obtain

(6.4) |A(y, p; λ)| ≤ Cμ2eμ|p−y|
∫
∂D

e−μ|ξ−y|
e−μ|ξ−p|

|ξ − p| dS ξ ≤ Cμ2.

This rough estimate tells that only the points belonging to ∂Ω(p) surely contribute to the
main term of (6.3) as |λ| → ∞. Hence, to pick up the main part of A(y, p; λ), we need to
study for structures of ∂Ω(p). Here, we recall the definitions of ∂Ω(p), ±

∂Ω
(p) and


g
∂Ω

(p), which are introduced in Introduction. Note that they are also written by


±
∂Ω(p) = {y ∈∂Ω(p) | p ∈ ±(y)}, 

g
∂Ω

(p) = {y ∈∂Ω(p) | p ∈ (y)},
where for y ∈ ∂Ω, (y) and ±(y) are defined by

(y) = { ξ ∈ ∂D | νξ · (y − ξ) = 0 }, 
±(y) = { ξ ∈ ∂D | ± νξ · (y − ξ) > 0 }.

Since ∂D is strictly convex, for any point y ∈ ∂Ω(p), only the following three cases
occur: the line segment py has a single common point p in ∂D, the line segment py has a
single different point p∗ = p∗(y, p) from p in ∂D, and the line segment py tangent to ∂D.
The first case and the second one correspond to +

∂Ω
(p) and −

∂Ω
(p), respectively. From

assumption 2) of Theorem 1.3, there is no point for the third case, i.e. g
∂Ω

(p) = ∅.
For δ > 0 and y ∈ ∂Ω, we put

δ(y) = { ξ ∈ ∂D | dist (ξ,(y)) ≥ δ }, 
±
δ (y) = δ(y) ∩ 

±(y).
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As below, ±
∂Ω

(p) are disjoint to each other if g
∂Ω

(p) = ∅.
Proposition 6.2. Assume that ∂D is of class C2 and strictly convex. For a fixed p ∈ ∂D,

assume that g
∂Ω

(p) = ∅. Then ±
∂Ω

(p) ⊂ ∂Ω are closed sets. Further, there exist a
constant δ2 > 0 and open sets  ±(p) ⊂ ∂Ω such that ±

∂Ω
(p) ⊂  ±(p),  +(p)∩ −(p) = ∅

and  ±(p) have the following properties:

(6.5) p ∈ ±δ2
(y) for any y ∈  ±(p).

Proof. We set δ± = inf
y∈±

∂Ω
(p)
±νp · (y − p)/|y − p| and show δ± > 0. If this is not true,

there exists a sequence {y±n } ⊂±
∂Ω

(p) such that ±νp · (y±n − p) → 0 (n → ∞). Since ∂Ω is
compact, we may assume that {y±n } itself converge to some point y±0 ∈ ∂Ω as n→ ∞. Hence
it yields that ±νp · (y±0 − p) = 0 and y±0 ∈∂Ω(p) since ∂Ω(p) is closed. This means that
y±0 ∈g

∂Ω
(p), which is a contradiction.

We put  ±(p) = {y ∈ ∂Ω | ± νp · (y − p)/|y − p| > δ±/2}. Then  ±(p) are open
set in ∂Ω,  +(p)∩ −(p) = ∅ and ±

∂Ω
(p) ⊂  ±(p). From these facts, it follows that

±
∂Ω

(p) =∂Ω(p) ∩ ±(p), which implies that ±
∂Ω

(p) are closed.
Next we show (6.5) by using contradiction argument. Assume that (6.5) does not hold,

then for any n ∈ N, there exists ỹ±n ∈  ±(p) with p � ±1/n(ỹ±n ), i.e. dist(p,(ỹ±n )) < 1/n or
±νp · (ỹ±n − p) ≤ 0 hold for any n = 1, 2, . . .. From ỹ±n ∈  ±(p), it follows that ±νp · (ỹ±n − p) ≥
2−1δ±|ỹ±n − p| > 0. Hence dist(p,(ỹ±n )) < 1/n holds for any n ∈ N, which implies that
|z̃±n − p| < dist(p,(ỹ±n )) + 1/n for some z̃±n ∈ (ỹ±n ). Thus we obtain z̃±n → p (n→ ∞). Since
∂Ω is compact, we can choose a subsequence {ỹ±n j

} such that ỹ±n j
→ ỹ±0 as j → ∞ for some

ỹ±0 ∈ ∂Ω. Thus, ỹ±0 ∈  ±(p), i.e. ±νp · (ỹ±0 − p) > 0 since  ±(p) is closed. On the other
hand, we can get νp · (ỹ±0 − p) = 0 since z̃±n ∈ (ỹ±n ) means νz̃±n · (ỹ±n − z̃±n ) = 0 for any n ∈ N,
which is a contradiction. Thus we obtain Proposition 6.2. �

We also use the following property:

Lemma 6.3. Assume that ∂D is of class C2 and strictly convex. Then, the function defined
by (ξ, y) ∈ ∂D × ∂Ω 
→ dist (ξ,(y)) is Lipschitz continuous on ∂D × ∂Ω.

Proof. We put F(ξ, y) = dist (ξ,(y)) (ξ ∈ ∂D, y ∈ ∂Ω). It suffices to show that F is
Lipschitz continuous in y since the definition of F easily implies |F(ξ′, y)−F(ξ, y)| ≤ |ξ′ − ξ|
(ξ, ξ′ ∈ ∂D, y ∈ ∂Ω). We choose a bounded open set U ⊂ R3 satisfying ∂Ω ⊂ U and
D ∩ U = ∅. For the purpose, we need the following claim:
Claim: there exist δ > 0 and C > 0 such that for any y, y′ ∈ U with |y′ − y| ≤ δ, and any
ξ ∈ (y), { η ∈ (y′) | |η − ξ| ≤ C|y′ − y| } � ∅.

If the claim is true, we can get Lipschitz continuous property of F as follows: Take any
ξ ∈ ∂D and any y, y′ ∈ ∂Ω(⊂ U) with |y′ − y| ≤ δ, where δ > 0 is the constant in the claim.
Since (y) ⊂ ∂D is a bounded closed set, there exists a ζ ∈ (y) such that F(ξ, y) = |ξ − ζ |.
From the claim in the above, we can find η ∈ (y′) satisfying |η − ζ | ≤ C|y′ − y|. Hence, it
follows that

F(ξ, y′) − F(ξ, y) ≤ |ξ − η| − |ξ − ζ | ≤ |ζ − η| ≤ C|y′ − y|.
This implies |F(ξ, y′) − F(ξ, y)| ≤ C|y′ − y| (y, y′ ∈ ∂Ω, ξ ∈ ∂D) by changing the role of y
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and y′.
To show the claim, we take y ∈ U and ξ ∈ (y), and choose a standard system of local

coordinates around x given by

U � σ = t(σ1, σ2) 
→ s(σ) = ξ + σ1e1 + σ2e2 + g(σ)(−νξ) ∈ B(ξ, 2r0) ∩ ∂D,

where r0 > 0 depends only on ∂D (cf. (ii) of Lemma 3.1). Here, we can take e1 = (y −
ξ)/|y − ξ| and e2 = e1 × νξ. For the frame {e1, e2,−νξ}, we put y′ = y + τ1e1 + τ2e2 + t(−νξ)
(τ = t(τ1, τ2) ∈ R2, t ∈ R), and define

G(σ, τ, t) = νs(σ) · (y′ − s(σ))

= (|y − ξ| + τ1 − σ1)e1 · νs(σ) + (τ2 − σ2)e2 · νs(σ) − (t − g(σ))νξ · νs(σ).

Since e1 ·νξ = e2 ·νξ = 0 and g(0) = 0, we have G(0, τ, 0) = 0 and ∂tG(0, τ, 0) = −νξ ·νξ = −1,
the usual implicit function theorem implies that there exist a constant δ0 > 0 and a function
ϕ(σ, τ) defined for |σ| ≤ δ0 and |τ| ≤ δ0 such that ϕ(0, τ) = 0 and G(σ, τ, ϕ(σ, τ)) = 0 for
|σ| ≤ δ0 and |τ| ≤ δ0. Since

∂σ1G(0, τ1, 0, 0) = (|y − ξ| + τ1)e1 · ∂νs(σ)

∂σ1

∣∣∣∣
σ=0
= −(|y − ξ| + τ1)νξ · ∂

2s
∂σ2

1

(0),

estimate (3.5), being strict convexity of ∂D, yields

∂σ1G(0, τ1, 0, 0) ≥ R2
(

inf
y∈∂Ω,ζ∈∂D

|y − ζ | + τ1
)
.

Hence it follows that there exists a constant C0 > 0 such that

∂σ1ϕ(σ, τ) = −∂σ1G(σ, τ, ϕ(σ, τ))
∂tG(σ, τ, ϕ(σ, τ))

≥ C0 (|σ| ≤ δ0, |τ| ≤ δ0)

if we choose δ0 > 0 sufficiently small if it is necessary. From this estimate and ϕ(0, 0, τ) = 0,
it follows that ϕ(σ1, 0, τ) ≥ C0σ1 (0 ≤ σ1 ≤ δ0) and ϕ(σ1, 0, τ) ≤ C0σ1 (0 ≥ σ1 ≥ −δ0).
Hence for any |t| ≤ C0δ0 and |τ| ≤ δ0, there exists |σ1| ≤ δ0 such that ϕ(σ1, 0, τ) = t.

We choose δ = min{δ0,C0δ0} > 0. Then, for y′ = y + τ1e1 + τ2e2 + t(−νξ) ∈ R3

with |y′ − y| ≤ δ, there exists |σ1| ≤ δ0 such that ϕ(σ1, 0, τ) = t. We put η = s(σ1, 0) =
ξ + σ1e1 + g(σ1, 0)(−νξ) ∈ ∂D. From the property of ϕ, it follows that η ∈ (y′) since
νη · (y′ − η) = G(σ1, 0, τ, ϕ(σ1, 0, τ)) = 0. Further, (3.3) implies that

|η − ξ| ≤ |σ1| + |g(σ1, 0)| ≤ |σ1| + R1|σ1|2 ≤ 1 + R1δ0

C0
|ϕ(σ1, 0, τ)|

=
1 + R1δ0

C0
|t| ≤ 1 + R1δ0

C0
|y′ − y|.

Note that the above δ0 > 0, C0 > 0 and δ > 0 can be chosen as constants independent of
y ∈ ∂Ω and ξ ∈ (y) since as is in Lemma 3.1, the function g in σ belongs to 2(R2) with
the norm ‖g‖2(R2) having an upper bound independent of ξ ∈ ∂D. This shows the claim,
which completes the proof of Lemma 6.3. �

In what follows, we fix p ∈ ∂D. For the sets  ±(p) introduced in Proposition 6.2, we put
 −∞(p) = ∂D \ { +(p) ∪ −(p)} and decompose w(p; λ) into the following three parts:
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w(p; λ) = w+(p; λ) + w−(p; λ) + w−∞(p; λ),(6.6)

where

wγ(p; λ) =
1

2π

∫
 γ(p)

e−λ|p−y|ϕ1(y; λ)
{ 1
|y − p| + A(y, p; λ)

}
dS y (γ = +,−,−∞).

First we show the term w−∞(p; λ) in (6.6) is negligible. Note that there exists a constant
c1 > 0 such that

|y − p| ≥ dist(p, ∂Ω) + c1 (y ∈ ∂Ω \ ( +(p) ∪
−(p)))

holds since ∂Ω(p) ⊂  +(p)∪ −(p),  ±(p) are open sets in ∂Ω, and ∂Ω(p) is a closed
set as is in Proposition 6.2. Combining the above estimate with (6.4) and (5.3), we obtain

|w−∞(p; λ)| ≤ Cμ2
∫
 −∞(p)

e−μ|p−y||ϕ1(y; λ)|dS y ≤ Cμ2e−c1μe−μdist(p,∂Ω).(6.7)

To obtain estimates for w±(p; λ), we need the following facts:

Proposition 6.4. Assume that ∂D is of class C2 and strictly convex. For a fixed p ∈ ∂D,
assume that g

∂Ω
(p) = ∅. Then the term A(y, p; λ) satisfies

A(y, p; λ) =
1

|y − p| + O(μ−1) as |λ| → ∞ (uniformly in y ∈  +(p), λ ∈ Cδ0 ),

and

A(y, p; λ) = − 1
|y − p| + O(μ−1) as |λ| → ∞ (uniformly in y ∈  −(p), λ ∈ Cδ0 ).

Proposition 6.4 is the key estimates for Theorem 1.3. The proof will be given in the next
section. Here we proceed to show Theorem 1.3 by using Proposition 6.4.

Proposition 6.4 leads an upper bound estimates of |w(p; λ)| easily. Since Proposition 6.4
yields

|w±(p; λ)| ≤ C
∫
 ±(p)

e−μ|p−y||ϕ1(y; λ)A(y, p; λ)|dS y ≤ Ce−μdist(p,∂Ω),

decomposition (6.6) of w(p; λ) and (6.7) imply that

|w(p; λ)| ≤ Ce−μdist(p,∂Ω) (λ ∈ Cδ0 , μ ≥ μ0).(6.8)

Thus we obtain an upper bound for |w(p; λ)|.
Next, consider estimates of |w±(p; λ)| from the below. For the constant C0 > 0 in as-

sumption 3) of Theorem 1.3, we put W = { y ∈ ∂Ω | g1(y) > C0/2} so that W ⊂ ∂Ω

is open and +
∂Ω

(p) ⊂ W. From assumption 2) of Theorem 1.3, and Proposition 6.2, it
follows that ∂Ω(p) ⊂ W∪ −(p). Since W∪ −(p) is open, Lemma 5.3 implies that
∂Ω,τ(p) ⊂ W∪ −(p) (0 ≤ τ ≤ δ1) for some constant δ1 > 0. Noting  +(p)∩ −(p) = ∅,
we obtain

g1(y) ≥ C0/2 (y ∈∂Ω,τ(p)∩ +(p), 0 ≤ τ ≤ δ1).

Hence from the same argument as in the proof of Proposition 5.2, we get constants C > 0
and μ0 > 0 satisfying
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Re [eλdist(p,∂Ω)w+(p; λ)] ≥ Cμ−1 (μ ≥ μ0, λ ∈ Λδ0 ).(6.9)

Next, let us consider w−(p; λ). Since Proposition 6.4 implies 1
|y−p| + A(y, p; λ) = O(μ−1)

as |λ| → ∞ uniformly in y ∈  −(p) and λ ∈ Cδ0 , from (6.2), it follows that

|w−(p; λ)| ≤ Cμ−1
∫
 −(p)

e−μ|p−y|dS y. (μ ≥ μ0).(6.10)

Note that using assumption 4) of Theorem 1.3 and applying Remark 4.6 or Proposition 4.7
in Section 4, we obtain∫

 −(p)
e−μ|p−y|dS y ≤ Cμ−

2
l0+2 e−μdist(p,∂Ω) (μ ≥ μ0, λ ∈ Cδ0 )

with some constants C > 0 and l0 ≥ 0. This estimate and (6.10) yield

|w−(p; λ)| ≤ Cμ−1− 2
l0+2 e−μdist(p,∂Ω) (μ ≥ μ0, λ ∈ Cδ0 ).

From the above estimate, (6.7), (6.9) and (6.6), it follows that

Re [eλdist(p,∂Ω)w(p; λ)] ≥ C
{
μ−1 −C′μ−1− 2

l0+2 −C′μe−c1μ
}

≥ 2−1Cμ−1 (μ ≥ μ0, λ ∈ Λδ0 )

if we choose a constant μ0 > 0 sufficiently large. Combining the above estimate with (6.8),
we obtain Theorem 1.3. �

Concluding this section, we give a proof of Remark 1.4. If there exists a degenerate
critical point y0 ∈+

∂Ω
(p), from Proposition 4.7, one gets

Rew+(p; μ) ≥ Cμ−
2

l0+2 e−μdist(p,∂Ω) (μ ∈ Λδ0 , μ ≥ μ0)

for some constants C > 0 and l0 > 0. This estimate is better than (6.9). Note also that from
(6.10) and ∫

 −(p)
e−μ|p−y|dS y ≤ Cμ−1e−μdist(p,∂Ω) (μ ≥ μ0),

it follows that

|w−(p; λ)| ≤ Cμ−1e−μdist(p,∂Ω) (μ ≥ μ0).

Combining these estimates with (6.7), we obtain

Rew(p; μ) ≥ Ce−μdist(p,∂Ω)μ
− 2

l0+2 (μ ≥ μ0)

if we choose a constant μ0 > 0 sufficiently large. This shows that Remark 1.4 holds.

7. Asymptotic behavior of A(y, p; λ)

7. Asymptotic behavior of A(y, p; λ)
In this section, we show Proposition 6.4 giving the main terms of A(y, p; λ). We need the

following properties of the broken path in the boundary integrals:

Lemma 7.1. Assume that ∂D is of class C2 and strictly convex. Choose (ξ, y) ∈ ∂D×∂Ω.
If ξ ∈ +(y) ∪ (y), then the function |ξ − η| + |η − y| in η ∈ ∂D attains the minimum only
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at η = p. If ξ ∈ −(y), then the points on ∂D that attain the minimum are given by only two
points η = ξ and ξ∗ = ξ∗(y, ξ)(� ξ), which are the cross points between the line segment py
and ∂D. Moreover the following statements holds:
1) Given δ > 0 there exists a positive constant Cδ such that

|ξ − η| + |η − y| ≥ |ξ − y| +Cδ|ξ − η| (ξ ∈ +δ (y), η ∈ ∂D).

2) Given δ > 0, there exists constant 0 < δ′0 ≤ δ such that |ξ − ξ∗| ≥ 2δ′0 for ξ ∈ −δ (y).
Further, for any 0 < δ′ ≤ δ′0, there exists a constant Cδ′ > 0 such that

|ξ − η| + |η − y| ≥ |ξ − y| +Cδ|η − ξ| (ξ ∈ −δ (y), η ∈ ∂D, |η − ξ∗(y, ξ)| ≥ δ′).
3) Given δ > 0, there exists constants Cδ > 0 and C′δ > 0 such that for any 0 < δ′ ≤ C′δ, it
holds that

|ξ − η| + |η − y| ≥ |ξ − y| +Cδ|η − ξ∗(y, ξ)|2 (ξ ∈ −δ (y), η ∈ ∂D, |η − ξ∗(y, ξ)| ≤ δ′).
Proof. Lemma 7.1 is shown by the same argument as for Lemma 5.2 of [2]. To adjust

Lemma 7.1, we need to replace p to y, x to p and z to η in Lemma 5.2 of [2]. Here we give
a brief explanation for the proof.

First, note that similarly to (3.7), we get

|ξ − η| + |η − y| ≥ |ξ − y| + |ξ − η|
(
1 − η − ξ
|η − ξ| ·

y − ξ
|y − ξ|

)
(7.1)

since it follows that

|y − ξ| = (y − η) · y − ξ|y − ξ| + (η − ξ) · y − ξ|y − ξ| ≤ |y − η| +
(η − ξ) · (y − ξ)
|y − ξ| .

For ξ ∈ +δ (y), νξ · (y − ξ) > 0 holds. Since ∂D is strictly convex, (η − ξ) · νξ < 0. Hence it
follows that ( (y − ξ) · νξ

|y − ξ|
)2 ≤

∣∣∣∣( y − ξ|y − ξ| −
η − ξ
|η − ξ|

)
· νξ

∣∣∣∣2 ≤ ∣∣∣∣ y − ξ|y − ξ| −
η − ξ
|η − ξ|

∣∣∣∣2
≤ 2 − 2

η − ξ
|η − ξ| ·

y − ξ
|y − ξ| .

The above estimate and (7.1) yield

|ξ − η| + |η − y| ≥ |ξ − y| + A2
δ

2
|ξ − η| (ξ ∈ +δ (y), η ∈ ∂D),

where Aδ = infξ∈+δ (y)((y − ξ) · νξ)/|y − ξ|. From Lemma 6.3, for any δ > 0, the set {(ξ, y) ∈
∂D × ∂Ω | ξ ∈ +δ (y)} ⊂ ∂D × ∂Ω is a closed set. Hence we have Aδ > 0, which yields 1) of
Lemma 7.1.

The former part of 2) can be obtained by showing Bδ = infξ∈−δ (y) |ξ − ξ∗| > 0. The latter
part is given by (7.1) and

Dδ′ = sup
ξ∈−δ (y)

sup
η∈ (∂D\{ξ})\B(ξ∗,δ′)

η − ξ
|η − ξ| ·

ξ∗ − ξ
|ξ∗ − ξ| < 1,

since (ξ∗ − ξ)/|ξ∗ − ξ| = (y − ξ∗)/|y − ξ∗|. From Lemma 6.3, for any δ > 0, the set {(ξ, y) ∈
∂D× ∂Ω | ξ ∈ −δ (y)} ⊂ ∂D× ∂Ω is a closed set. Note also that the mapping (ξ, y) 
→ ξ∗(y, ξ)
is continuous. Using these facts and tracing the argument for showing Lemma 5.2 of [2], we
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can obtain Bδ > 0 and Dδ′ < 1, which yields 2) of Lemma 7.1.
For 3), we also follow the argument of [2]. We take y ∈ ∂Ω, η ∈ ∂D and ξ ∈ −(y) ⊂ ∂D

and put L(x) = |x − η| + |x − ξ∗| for x ∈ R3, and z = η − ξ∗. Since |y − ξ∗| + |ξ∗ − ξ| = |y − ξ|,
it follows that

|y − η| + |η − ξ| − |y − ξ| = |z|
2 + 2(ξ∗ − y) · z

L(y)
+
|z|2 + 2(ξ∗ − ξ) · z

L(ξ)
.

Note that for any x ∈ R3, x � ξ∗,

(ξ∗ − x) · z
L(x)

=
(ξ∗ − x) · z
2|x − ξ∗| −

{(x − ξ∗) · z}2
(L(x))2|x − ξ∗| −

|z|2(ξ∗ − x) · z
2(L(x))2|x − ξ∗| ,

and (y − ξ∗)/|y − ξ∗| + (ξ − ξ∗)/|ξ − ξ∗| = 0 holds. Since y ∈ −(p), we obtain

|y − η| + |η − ξ| − |y − ξ| =
( 1
L(y)

+
1

L(ξ)

)
|z|2 − 2

( |y − ξ∗|
(L(y))2 +

|ξ − ξ∗|
(L(ξ))2

)
(θ · z)2

− 2
( 1
(L(y))2 −

1
(L(ξ))2

)
|z|2θ · z,

where θ = (ξ − ξ∗)/|ξ − ξ∗|.
By the same argument as for Aδ > 0 and Bδ > 0, it also follows that

inf
(ξ, η)∈−δ (y)×∂D

|y − η| + |y − ξ∗| > 0, inf
(ξ, η)∈−δ (y)×∂D

|η − ξ| + |ξ∗ − ξ| > 0,

inf
ξ∈−δ (y)

|y − ξ∗| > 0, inf
ξ∈−δ (y)

|ξ∗ − ξ| > 0, inf
ξ∈−δ (y)

y − ξ∗
|y − ξ∗| · νξ∗ > 0.

Hence, there exist constants C > 0 and C′ > 0 such that

|y − η| + |η − ξ| − |y − ξ| ≥ C(|z|2 − (θ · z)2) −C′|z|3 (ξ ∈ −δ (y), η ∈ ∂D),

where we used 1/L(y) = 1/(2|y − ξ∗|) + O(|z|) and 1/L(ξ) = 1/(2|ξ − ξ∗|) + O(|z|) uniformly
in ξ ∈ −(y). Since (y − ξ∗) · νξ∗ = −(|y − ξ∗|/|ξ − ξ∗|)(ξ − ξ∗) · νξ∗ > 0 and (η − ξ∗)·νξ∗ < 0,
the same argument for 1), we obtain

|y − η| + |η − ξ| − |y − ξ| ≥ C
2

(
inf

ξ∈−δ (y)

y − ξ∗
|y − ξ∗| · νξ∗

)2|z|2 −C′|z|3

(ξ ∈ −δ (y), η ∈ ∂D),

which implies 3) of Lemma 7.1. This completes the proof of Lemma 7.1. �

From Proposition 6.2 and Lemma 7.1, it follows that for p ∈ ∂D given in Proposition 6.2,
there exist constants C1 > 0, δ̃2 > 0 and δ′2 > 0 with δ̃2 > δ

′
2 such that

|p − η| + |η − y| ≥ |p − y| +C1|η − p| (y ∈  +(p), η ∈ ∂D),(7.2)

|p − p∗(y, p)| ≥ 2δ̃2(> 2δ′2) (y ∈  −(p)),(7.3)

|p − η| + |η − y| ≥ |p − y| +C1|η − p| (y ∈  −(p), η ∈ ∂D, |η − p∗| ≥ δ′2),(7.4)

|p − η| + |η − y| ≥ |p − y| +C1|η − p∗|2 (y ∈  −(p), η ∈ ∂D, |η − p∗| ≤ δ′2).(7.5)

Note that in (7.2)-(7.5), δ′2 > 0 can be chosen as small as necessary.
Now, we treat the case y ∈  +(p). In this case, the main part A+0 (y, p; λ) of A(y, p; λ) is
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given by

A+0 (y, p; λ) = eλ|y−p|
∫
∂D

Kλ(ξ, y)
e−λ|ξ−p|

|ξ − p| dS ξ

as is in the following lemma:

Lemma 7.2. There exist constants μ0 > 0 and C > 0 such that∫
∂D
|Mλ(ξ, y) − Kλ(ξ, y)|e

−μ|ξ−p|

|ξ − p| dS ξ ≤ Cμ−1e−μ|y−p| (y ∈  +(p), λ ∈ Cδ0 , μ ≥ μ0).

Proof. Since y ∈  +(p), estimate (7.2) holds. From (7.2), (3.25), (3.26), (3.21), (3.31)
and (3.27), it follows that∫

∂D
|Mλ(ξ, y) − Kλ(ξ, y)|e

−μ|ξ−p|

|ξ − p| dS ξ ≤ C
{ ∫

∂D
|K̃λ(ξ, y)|e

−μ|ξ−p|

|ξ − p| dS ξ

+

∫
∂D

dS ζ

∫
∂D
|Y∞λ (ξ, ζ)|e

−μ|ξ−p|

|ξ − p| dS ξ |Y21(ζ, y; λ)|
}

≤ C
{ ∫

∂D

e−μ(|ξ−y|+|ξ−p|)

|ξ − p| dS ξ

+ μ

∫
∂D

e−μ(|ζ−p|+|ζ−y|)(1 + 1
μ|ζ − p| + (μ|ζ − p|)1/2

)
dS ζ

}
≤ Ce−μ|y−p|

∫
∂D

e−μC1 |ζ−p|/2(μ + 1
|ζ − p|

)
dS ζ .

Note that in the last inequality, e−μC1 |ξ−p|/2(μ|ξ − p|)1/2 ≤ 1 + 2C−1
1 is used. Hence, Remark

3.3 implies ∫
∂D

e−μC1 |ξ−p|/2(μ + 1
|ξ − p|

)
dS ξ ≤ C

(
μ · μ−2 + μ−1

)
= 2Cμ−1,

which completes the proof of Lemma 7.2. �

From (6.3) and Lemma 7.2, it suffices to show

A+0 (y, p; λ) =
1

|y − p| + O(μ−1) as |λ| → ∞(7.6)

(uniformly in y ∈  +(p), λ ∈ Cδ0 )

to obtain the estimate of A(y, p; λ) for the case y ∈  +(p) in Proposition 6.4. For p ∈ ∂D, we
choose sufficiently small standard local coordinate U � σ 
→ s(σ) ∈ ∂D∩B(p, 2r0) around
p ∈ ∂D. Take χ ∈ C2(∂D) with 0 ≤ χ ≤ 1, χ(z) = 1 for z ∈ ∂D∩B(p, r0) and χ(z) = 0 for
z ∈ ∂D \ B(p, 4r0/3). From (3.21), (7.2) and Remark 3.3, it follows that∣∣∣∣eμ|y−p|

∫
∂D

(1 − χ(ξ))Kλ(ξ, y)
e−μ|ξ−p|

|ξ − p| dS ξ

∣∣∣∣ ≤ Cμ
∫
∂D

(1 − χ(ξ))
e−μC1 |ξ−p|

|p − ξ| dS ξ(7.7)

≤ Cr−1
0 μ

∫
∂D

e−μC1 |ξ−p|dS ξ ≤ Cr−1
0 μ−1 (y ∈  +(p), λ ∈ Cδ0 , μ ≥ μ0).

Thus, by using the above standard coordinate, the main term of (7.6) is given by
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eλ|y−p|
∫
∂D
χ(ξ)Kλ(ξ, y)

e−λ|p−ξ|

|p − ξ| dS ξ = λ

∫
U

eλϕ(σ;y) H(σ; y)
|s(σ) − p|dσ,(7.8)

where ϕ(σ; y) = |y − p| − |p − s(σ)| − |s(σ) − y|, and H(σ; y) is defined by

H(σ; y) =
1

2π
χ(s(σ))G(σ)

νs(σ) · (y − s(σ))
|s(σ) − y|2

with G(σ) = det
( ∂s
∂σ j

(σ) · ∂s
∂σk

(σ)
)
. Note that H(·; y) ∈ C1

0(U) since ∂D is C2 boundary.

Thus, the main term of (7.6) is deduced by the following Lemma:

Lemma 7.3. Assume that ∂D is of class C2 and strictly convex. Then for any h ∈ C1
0(U),

the integral J(λ; y) defined by

J(λ; y) =
∫

U
eλϕ(σ;y) h(σ)

|s(σ) − p|dσ(7.9)

has the following property:

J(λ; y) = 2π
∣∣∣∣ |y − p|
νp · (p − y)

∣∣∣∣h(0)λ−1 + O(μ−2) (as |λ| → ∞)

uniformly in y ∈  ±(p), where ϕ(σ; y) = |y − p| − |p − s(σ)| − |s(σ) − y|.
Note that Lemma 7.3 is also valid for the case y ∈  −(p), which is used to treat the case

y ∈  −(p). The proof of Lemma 7.3 is given in the last part of this section.
We apply Lemma 7.3 to (7.8). Noting G(0) = 1, νp · (y− p) > 0 for y ∈  +(p), we obtain

eλ|y−p|
∫
∂D
χ(ξ)Kλ(ξ, y)

e−λ|p−ξ|

|p − ξ| dS ξ = λ
(
2π

|y − p|
νp · (y − p)

1
2π

νp · (y − p)
|y − p|2 λ−1 + O(μ−2)

)
(7.10)

=
1

|y − p| + O(μ−1)

as |λ| → ∞ uniformly in y ∈  +(p), which yields (7.6). Thus, the case of y ∈  +(p) in
Proposition 6.4 is shown.

Next lemma is for the case y ∈  −(p) where the main part A−0 (y, p; λ) of A(y, p; λ) is
given by

A−0 (y, p; λ) = eλ|y−p|
∫
∂D

(
Kλ(ξ, y) +

∫
∂D

Kλ(ξ, η)Kλ(η, y)dS η

)e−λ|ξ−p|

|ξ − p| dS ξ.

Lemma 7.4. There exist constants μ0 > 0 and C > 0 such that∫
∂D

∣∣∣∣Mλ(ξ, y) − Kλ(ξ, y) −
∫
∂D

Kλ(ξ, η)Kλ(η, y)dS η

∣∣∣∣e−μ|ξ−p|

|ξ − p| dS ξ(7.11)

≤ Cμ−1e−μ|y−p| (y ∈  −(p), λ ∈ Cδ0 , μ ≥ μ0).

Proof. From (3.25), the left side of (7.11) is estimated by

∫
∂D
|K̃λ(ξ, y)|e

−μ|ξ−p|

|ξ − p| dS ξ +

∫
∂D

dS η

∫
∂D
|Y∞λ (ξ, η)|e

−μ|ξ−p|

|ξ − p| dS ξ |K̃λ(η, y)|
(7.12)

+

∫
∂D

dS η

∣∣∣∣Kλ(η, y)
λ

∣∣∣∣ ∫
∂D
|λ||Y∞λ (ξ, η) − Kλ(ξ, η)|e

−μ|ξ−p|

|ξ − p| dS ξ.
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From (7.3), if y ∈  −(p) and ξ ∈ ∂D satisfies |η − p∗(y, ξ)| ≤ δ′2, then |η − p| ≥ |p − p∗| −
|η − p∗| ≥ 2δ′2 − δ′2 = δ′2. Hence, (3.31) and (3.32) yield∫

∂D
|Y∞λ (η, ξ)|e

−μ|ξ−p|

|ξ − p| dS ξ +

∫
∂D
|λ||Y∞λ (ξ, η) − Kλ(ξ, η)|e

−μ|ξ−p|

|ξ − p| dS ξ

≤ Ce−μ|η−p|{1 + 1
μ|η − p| +

1
|η − p| +

1
|η − p|

(
1 +

1
|η − p|3

)}
≤ Ce−μ|η−p| (η ∈ ∂D, |η − p∗| ≤ δ′2, λ ∈ Cδ0 , μ = Re λ ≥ μ0).

From the above estimate, (3.31), (3.21), (7.4), (7.5) and Remark 3.3, it follows that (7.12) is
estimated by

Cμ
∫
|ξ−p∗|≥δ′2

e−C1μ|ξ−p|(1 + 1
μ|ξ − p| + (μ|ξ − p|) 1

2

)
dS ξ +C

∫
|ξ−p∗|≤δ′2

e−C1μ|ξ−p∗|2dS ξ

≤ Cμ−1 (μ ≥ μ0),

which completes the proof of Lemma 7.4. �

From (6.3) and Lemma 7.4, to obtain the estimate of A(y, p; λ) for the case y ∈  −(p) in
Proposition 6.4, it suffices to show

A−0 (y, p; λ) =
−1
|y − p| + O(μ−1) as |λ| → ∞(7.13)

(uniformly in y ∈  −(p), λ ∈ Cδ0 ).

To treat A−0 (y, p; λ), we need to get an asymptotic behavior of the integral given by replac-
ing y ∈  ±(p) with a point ξ ∈ ∂D satisfying |νp · (ξ − p)| ≥ 3r0 in (7.9), where r0 > 0 is the
constant appeared in the standard local coordinate U � σ 
→ s(σ) ∈ ∂D∩B(p, 2r0) around
p ∈ ∂D used to define (7.9) in Lemma 7.3.

Lemma 7.5. Assume that ∂D is of class C2 and strictly convex. Then for any h ∈ C1
0(U),

the integral J(λ; ξ) given by (7.9) has the following property:

J(λ; ξ) = 2π
∣∣∣∣ |ξ − p|
νp · (p − ξ)

∣∣∣∣h(0)λ−1 + O(μ−2) (as |λ| → ∞)

uniformly in ξ ∈ ∂D with |(ξ − p) · νp| ≥ 3r0.

The proof of Lemma 7.5 will be also given in the last part of this section. Using Lemma
7.5 and Lemma 7.3, we first show the case of y ∈  −(p) in Proposition 6.4.

For the case y ∈  −(p), we need the following properties of the broken lines:

Lemma 7.6. Assume that ∂D is of class C2 and strictly convex. Given δ > 0 there exists
a positive constant c0 such that
(i) for all ξ, ζ, p ∈ ∂D with |ξ − p| ≥ 2δ, |ζ − ξ| ≥ δ, and |ζ − p| ≥ δ we have

|ξ − ζ | + |ζ − p| ≥ |ξ − p| + c0;

(ii) for all ξ, ζ, p ∈ ∂D with |ξ − p| ≥ 2δ, |ζ − p| ≤ δ we have

|ξ − ζ | + |ζ − p| ≥ |ξ − p| + c0|ζ − p|.
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Note that these estimates are given by simple properties of the Euclid distance. Hence we
show Lemma 7.6 although Lemma 7.6 is given as Proposition 2.2 of [1].
Proof of Lemma 7.6. For (i), c0 is given the infimum of |ξ − ζ | + |ζ − p| − |ξ − p| > 0 taken
on the set {(ξ, ζ, p) ∈ ∂D × ∂D × ∂D||ξ − p| ≥ 2δ, |ζ − ξ| ≥ δ, |ζ − p| ≥ δ}. Note that since ∂D
is strictly convex, |ξ − ζ | + |ζ − p| − |ξ − p| is positive for these three points ξ, ζ and p.

For (ii), if the estimate of (ii) does not hold, for any n ∈ N, there exist points ξn, ζn,
pn ∈ ∂D such that |ξn− pn| ≥ 2δ, |ζn− pn| ≤ δ and |ξn− ζn|+ |ζn− pn| < |ξn− pn|+n−1|ζn− pn|.
Note that ζn � pn (n ∈ N) since n−1|ζn − pn| > |ξn − ζn| + |ζn − pn| − |ξn − pn| ≥ 0. Hence
we can put θn = (ζn − pn)/|ζn − pn|. Since ∂D is compact, we can assume that ξn → ξ0,
ζn → ζ0, pn → p0 and θn → θ0 as n→ ∞ respectively. Then |ξ0 − p0| ≥ 2δ, |ζ0 − p0| ≤ δ and
|ξ0 − ζ0| + |ζ0 − p0| = |ξ0 − p0| hold. Since ∂D is strictly convex, the points p0, ζ0 and ξ0 do
not on a line. This implies p0 = ζ0. Here we note that

|ξn − pn|2 + |ζn − pn|2 − 2|ζn − pn|θn · (ξn − pn)

= |ξn − ζn|2 ≤ (|ξn − pn| + (
1
n
− 1)|ζn − pn|)2,

which yields

−2θn · (ξn − pn) ≤ 2
(1
n
− 1

)
|ξn − pn| +

( 1
n2 −

2
n

)
|ζn − pn|.

Taking n → ∞, we obtain θ0 · (ξ0 − p0) ≥ |ξ0 − p0|, which implies θ0 = (ξ0 − p0)/|ξ0 − p0|.
Further, from (i) of Lemma 3.1, it follows that |νpn · θn| ≤ C|ζn − pn| → 0 (n → ∞), which
yields νp0 · θ0 = 0. These facts mean that 0 � ξ0 − p0 ∈ Tp0 (∂D), and ξ0 ∈ ∂D, however this
does not occur since ∂D is strictly convex. Thus we obtain Lemma 7.6.

From Lemma 7.5 and Lemma 7.6, we show the following property:

Lemma 7.7. For any δ > 0, it holds that

eλ|η−p|
∫
∂D

Kλ(η, ξ)
e−λ|ξ−p|

|ξ − p| dS ξ =
−1
|p − η| + O(μ−1) as |λ| → ∞

(η, p ∈ ∂D, |(η − p) · νp| ≥ δ, λ ∈ Cδ0 ).

Proof. As is in (7.7), we choose a standard local coordinate around p ∈ ∂D. Since ∂D is
compact, we can take r0 > 0 independent of p ∈ ∂D and arbitrary small if it is necessary.
Thus, for any fixed δ > 0, we choose r0 > 0 as δ > 3r0 and consider the case that η, p ∈ ∂D
with |(η − p) · νp| ≥ δ. If this is the case, since |η − p| ≥ δ holds, Lemma 7.6 implies

|η − ξ| + |ξ − p| ≥ |η − p| + c0 (η, ξ, p ∈ ∂D, |η − ξ| ≥ δ/2 and |p − ξ| ≥ δ/2),

|η − ξ| + |ξ − p| ≥ |η − p| + c0|η − ξ| (η, ξ, p ∈ ∂D, |η − ξ| ≤ δ/2),

|η − ξ| + |ξ − p| ≥ |η − p| + c0|p − ξ| (η, ξ, p ∈ ∂D, |p − ξ| ≤ δ/2)

for some constant c0 > 0 depending only on ∂D and δ > 0. We take χ ∈ C2(∂D) with
0 ≤ χ ≤ 1, χ(ξ) = 1 for |ξ − p| < r0/2 and χ(ξ) = 0 for |ξ − p| > r0. These properties of the
broken line, (3.22) and Remark 3.3 yield that∣∣∣∣eλ|η−p|

∫
∂D

(1 − χ(ξ))Kλ(η, ξ)
e−λ|ξ−p|

|ξ − p| dS ξ

∣∣∣∣(7.14)
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≤ C|λ|
∫
∂D

{
e−μc0 |ξ−p| + e−μc0 |ξ−η| + e−μc0

}
dS ξ

≤ Cμ−1 (λ ∈ Cδ0 , μ ≥ μ0).

Next, note that as is in (7.8), using the standard local coordinates, we have

eλ|η−p|
∫
∂D
χ(ξ)Kλ(η, ξ)

e−λ|ξ−p|

|ξ − p| dS ξ = λ

∫
U

eλϕ(σ;η) H(σ; η)
|s(σ) − p|dσ,

where ϕ(σ; y) = |η − p| − |p − s(σ)| − |s(σ) − η| and H(σ; η) are given by replacing y with η
in (7.8). Note that H(·; η) ∈ C1

0(U) since |s(σ) − p| ≤ 2r0 for σ ∈ U and |η − p| ≥ δ > 3r0.
Noting G(0) = 1, νp · (η − p) < 0 for η ∈ ∂D with |(η − p) · νp| ≥ δ, from Lemma 7.5 we
obtain

eλ|η−p|
∫
∂D
χ(ξ)Kλ(η, ξ)

e−λ|ξ−p|

|ξ − p| dS ξ = λ
(
2π

|η − p|
νp · (p − η)

1
2π

νp · (η − p)
|η − p|2 λ−1 + O(μ−2)

)
= − 2π
|η − p| + O(μ−1) (as |λ| → ∞).

Combining the above result with (7.14), we obtain Lemma 7.7. �

Using Lemma 7.7, we show (7.13). Choose a standard local coordinate U � σ 
→ s(σ) ∈
∂D∩B(p, 2r0) around p. Note that for δ̃2 > 0 in (7.3)-(7.5), we can choose r0 > 0 and δ′2 > 0
in (7.3)-(7.5) satisfying δ′2 < r0 < δ̃2. Note that there exists a constant 0 < δ′ ≤ δ′2 such that

(7.15) |(η − p) · νp| ≥ δ′ for all η ∈ ∂D with |η − p| ≥ δ′2.

Indeed, from strict convexity of ∂D, it follows that |(η − p) · νp| > 0 for any η ∈ ∂D, η � p.
Since ∂D � η 
→ |(η − p) · νp| ∈ R is continuous and { η ∈ ∂D | |η − p| ≥ δ′2 } is compact, we
obtain (7.15).

From (7.15) and Lemma 7.7, it follows that∣∣∣∣ ∫
∂D

Kλ(η, ξ)
e−λ|ξ−p|

|ξ − p| dS ξ +
e−λ|η−p|

|η − p|
∣∣∣∣ ≤ Cμ−1e−μ|η−p|(7.16)

(η ∈ ∂D, |η − p| ≥ δ′2, λ ∈ Cδ0 , μ ≥ μ0).

Take ψ ∈ C2(∂D) with 0 ≤ ψ ≤ 1, ψ(η) = 1 for η ∈ ∂D∩B(p, δ′2), ψ(η) = 0 for η ∈
∂D\B(p, 4δ′2/3). Using ψ and (7.16), we can show that the main part of A−0 (y, p; λ) is given
by

eλ|y−p|
∫
∂D
ψ(ξ)Kλ(ξ, y)

e−λ|ξ−p|

|ξ − p| dS ξ.(7.17)

To check it, we estimate the following integral:∣∣∣∣A−0 (y, p; λ) − eλ|y−p|
∫
∂D
ψ(ξ)Kλ(ξ, y)

e−λ|ξ−p|

|ξ − p| dS ξ

∣∣∣∣(7.18)

=
∣∣∣∣eλ|y−p|

∫
∂D

(1 − ψ(η))Kλ(η, y)
e−λ|η−p|

|η − p| dS η

+ eλ|y−p|
∫
∂D

dS η

∫
∂D

Kλ(η, ξ)Kλ(η, y)
e−λ|ξ−p|

|ξ − p| dS ξ

∣∣∣∣
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≤ eμ|y−p|
∫
∂D

(1 − ψ(η))|Kλ(η, y)|
∣∣∣∣e−λ|η−p|

|η − p| +
∫
∂D

Kλ(η, ξ)
e−λ|ξ−p|

|ξ − p| dS ξ

∣∣∣∣dS η

+ eμ|y−p|
∫
∂D
ψ(η)

∣∣∣∣ ∫
∂D

Kλ(η, ξ)
e−λ|ξ−p|

|ξ − p| dS ξ

∣∣∣∣|Kλ(η, y)|dS η.

From (7.16), (3.21), (7.4), (7.5) and Remark 3.3, the first term of (7.18) is estimated by

Ceμ|y−p|{ ∫
S −
δ′2

(p)∩S −
δ′2

(p∗)
e−μ(|η−y|+|y−p|)dS η +

∫
S δ′2 (p∗)

e−μ(|η−y|+|y−p|)dS η

}
(7.19)

≤ C
{ ∫

S −
δ′2

(p)
e−C1μ|η−p|dS η +

∫
S δ′2 (p∗)

e−C1μ|η−p∗|2dS η

}
≤ Cμ−1 (y ∈  −(p)).

From (3.22), (3.31), (7.4) and Remark 3.3, the second term of (7.18) is estimated by

Ceμ|y−p|μ
∫

S 2δ′2 (p)
e−μ(|η−y|+|y−p|)(1 + 1

μ|η − p| + (μ|η − p|)1/2
)
dS η(7.20)

≤ C
∫

S 2δ′2 (p)
e−C1 |η−p|/2(μ + 1

|η − p|
)
dS η ≤ Cμ−1 (y ∈  −(p)).

From (7.18), (7.19) and (7.20), it follows that∣∣∣∣A−0 (y, p; λ) − eλ|y−p|
∫
∂D
ψ(ξ)Kλ(ξ, y)

e−λ|ξ−p|

|ξ − p| dS ξ

∣∣∣∣ ≤ Cμ−1 (y ∈  −(p)).(7.21)

To obtain asymptotics of (7.17), we use Lemma 7.3 for the case y ∈  −(p). Since
suppψ ⊂ B(p, 2r0) ⊂ B(p, 2δ′0) and νp · (y− p) < 0 for y ∈  −(p), the same argument as for
(7.10) implies that

eλ|y−p|
∫
∂D
ψ(ξ)Kλ(ξ, y)

e−λ|ξ−p|

|ξ − p| dS ξ =
−1
|y − p| + O(μ−1)

as |λ| → ∞ uniformly in y ∈  −(p). Combining the above fact with (7.21), we obtain the
case of y ∈  −(p) in Proposition 6.4, which completes the proof of Proposition 6.4. �

The last of this section, we give a proof of Lemma 7.3 and 7.5. These lemmas are unified
to give an asymptotic formula for the integral J(λ; q) given by

J(λ; q) =
∫

U
eλϕ(σ;q) h(σ)

|s(σ) − p|dσ (q ∈ R3),

where s(σ) is a standard local coordinate

U � σ 
→ s(σ) = p + σ1e1 + σ2e2 − g(σ)νp ∈ ∂D ∩ B(p, 2r0)

around a fixed p ∈ ∂D with an open set U ⊂ R2 and r0 > 0. In the integral J(λ; q), ϕ(σ; q) is
given by ϕ(σ; q) = |q − p| − |q − s(σ)| − |s(σ) − p| for some q ∈ R3. Note that Lemma 7.3 is
the case of q = y ∈  ±(p), and Lemma 7.5 is for q = ξ ∈ ∂D with |(ξ − p) · νp| ≥ 3r0. Thus
it suffices to show the following lemma:

Lemma 7.8. Assume that ∂D is of class C2 and strictly convex. Then for any h ∈ C1
0(U),

the integral J(λ; q) stated above has the following property:
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J(λ; q) = 2π
∣∣∣∣ |q − p|
νp · (p − q)

∣∣∣∣h(0)λ−1 + O(μ−2) (as |λ| → ∞)

uniformly in q ∈  ±(p) or q ∈ ∂D with |(q − p) · νp| ≥ 3r0.

Proof. For the polar coordinate σ1 = r cos θ and σ2 = r sin θ, we put ϕ̃(r, θ; q) = ϕ(σ; q),
h̃(r, θ) = h(σ), s̃(r, θ) = s(r cos θ, r sin θ) and g̃(r, θ) = g(r cos θ, r sin θ). Then it follows that

J(λ; q) =
∫ ∞

0

∫ 2π

0
eλϕ̃(r,θ;q) h̃(r, θ)

|s̃(r, θ) − p|rdrdθ.

Since ϕ̃(r, θ; q) = |q − p| − |q − s(r cos θ, r sin θ)| − r
√

1 + r−2(g̃(r, θ))2 and g̃(r, θ) is a C2

function with g̃(r, θ) = O(r2) near r = 0, we obtain ∂rϕ̃(0, θ) = −(1 + α1 cos θ + α2 sin θ),
where α j = (p − q) · e j/|q − p| ( j = 1, 2).

First, we consider the case of q ∈  ±(p). We put α3 = (p − q) · νp/|q − p| and β =√
α2

1 + α
2
2. From the proof of Proposition 6.2, there exists a constant 0 < δ ≤ 1 such that

|(q− p) ·νp|/|q− p| ≥ δ for all q ∈  ±(p). Hence we obtain |α1 cos θ+α2 sin θ| ≤
√
α2

1 + α
2
2 =√

1 − α2
3 ≤
√

1 − δ2 < 1. Thus, ∂rϕ̃(0, θ; q) < −(1 −
√

1 − α2
3) ≤ −δ2/2 < 0 holds for any

θ ∈ [0, 2π], which implies that ∂rϕ̃(r, θ; q) ≤ −δ2/4 for (r, θ) ∈ [0, r1] × [0, 2π] with some
constant 0 < r1 ≤ 2r0 independent of q ∈  ±(p). Take χ ∈ C∞(R) with 0 ≤ χ ≤ 1
and χ(r) = 1 (r ≤ r1/3) and χ(r) = 0 (2r1/3 ≤ r). Noting that (7.2) and (7.4) yield
−ϕ̃(r, θ; q) ≥ C1|s̃(r, θ) − p| ≥ C1r, and r1/3 ≤ r ≤ |s̃(r, θ) − p| ≤ 2r0 for χ(r) � 1, we obtain

|J(λ; q) − J0(λ; q)| ≤ C
∫ 2r0

r1/3

∫ 2π

0

e−C1μrrdrdθ
r1/3

≤ Ce−3−1C1r1μ,(7.22)

where

J0(λ; q) =
∫ ∞

0

∫ 2π

0
eλϕ̃(r,θ;q)χ(r)

h̃(r, σ)
|s̃(r, θ) − p|rdrdθ.

For J0(λ; q), noting r/|s̃(r, θ) − p| = 1/
√

1 + r−2(g̃(r, θ))2 is C1 function near r = 0 and
χ(r)h̃(·, θ) ∈ C1

0([0, r1)), we use integration by parts and obtain

J0(λ; q) =
∫ 2π

0

∫ ∞

0

1
λ∂rϕ̃(r, θ; q)

∂r
(
eλϕ̃(r,θ;q)) χ(r)h̃(r, θ)√

1 + r−2(g̃(r, θ))2
drdθ

= −
∫ 2π

0

1
λ∂rϕ̃(0, θ; q)

h̃(r, θ)√
1 + r−2(g̃(r, θ))2

∣∣∣∣
r=0

dθ

− 1
λ

∫ 2π

0

∫ ∞

0
eλϕ̃(r,θ;q) ∂

∂r

( 1
∂rϕ̃(r, θ; q)

h̃(r, θ)√
1 + r−2(g̃(r, θ))2

)
drdθ.

Noting that ϕ̃(r, θ; q) ≤ −C1r, g̃(r, θ) = O(r2) and h̃(0, θ) = h(0) in the above equality, and
combining them with (7.22) we obtain∣∣∣∣J(λ; q) − 1

λ
h(0)

∫ 2π

0

−1
∂rϕ̃(0, θ; q)

dθ
∣∣∣∣ ≤ Cμ−2(7.23)

(q ∈  ±(p), λ ∈ Cδ0 , μ = Re λ ≥ μ0)

for some constant μ0 > 0.
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Here we also consider the case q ∈ ∂D with |(q − p) · νp| ≥ 3r0. In this case, (7.23) also
holds. Indeed, since |q − p| ≥ 3r0 > 0, it follows that

inf
|(q−p)·νp |≥3r0,q∈∂D

|(q − p) · νp|
|q − p| = δ > 0.

Hence, as is in the case of y ∈  ±(p), we obtain ∂rϕ̃(r, θ; q) ≤ −δ2/4 for (r, θ) ∈ [0, r1] ×
[0, 2π] with some constant 0 < r1 ≤ 2r0 independent of q ∈ ∂D with |(q − p) · νp| ≥ 3r0.
Note that

|q − s(σ)| ≥ |q − p| − |p − s(σ)| ≥ |(q − p) · νp| − |p − s(σ)| ≥ r0 (σ ∈ U)

since σ ∈ U implies |p − s(σ)| ≤ 2r0. From these facts, and (i) and (ii) of Lemma 7.6 as
δ = r0, we obtain −ϕ̃(r, θ; q) ≥ c0r. Hence, we can show (7.23) similarly to the case of
q ∈  ±(p).

We choose θ0 ∈ [0, 2π) satisfying cos θ0 = β
−1α1 and sin θ0 = β

−1α2. Then ∂rϕ̃(0, θ; q) =
−(1 + β cos(θ − θ0)) holds. Thus, from (7.23) to obtain Lemma 7.8, it suffices to show∫ 2π

0

−1
∂rϕ̃(0, θ; q)

dθ =
∫ 2π

0

1
1 + β cos(θ − θ0)

dθ =
2π√

1 − β2
=

2π
|α3| .(7.24)

If β = 0, it is obvious since |α3| = 1. If 0 < β, using cos θ = (eiθ + e−iθ)/2, we can reduce the
integral in (7.24) to∫ 2π

0

1
1 + β cos(θ − θ0)

dθ =
∫ 2π

0

1
1 + β cos θ

dθ =
1
i

∫
|ζ |=1

2
βζ2 + 2ζ + β

dζ.

We write the roots γ± = −β−1 ± √
β−2 − 1 of ζ2 + 2β−1ζ + 1 = 0. From 0 < β < 1 it follows

that γ− < −1 < γ+ < 1. Hence residue theorem implies that

1
i

∫
|ζ |=1

2
βζ2 + 2ζ + β

dζ =
2
iβ

2πi
1

γ+ − γ− =
2π√

1 − β2
,

which yields (7.24). This completes the proof of Lemma 7.8. �
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