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Abstract
In this note we study lower bounds of energy growth for solutions to wave equa-

tions which arecompact in spaceperturbations of the wave equation�2
t u�1u D 0.

Assuming that there exists a null bicharacteristic (x(t),� (t)), parametrized by the time
t , such thatx(t) remains inside a ball and� (t) outside a ball fort � 0 we prove that
the solution operatorR(t) is bounded from below by constant times

p

j� (t)j=j� (0)j in
the operator norm. We apply this result to examples constructed by the same idea as
in Colombini and Rauch [1] and show that there exist compact in space perturbations
which cause exp(ct�) growth of the energy for any given 0� � � 1.

1. Introduction

In this note we are interested in lower bounds of energy growth for solutions to

(1.1) �

2
t u �

n
X

i , jD1

�xi (ai j (t, x)�x j u) D 0

whereai j (t, x) D a j i (t, x) are smooth with bounded derivatives of all orders such that

(1.2)

8

�

�

<

�

�

:

ai j (t, x) D Æi j , jxj � R1,

A�2
j� j

2
�

n
X

i , jD1

ai j (t, x)�i � j � A2
j� j

2, (t, x) 2 R1Cn

with someR1 > 0, A> 0, that is, (1.1) is acompact in space perturbationof the wave
equation�2

t u �1u D 0.
There are many detailed studies about upper and lower boundsof energy of solutions

to wave equationsai j (t, x) D ai j (x) with lower order terms. We refer to [8] for compact
manifolds without boundary case and [6] for compact manifolds with boundary case.

In the case thata(t, x) depends only ont , and hence not compact in space per-
turbation, there are also many results about lower bounds ofenergy, see for example
[3], [10], [2], [9].
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In compact in space perturbation case, in Colombini and Rauch [1] they have stud-
ied an example which would give exponentially growing solutions. Unfortunately the
proof there is not complete because there is no null bicharacteristic which is periodic
and amplifying at the same time (see Remark below). Nevertheless essentially the same
type examples gives not only exponentially but also expt� (0< � < 1) growing solu-
tions. To prove this we first formulate a result, in terms of a null bicharacteristic, which
gives a lower bound of energy (Theorem 1.1). Then we apply this result to these ex-
amples to get the desired growth of energy (Theorems 1.2 and 1.3).

In what follows we put

a(t, x, � ) D
n
X

i , jD1

ai j (t, x)�i � j .

Denote byH the Hilbert space which is the completion ofC1

0 (Rn) with respect to
the norm

kuk2
H D

Z

R

n

n
X

iD1

j�xi uj
2 dx D

Z

R

n

jruj2 dx.

Let R(t, 0) be the solution operator defined by

C1

0 (Rn) � C1

0 (Rn) 3

�

u(0, � )
�tu(0, � )

�

7!

�

u(t, � )
�tu(t, � )

�

2 C1

0 (Rn) � C1

0 (Rn)

which extends uniquely to bounded operator inH � L2. We first give a simple upper
bound on the possible growth ofkR(t, 0)kHom(H�L2);

Proposition 1.1. We have

kR(t, 0)kHom(H�L2) � C exp

�

1

2

Z t

0

�

sup
x,�

j�ta(� , x, � )j

a(� , x, � )

�

d�

�

with some C> 0.

We now investigate lower bounds onkR(t, 0)kHom(H�L2). We assume that there is a
bicharacteristic (x(t), � (t)) of

p

a(t, x, � ) or �
p

a(t, x, � ) with � (t) ¤ 0;

(1.3)
dx

dt
D �

�

��

p

a(t, x, � ),
d�

dt
D �

�

�x

p

a(t, x, � )

such that

(1.4) jx(t)j � C�, j� (t)j � c�

with someC�

> 0, c� > 0 for t � 0. Then we have
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Theorem 1.1. Assume that there is a bicharacteristic verifying(1.4). Then there
is a positive constant C such that

kR(t, 0)kHom(H�L2) � C exp

�

1

4

Z t

0

�ta

a
(� , x(� ), � (� )) d�

�

� C A�1

s

j� (t)j

j� (0)j
.

REMARK . It will be observed in the remark in section 4 that ifjx(t)j remains in
a bounded set fort � 0 then we have

Z t

0

�ta

a
(� , x(� ), � (� )) d� D log

a(t, x(t), � (t))

a(0, x(0), � (0))

and hence
Z t

0

�ta

a
(� , x(� ), � (� )) d� !1, t !1

is equivalent to limt!1

j� (t)j D 1. In particular, if � (t) is periodic in t then The-
orem 1.1 gives no information about energy growth.

We now construct examples following Colombini and Rauch [1]to which one can
apply Theorem 1.1 to get lower bounds onkR(t, 0)kHom(H�L2). Our construction works
in all dimensionsn � 2 though we present only the casenD 2 for simplicity. Consider
the wave equation

(1.5) �

2
t u �

2
X

iD1

�xi (a(t, x)�xi u) D 0

that is,a12D a21D 0 anda11D a22D a(t,x) which is smooth with bounded derivatives
of all orders and

(1.6) C�1
� a(t, x) � C, (t, x) 2 R1C2, a(t, x) D 1 when jxj � 2

with someC > 0.

Theorem 1.2. For any non-negative bounded measurable functionÆ(t) on [0,1)
and for any� > 0 there exists a(t,x) satisfying(1.6) such that for the associate solution
operatorR to (1.5) we have

C1 exp

�

Z t

0
Æ(� ) d�

�

� kR(t, 0)kHom(H�L2)

� C2 exp

�

(2C �)
Z t

0
Æ(� ) d�

�
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with some Ci > 0 independent of�.

If we impose some conditions onÆ(t) the upper bound of energy growth in Theorem 1.2
can be improved. Denote byH1 the usual Sobolev spaceH1(Rn) then

Theorem 1.3. Let Æ(t) be a smooth non-negative bounded function on[0,1) such
that Æ0(t) � 0, Æ00(t) � 0. Then there exists a(t, x) verifying (1.6) such that for the asso-
ciate solution operatorR(t, 0) to (1.5) we have

C1 exp

�

Z t

0
Æ(s) ds

�

� kR(t, 0)kHom(H1
�L2

IH�L2)

� C2 exp

�

Z t

0
Æ(s) ds

�

with some constants Ci > 0.

Let us takeÆ(t) D (1� �)(1C t)�� , 0� � < 1. Then Theorem 1.3 shows that there is
an a(t, x) satisfying (1.6) such that the solution operatorR(t, 0) verifies

C1e(1Ct)1��
� kR(t, 0)kHom(H1

�L2
IH�L2) � C2e(1Ct)1��

.

If we chooseÆ(t) D m(1C t)�1, m> 0 then from Theorem 1.3 one can find ana(t, x)
with (1.6) such that the associateR(t, 0) satisfies

C1(1C t)m
� kR(t, 0)kHom(H1

�L2
IH�L2) � C2(1C t)m.

2. Preliminaries

Let c(x, y, � ) 2 C1(R3n) verify for any l 2 N

(2.1) j�

�

�

�

�

x �


y c(x, y, � )j � C
�� l h�i

m�j�j
hx � yi2l

hyi�l
hxi�l , 8�, �,  .

We define Op(c) by

Op(c)u(x) D
Z

ei (x�y)�c(x, y, � )u(y) d� dy.

Let us denoteg D jdxj2C h�i�2
jd� j2 and by S(w, g) the set of alla(x, � ) 2 C1(R2n)

verifying

j�

�

�

�

�

x a(x, � )j � C
��

w(x, � )h�i�j�j, 8�

(see [4]). We assume that a positive functionw(x, � ) is g continuous and� , g tem-
perate (see [4]). Fora(x, � ) 2 S(w, g) we define

Opt (a)u(x) D
Z

ei (x�y)�a((1� t)x C ty, � )u(y) d� dy.
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Lemma 2.1. Let c verify(2.1) and letOp(c)DOp1=2(b)DOpw(b). Then we have
b 2 S(h�imhxi�k, g) for any k2 N. If b 2 S(h�imhxim

0

, g) with m< 0, m0

< 0 then
Opw(b) is compact in L2(Rn).

Proof. Let us write Op(c) D Opw(b) D B. Recall thatb(x, � ) is given by

b(x, � ) D
Z

ei (��� )�c

�

x C
�

2
, x �

�

2
, �

�

d� d�

(see for example [7]). We first show that

(2.2) b(x, � ) 2 S(h�imhxi�k, g)

for any k 2 N. To see this we consider

�

�

�

�

�

x bD
X

�

0

C�

00

D�

�!

�

0! � 00!

Z

ei��
�

�

�

�

�

0

x �
�

00

y c

�

x C
�

2
, x �

�

2
, �C �

�

d� d�

D

X

�

0

C�

00

D�

�!

�

0! � 00!

Z

ei��
hD

�

i

N
h�i

�N
hD

�

i

M
h�i

�M

� �

�

�

�

�

0

x �
�

00

y c

�

x C
�

2
, x �

�

2
, �C �

�

d� d� .

Noting that

h�C �i

m�j�j
� CjmjCj�j

h�i

m�j�j
h�i

jmjCj�j

we see that

j�

�

�

�

�

x bj � C
��l N

Z

h�i

m�j�j
h�i

�NC2l
h�i

�MCjmjCj�j

�

�

x �
�

2

�

�l �

x C
�

2

�

�l

d� d� .

Since Cl hxi�l
� hx � �=2i�l

hx C �=2i�l we get the desired assertion choosingM �

nC 1C jmj C j�j, N � nC 1C 2l .
We turn to the second assertion. Assume thatb(x, � ) 2 S(h�imhxim

0

, g). Since
B�B D Opw(Nbb) and Nbb2 S(h�i2m

hxi2m0

, g) we see

(B�B)N
D Opw(bN), bN 2 S(h�i2Nm

hxi2Nm0

, g).

We remark that the kernelKN(x, y) of Opw(bN) is in L2(R2n) taking N large. Indeed

jKN(x, y)j D

�

�

�

�

Z

ei (x�y)�
hx � yi�L

hD
�

i

LbN

�

x C y

2
, �

�

d�

�

�

�

�

� CLhx C yi2Nm0

hx � yi�L
Z

h�i

2Nm d�
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which provesKN(x, y) 2 L2(R2n) choosing N, L so that 2Nm0

< �n=2, L > n=2,
2Nm< �n. Thus (B�B)N is compact inL2(Rn) and henceB is also compact inL2(Rn).

Lemma 2.2. Let ai (x,� ) 2 S(h�imi ,g) and assume that��x ai (x,� )D 0 for jxj � R
if � ¤ 0. Then we have

a1 # a2 D
X

j�C�j<N

(�1)j�j

(2i )j�C�j�! �!
a(�)

1(�)a
(�)
2(�) C r N , r N 2 S(h�im1Cm2�N

hxi�1, g)

where a(�)
(�) D �

�

�

�

�

x a(x, � ). In particular for a1 D a2 D a 2 S(h�im, g) we have

a # a D a2
C r , r 2 S(h�i2m�2

hxi�1, g).

Proof. Recall that one has Opw(a1) Opw(a2) D Opw(a1 # a2) D Opw(b) with

b(x, � ) D 22n
Z

e2i QzQ��2i z�a1(x C Qz, � C �)a2(x C z, � C Q�) dz d� d Qz dQ�.

Applying the Taylor formula and making integration by partsit suffices to estimate
terms such as

(2.3)

Z

e2i QzQ��2i z�
�

�

�

�

�

x a1(x C Qz, � C �1�)

� �

�

�

�

�

x a2(x C z, � C �2 Q�) dz d� d Qz dQ�

where j� C �j D N and j�i j � 1. Since we havehxi � ChQzi if � ¤ 0 and hxi � Chzi
if � ¤ 0 on the support of the integrand then the oscillatory integral (2.3) defines a
symbol in S(h�im1Cm2�N

hxi�1, g).

3. Reduction

We are concerned with the Cauchy problem

(3.1)

8

�

<

�

:

D2
t u �

n
X

i , jD1

Dxi (ai j (t, x)Dx j u) D 0,

u(0, x) D �(x) f (x), Dtu(0, x) D �(x)g(x)

where f 2 H1(Rn), g 2 L2(Rn) and �(x) 2 C1

0 (Rn) with �(x) D 1 on jxj � C�. We
assume thatai j (t,x) verifies (1.2) and hence�k

t �
�

x ai j (t,x) are bounded inR�{jxj � R1}.
Let us set

h(t, x, � ) D
s

X

i , j

ai j (t, x)�i � j C  (� )
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where 0�  (� ) 2 C1

0 (Rn) with  (� ) D 1 near the origin and (� ) D 0 for j� j � c�.
Since

Opw
 

X

i , j

ai j (t, x)�i � j

!

D

X

i , j

Dxi ai j (t, x)Dx j C 4�1
X

�xi �x j ai j (t, x)

we have withH D Opw(h) that

X

i , j

Dxi ai j (t, x)Dx j D H2
C bw �  (D), b 2 C1(RI S(hxi�1, g))

by Lemma 2.2. WritingbD (b=h) # hC r 0 with r 0 2 S(h�i�1
hxi�1, g) one has

X

i , j

Dxi ai j (t, x)Dx j u D H (Hu)C B0HuC R0u �  (D)u

where B0, R0

2 C1(RI S(h�i�1
hxi�1, g)). On the other hand one can write

Dt h D

�

Dt h

h

�

# hC b00 # hC r 00, b00, r 00 2 C1(RI S(h�i�1
hxi�1, g))

from Lemma 2.2 and hence

Dt (Hu) D H DtuC

�

Dt h

h

�

w

HuC B00HuC R00u

with B00, R00

2 C1(RI S(h�i�1
hxi�1, g)). Thus the equation (3.1) can be written with

U D (Hu, Dtu) (whereu is the solution to (3.1)) as

(3.2) DtU D

�

0 H
H 0

�

U C BU C R1uC R2u,

with R1 2 C1(RI S(h�i�1
hxi�1, g)) where

B D

0

�

�

Dt h

h

�

w

0

0 0

1

A

C B
�1, B

�1 2 C1(RI S(h�i�1
hxi�1, g))

and R2 D R2(� ) vanishes outside a neighborhood of the origin. FixT > 0 and con-
sider the Cauchy problem in the strip [0,T ] � Rn. From the finite propagation speed,
choosing Q� 2 C1

0 (Rn) so that

suppx u(t, � ) � {x j Q�(x) D 1}, 0� t � T

we haveR2u D R2 Q�u and note thatR2 Q� 2 C1([0, T ]I S(h�i�1
hxi�1, g)).
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Lemma 3.1. Let k(t,x,� ) 2 C1([0,T ]IS(h�i�1
hxi�1,g)) and K(t)D Opw(k). Then

the mapping

H1
� L2

3 ( f, g) 7! K (t)u(t) 2 C0([0, T ]I L2)

is compact.

Proof. Let (fn, gn) 2 H1
� L2 be bounded inH1

� L2. Then it is clear from the
energy inequality for the wave equation (3.1) that

khDiun(t)k C kDtunk � C, 0� t � T

with C independent ofn. From this we havekun(t 0)�un(t)k � Cjt 0� t j. SincekK (t 0)�
K (t)kHom(L2) � C0

jt 0� t j for t 0, t 2 [0, T ] by the assumption it is clear that{K (t)un(t)}
is an equi-continuous sequence. It is also clear that{K (t)un(t)} is uniformly bounded
in C0([0, T ]I L2). Since for eacht 2 [0, T ], {K (t)un(t)} contains a convergent (in
L2) subsequence, then Ascoli-Arzela theorem implies that we can take a subsequence
{K (t)unk (t)} which converges inC0([0, T ]I L2).

Let us consider the solutionV(t) to the Cauchy problem

(3.3) Dt V D

�

0 H
H 0

�

V C BV, V(0)D U (0)D

�

H (0)u(0)
Dtu(0)

�

.

Then from the energy inequality for the hyperbolic system (3.3) it follows that with
RD R1 C R2

kU (t) � V(t)k � C
Z t

0
kR Q�u(s)k ds, t 2 [0, T ].

Thanks to Lemma 3.1 this proves that the mapping:H1
� L2

3 ( f, g) 7! U (t)� V(t) 2
L2
� L2 is compact.
Let us denote byR(t, 0) the solution operator;

R(t, 0)W (u(0), Dtu(0)) 7! (u(t), Dtu(t))

of the Cauchy problem

8

�

<

�

:

D2
t u �

n
X

i , jD1

Dxi (ai j (t, x)Dx j u) D 0,

u(0, x) D f (x), Dtu(0, x) D g(x)

so thatU (t) D
�

H (t) 0
0 1

�

R(t, 0)�
�

f
g

�

. Then we conclude that

�

f
g

�

7!

�

H (t) 0
0 1

�

R(t, 0)�

�

f
g

�

� V(t)
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is compact in Hom(H1
�L2

IL2
�L2). Denoting byT (t,0) the solution operator to (3.3)

T (t, 0)W V(0) 7! V(t)

we see that
�

H (t) 0
0 1

�

R(t, 0)� � T (t, 0)

�

H (0) 0
0 1

�

�

is compact. Let us set

H�1(t) D Opw(h�1(t, x, � ))

and note thatH�1(t) is bounded in Hom(L2
IH1) with a bound independent oft . From

Lemma 2.2 we seeH�1H D 1Cr w with r 2 C1(RIS(h�i�2
hxi�1,g)), which is compact

in Hom(L2
I H1) by Lemma 2.1, and hence we see that

(3.4) R(t, 0)� �

�

H�1(t) 0
0 1

�

T (t, 0)

�

H (0) 0
0 1

�

�

is compact inH1
� L2.

We diagonalize the system (3.3) up to zero-th order term. Letus set

T D T0 C T
�1 D

�

1 1
1 �1

�

C

0

B

B

�

�

Dt h

2h2

�

w

0

0 �

�

Dt h

2h2

�

w

1

C

C

A

where Dt h=2h2
2 S(h�i�1

hxi�1, g). Let us put

3 D 31 C30 D H

�

1 0
0 �1

�

C

�

Dt h

2h

�

w

�

1 0
0 1

�

then, noting thatT
�1 2 C1(RI S(h�i�1

hxi�1, g)), it is easy to check that

(3.5) Dt (T V) D 3T V C RV, R 2 C1(RI S(h�i�1
hxi�1, g)).

Let W(t) be the solution to

(3.6) Dt W D 3W

with W(0)D T(0)V (0). Then from the energy inequality we have

kT(t)V(t) �W(t)k � C
Z t

0
kR(s)V(s)k ds.
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From the same arguments proving Lemma 3.1 it follows that theoperator

V(0) 7! T(t)V(t) �W(t)

is compact inL2
�L2. Let us denote byS(t,0) the solution operator of the system (3.6)

S(t, 0)W W(0) 7! W(t)

then we conclude that

T(t)T (t, 0)� S(t, 0)T(0)

is compact inL2
� L2. SinceT�1

0 T(t) D I C R, R2 C1(RIS(h�i�1
hxi�1, g)) and hence

we see that

T (t, 0)� T�1
0 S(t, 0)T(0)

is compact. Inserting this into (3.4) we get

Proposition 3.1. Let � 2 C1

0 (Rn). Then

R(t, 0)� �

�

H�1(t) 0
0 1

�

T�1
0 S(t, 0)T(0)

�

H (0) 0
0 1

�

�

is compact in H1
� L2.

4. Lower bounds (proof of Theorem 1.1)

In this section we essentially follow the arguments in [8]. Recall that the sys-
tem (3.6) consists of uncoupled two single equations so thatS(t, 0) is diagonal. Let
us consider

(4.1) DtU D 31U

and denote byU (t, s) the solution operator

U (t, s) W U (s) 7! U (t).

Note thatU (t, s) is unitary becauseH�

D H . Let us put

P(t) D S(t, 0)�(x)U (0, t) D diag(P1(t), P2(t)).

SinceU (t, s) satisfiesDtU (0, t) D �U (0, t)31(t) it is easy to see

(4.2)

8

�

�

<

�

�

:

Dt P1(t) D [H, P1] C

�

Dt h

2h

�

w

P1, P1(0)D �(x),

Dt P2(t) D �[H, P2] C

�

Dt h

2h

�

w

P2, P2(0)D �(x).
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Since the arguments is the same for the second equation, we consider the first equation.
Writing P1 D P it yields

(4.3)

8

<

:

Dt P(t) D [H, P] C

�

Dt h

2h

�

w

P,

P(0)D �(x).

Following [11] we look for Q(t) D Opw(q), q(t, x, � ) 2 S(1, g) solving the equation
(4.3). Thenq must satisfy

(4.4) �tq D {h, q} C
�t h

2h
q, q(0, x, � ) D �(x).

Lemma 4.1. There is a solution q(t, x, � ) 2 C1(RI S(1, g)) to (4.4) such that
q(t, x, � ) vanishes outside some compact set in x and hence

q(t, x, � ) 2 C1([0, T ]I S(hxi�1, g))

for any T> 0.

Proof. Let (X(t), 4(t)) be a bicharacteristic of�h(t, x, � ), that is

(4.5)

8

�

�

<

�

�

:

d

dt
X(t) D �

�h

��

(t, X, 4), X(s) D x,

d

dt
4(t) D

�h

�x
(t, X, 4), 4(s) D � .

Then from the ellipticity ofh it is not difficult to check that

X(t I x, � ) 2 S(1, g), 4(t I x, � ) 2 S(h�i, g).

From
d

dt
q(t, X(t), 4(t)) D

�t h

2h
(t, X(t), 4(t))q(t, X(t), 4(t))

we have

(4.6) q(s, x, � ) D exp

�

Z s

0

�t h

2h
(� , X(� ), 4(� )) d�

�

�(X(0)).

From this we conclude thatq(t, x, � ) 2 C1(RI S(1, g)). Since jd X(t)=dtj D
j(�h=�� )(t, X, 4)j � C and �(x) has compact support it is clear that for eacht ,
q(t, x, � ) vanishes outside some compact setjxj � Ct . This proves the assertion.
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Let us set

Q(t) D Opw(q(t, x, � )).

Then by Lemma 2.2 we have

Dt Q D [H, Q] C

�

Dt h

2h

�

w

QC R, R 2 C1(R, S(h�i�1
hxi�1, g)).

We remark that

(4.7)
d

dt
log h(t, X(t), 4(t)) D

�t h

h
(t, X(t), 4(t))

which follows from (4.5). Since�t h=hD �ta=2a for j� j � c� and�(x)D 1 for jxj � C�

it follows from (4.6) and (4.7) that

(4.8)

q(t, X(t), 4(t)) D exp

�

Z t

0

�ta

4a
(� , X(� ), 4(� )) d�

�

D

4

s

a(t, X(t), 4(t))

a(0, X(0),4(0))
� A�1

s

j4(t)j

j4(0)j

provided jX(t)j � C� and j4(t)j � c� for t � 0.

REMARK . From (4.7) it follows that

Z t

0

�ta

a
(� , X(� ), 4(� )) d� D log

a(t, X(t), 4(t))

a(0, X(0),4(0))
.

With S(t, s) D diag(S1(t, s),S2(t, s)), U (t, s) D diag(U1(t, s),U2(t, s)) we recall that
P(t) D S1(t, 0)�(x)U1(0, t). Following [11] we estimate the differenceP(t) � Q(t).
Since (P(t) � Q(t))U1(t, 0)D S1(t, 0)�(x) � Q(t)U1(t, 0) setting with f 2 L2

u(t) D S1(t, 0)�(x) f , v(t) D Q(t)U1 f

we have

(4.9) Dt (u � v) D (H C (Dt h=2h)w)(u � v) � R(t)U1(t, 0) f .

From the energy inequality (see for example Theorem 23.1.2 in [4]) for any T > 0
there isC > 0 such that

ku(t) � v(t)k � C
Z t

0
kR(s)U1(s, 0) f k ds, t 2 [0, T ].
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SincekhDi�1U1(t, 0) f �hDi�1U1(t 0, 0) f k � Cjt� t 0jk f k, from the proof of Lemma 3.1
it follows that L2

3 f 7! R(t)U1(t, 0) f 2 C0([0, T ]I L2) is compact. SinceU1(t, 0) is
unitary we conclude thatP(t)� Q(t) is compact inL2. Since�(D)Q(t) is compact in
L2 if

(4.10) �(� ) 2 C1

0 (Rn), �(� ) D 0, j� j �

c�

2

and hence�(D)P(t) is also compact inL2.
Assume that there is a bicharacteristic (x(t), � (t)) of �h(t, x, � ) satisfying (1.4).

Since h(t, x, � ) D
p

a(t, x, � ) for j� j � c� then from the homogeneity in� it is easy
to see that (x(t), �� (t)), � � 1 is also a bicharacteristic of�h(t, x, � ).

Let t > 0 be fixed. Sincej�� (t)j � R if c�� � R then we have

sup
j� j�R

sup
x
jq(t, x, � )j � sup

j� j�R
jq(t, x(t), � )j � jq(t, x(t), �� (t))j

D exp

�

Z t

0

�ta

4a
(� , x(� ), �� (� )) d�

�

D exp

�

Z t

0

�ta

4a
(� , x(� ), � (� )) d�

�

� A�1

s

j� (t)j

j� (0)j
.

Let us set

exp

�

Z t

0

�ta

4a
(� , x(� ), � (� )) d�

�

D G(t).

Noting Opw(q(t, x, � )) D Op0(q(t, x, � )) C K where K is compact inL2 we apply
Theorem 3.3 in [5] to conclude

kQ(t)kHom(L2)=K � G(t)

which proves that

kP(t)kHom(L2)=K � G(t).

Recalling thatU (0, t) is unitary we conclude that

(4.11) kS(t, 0)�kHom(L2)=K � G(t).

To prove Theorem 1.1 it suffices to show

Proposition 4.1. Let 8(� ) D 1��(� ) with �(� ) D 1 near � D 0 verifying (4.10).
Then there is a C> 0 such that

(4.12) k8(D)R(t, 0)�kHom(H1
�L2

IH1
�L2) � CG(t).
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Proof. Let us set

M(t) D

�

H�1(t) 0
0 1

�

T�1
0 , L D T(0)

�

H (0) 0
0 1

�

so that

R(t, 0)� � M(t)S(t, 0)L�

is compact inH1
� L2. Since

[L , � ] D

�

S(hxi�1, g) 0
S(hxi�1, g) 0

�

C S(h�i�1
hxi�1, g)

and hence compact fromH1
� L2 to L2

� L2 then M(t)S(t, 0)[L , � ] is compact in
H1

� L2. Thus we see thatR(t, 0)� � M(t)S(t, 0)�L is compact inH1
� L2. Hence

one can write

8(D)R(t, 0)� D 8(D)M(t)S(t, 0)�L C QK

where QK is compact in H1
� L2. Since [8(D), M(t)] 2 S(h�i�2

hxi�1, g) we get
8(D)R(t, 0)� � M(t)8(D)S(t, 0)�L is compact inH1

� L2. Since�(D)S(t, 0)� is
compact inL2 we conclude that

8(D)R(t, 0)� D M(t)S(t, 0)�L C OK

where OK is compact inH1
� L2. We denote

M�1(t) D T0

�

H (t) 0
0 1

�

, L�1
D

�

H�1(0) 0
0 1

�

T�1
0

so that we have

M�1(t)M(t) D I C K1, LL�1
D I C K2, K i 2 S(h�i�1

hxi�1, g).

Thanks to Lemma 2.1 we see thatK i are compact inL2. Consider

M�1(t)[M(t)S(t, 0)�L C OK ]L�1

D (I C K1)S(t, 0)�(I C K2)C K3 D S(t, 0)� C K4

where K3 and K4 are compact inL2. From (4.11) it follows that

G(t) � kS(t, 0)� C K4kHom(L2
�L2)

D kM�1(t)[M(t)S(t, 0)�L C OK ]L�1
kHom(L2

�L2)



LOWER BOUNDS OF ENERGY GROWTH 1079

� kM�1(t)kHom(H1
�L2

IL2
�L2)kM(t)S(t, 0)�L C OKkHom(H1

�L2
IH1

�L2)

� kL�1
kHom(L2

�L2
IH1

�L2)

� CkM(t)S(t, 0)�L C OKkHom(H1
�L2

IH1
�L2)

where we note thatC is independent oft . This proves (4.12).

To prove Theorem 1.1 note that8(� ) vanishes near� D 0 and hencek8(D)ukH1
�

CkukH. Thus it follows from (4.12)

kR(t, 0)�kHom(H�L2) � C0G(t)

which proves Theorem 1.1.

REMARK . Let �(t) be any positive function such that�(t)=G(t) ! 0 as t !1.
Then from (4.12) and the uniform boundedness principle it follows that there exists
( f, g) 2 H1

� L2 such that

lim sup
t!1

�(t)�1
kR(t, 0)� t ( f, g)kH1

�L2
D1.

Note that the initial data� t ( f, g) D t (� f, �g) has compact support which is a main
difference from Theorem 1 in [10].

5. Proof of Theorems 1.2 and 1.3

In this section we construct examples to which one can apply Theorem 1.1 and
we prove Theorems 1.2 and 1.3. We follow the construction given by Colombini and
Rauch in [1] and generalize it a little bit. We first check Proposition 1.1.

Let E(t) denote the standard energy;

E(t) D
Z

R

n

(

j�tuj
2
C

n
X

i , jD1

ai j (t, x)�xi u�x j Nu

)

dx.

Then for any initial data inC1

0 (Rn) it is easy to see

d

dt
E(t) D

Z

R

n

n
X

i , jD1

�tai j (t, x)�xi u�x j Nu dx

� sup
x,�

j�ta(t, x, � )j

a(t, x, � )

Z

R

n

(

n
X

i , jD1

ai j (t, x)�xi u�x j Nu

)

dx

�

�

sup
x,�

j�ta(t, x, � )j

a(t, x, � )

�

E(t)
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because

sup
�2C

n

Pn
i , jD1 �tai j (t, x)�i N� j
Pn

i , jD1 ai j (t, x)�i N� j
D sup

�2R

n

Pn
i , jD1 �tai j (t, x)�i � j
Pn

i , jD1 ai j (t, x)�i � j

which proves the assertion since

A�2
Z

R

n

jruj2 dx �
Z

R

n

(

n
X

i , jD1

ai j (t, x)�xi u�x j Nu

)

dx � A2
Z

R

n

jruj2 dx

for all t 2 R.
In what follows we takenD 2 while the same argument works in the generaln �

2. To apply Theorem 1.1 we look fora(t, x) such that the hamiltonian�
p

a(t, x)j� j
admits a bicharacteristic (x(t), � (t)) such thatj� (t)j is away from zero whilejx(t)j re-
mains to be bounded whent !C1;

(5.1)

8

�

�

<

�

�

:

d

dt
x(t) D �

�(
p

a(t, x)j� j)

��

,

d

dt
� (t) D �

�(
p

a(t, x)j� j)

�x
.

Using the standard identificationC 3 uC i v 7! (u,v) 2 R2 of R2 with the complex
plane we write

x D rei � , � D �ei� .

Let Æ(t) be a smooth function onR with bounded derivatives of all order. Motivated
by [1] we choosea(t, x) D a(t, r, �) so that

(5.2)
p

a(t, r, �) D exp

�

�(r )(r � 1� 2Æ(t) f

�

� � t �
�

2

��

where�(r ) 2 C1

0 (R), 0� �(r ) � 1 which is zero nearr D 0 and identically equal to
1 on a small neighborhood ofr D 1. Here f (t) 2 C1(R) is 2� periodic verifying

(5.3) f (0)D 0, f 0(0)D 1.

To simplify notations let us writeh(t, r, �) D
p

a(t, r, �) then the Hamilton equation
(5.1) with the hamiltonian�

p

aj� j D �h(t, r, �)� yields

(5.4)

8

�

�

�

�

�

�

<

�

�

�

�

�

�

:

d

dt
r D �h cos (� � �),

d

dt
� D

h

r
sin (� � �),

d

dt
� D �

�h

�r
sin (� � �)C

1

r

�h

��

cos (� � �)
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and

(5.5)
d

dt
� D �

�

�h

�r
cos (� � �)C

1

r

�h

��

sin (� � �)

�

.

Lemma 5.1. Let a(t, r, �) be given by(5.2). Then �(t) D t C �=2, �(t) D t ,
r (t) D 1 solve (5.4). Moreover we have

�(t) D �(0) exp

�

2
Z t

0
Æ(s) ds

�

.

Proof. Since (�h=�r )(t,1,�(t))D h(t,1,�(t)) the first assertion is clear from (5.3).
Note that when�(t) D t C �=2, �(t) D t , r (t) D 1 we have from (5.5) that

d

dt
� D ��

�h

��

(t, 1, �(t)) D 2Æ(t)�

which proves the assertion.

We now prove Theorem 1.2. Suppose thatÆ(t) is given. Take�1(t) 2 C1

0 (R) such
that 0� �1(t) � 1 verifying

R

�1(t)dt D 1, �1(t) D 1 for jt j � 1=4 and�1(t) D 0 for

jt j � 3=4. Define QÆ(t) by

Q

Æ(t) D
Z

�1(t � s)Æ(s) ds

then it is easy to see that

(5.6)

8

�

�

<

�

�

:

C1 C

Z t

0
Æ(s) ds�

Z t

0

Q

Æ(s) ds� C1 C

Z t

0
Æ(s) ds,

Z t

0
j

Q

Æ

0(s)j ds� C2

Z t

0
Æ(s) dsC C3

with some constantsCi independent oft � 0. For any given� > 0 small it is clear
that one can find a 2� periodic f (t) verifying (5.3) such that

(5.7) supj f 0(t)j � 1, supj f (t)j � � .

We define
p

a(t, r, �) by (5.2) with this f (t) and Æ(t) D Q

Æ(t). Choosing�(0)D 1, for
example, from Lemma 5.1 there exists a solution (x(t), � (t)) to the Hamilton system
(5.1) with a(t, x) such that

jx(t)j D 1, 8t 2 R,
j� (t)j

j� (0)j
D exp

�

2
Z t

0

Q

Æ(s) ds

�

,
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which clearly verifies (1.4). Applying Theorem 1.1, together with (5.6) we obtain the
lower bound of Theorem 1.2.

To get the upper bound we note that

j�ta(t, x)j

a(t, x)
� 4j QÆ0(t)j supj f j C 4QÆ(t) supj f 0j � 4� j QÆ0(t)j C 4QÆ(t).

Thus we have

(5.8)
Z t

0

�

sup
x

j�ta(s, x)j

a(s, x)

�

ds� 4
Z t

0

Q

Æ(s) dsC 4�
Z t

0
j

Q

Æ

0(s)j ds.

On the other hand from Proposition 1.1 it follows that

kR(t, 0)kHom(H�L2) � C1 exp

�

1

2

Z t

0

�

sup
x

j�ta(� , x)j

a(� , x)

�

d�

�

which, together with (5.6) and (5.8), proves the upper boundtaking� > 0 small enough.
We turn to the proof of Theorem 1.3. Assume thatu solves (1.5) with initial data

(u(0), �tu(0))D (�, ) wherea(t, x) is given by (5.2) with f verifying (5.7). We con-
sider a modified energy;

QE(t) D E(t)C �(t)Re(�tu, u)C  (t)kuk2

where

E(t) D
Z

R

2
(j�tuj

2
C a(t, x)jruj2) dx, (u, v) D

Z

R

2
uNv dx, kuk2

D (u, u).

Real valued functions�(t) and  (t) will be determined later. Noting

d

dt
E(t) � 4(�Æ0(t)� C Æ(t))

Z

R

n

a(t, x)jruj2 dx

we put �(t) D 4(�Æ0(t)� C Æ(t)). Since�2
t u D

P2
iD1 �xi (a(t, x)�xi u) we see

d

dt
QE � �k�tuk

2
C (� � �)

Z

R

n

ajruj2 dxC (� 0 C 2 ) Re(�tu, u)C  0kuk2

D �

QE C (� � 2�)
Z

R

n

ajruj2 dxC (� 0 C 2 � �2) Re(�tu, u)C ( 0 � � )kuk2.

We choose� D 2Æ and 2 D �

2
� �

0. Since � �2
=2 we have

(5.9) E(t) � 2 QE(t).
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Taking (5.9) into account we obtain

d

dt
QE � (�8Æ0� C 2Æ) QE C (6ÆÆ0 � Æ00 � 4Æ3)kuk2

where we remark thatÆ � 0, Æ0 � 0, Æ00 � 0 and hence

d

dt
QE(t) � (�8Æ0(t)� C 2Æ(t)) QE(t).

Thus we obtain

QE(t) � QE(0)e8�Æ(0) exp

�

2
Z t

0
Æ(s) ds

�

� Ck(�,  )k2
H1
�L2 exp

�

2
Z t

0
Æ(s) ds

�

for QE(0)� C0

k(�,  )k2
H1
�L2 with someC0

> 0. Thanks to (5.9) one obtains

(5.10) kR(t, 0)t (�,  )kH�L2
� C2k(�,  )kH1

�L2 exp

�

Z t

0
Æ(s) ds

�

.

On the other hand, from Proposition 4.1 it follows that

C1 exp

�

Z t

0
Æ(s) ds

�

� kR(t, 0)�kHom(H1
�L2

IH�L2)

which together with (5.10) proves the assertion.
We finally give a little bit more general examples than we tookin the proof of

Theorems 1.2 and 1.3. Let�(t), �(t), r (t) 2 C1(R) satisfy the followings;
(i) r , � are strictly positive onR,
(ii) �

0, r , � 0=� have bounded derivatives of all orders,
(iii) we have

sup
t2R

�

�

�

�

Z t

0
rei� ds

�

�

�

�

<1.

We put

Qa(t, x1, x2) D r (t)2{sin(r (t)�2 p1(t)(x1 � x1(t)))C 2}

� {sin(r (t)�2 p2(t)(x2 � x2(t)))C 2}

where, with the standard identification ofC andR2,

x(t) D (x1(t), x2(t)) D �2
Z t

0
rei� dsC x(0),

(p1, p2) D
2r

�

(� 0ei�
C i��0ei�).
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Then {x(t)I t 2 R} is contained in a compact set by the assumption (iii) andQa(t, x) is
smooth and inf

R

3
Qa(t, x) > 0.

Lemma 5.2. x(t) and� (t)D �(t)ei� solve the Hamilton equation with the hamilton-
ian �

p

Qaj� j.

Proof. SinceQa(t, x(t)) D 4r (t)2 the first equation of (5.1) follows easily. To check
the second equation of (5.1) it suffices to noterx Qa(t,x(t))D 2(p1(t), p2(t)) andd�=dt D
�=(2r )(p1, p2).

We definea(t, x) by

a(t, x) D �(x) Qa(t, x)C (1� �(x))

where�(x) 2 C1

0 (R2), 0� �(x) � 1 which is identically equal to 1 on a small neigh-
borhood of{x(t)I t 2 R}, for which one can apply Theorem 1.1 with (x(t), � (t)).

If we take r (t) D 1C e�t (t � 0), �(t) D t and x(0)D (1, 3) for instance, then we
see easily that

jx(t) � 2iei t
j D

p

2e�t

and hence the orbit{x(t)I t � 0} is not closed.
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