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Abstract
This paper concerns the Riemannian/Alexandrov geometry ofGaussian measures,

from the view point of theL2-Wasserstein geometry. The space of Gaussian mea-
sures is of finite dimension, which allows to write down the explicit Riemannian
metric which in turn induces theL2-Wasserstein distance. Moreover, its completion
as a metric space provides a complete picture of the singularbehavior of theL2-
Wasserstein geometry. In particular, the singular set is stratified according to the di-
mension of the support of the Gaussian measures, providing an explicit nontrivial
example of Alexandrov space with extremal sets.

1. Introduction

The universal importance of the Gaussian measures is evident in various fields. It
sets a starting point of partial differential equations of parabolic type, and needless to
say, it is central in the field of probability. The wide recognition of Wasserstein geom-
etry defined on the space of Borel measures on a given metric space, on the other hand,
is a more recent phenomenon, excited by some important advances made by Brenier
[4] and McCann [16] in the 90’s, and also implicit in Perelman’s work [23] on Ricci
flows (see also [13], [18], [29]).

This paper concerns the geometric structures of Gaussian measures, from the view
point of theL2-Wasserstein distance functionW2. The space of Gaussian measures is of
finite dimension, which allows to write down the explicit Riemannian metric which in
turn induces theL2-Wasserstein distance. This situation is rare since theL2-Wasserstein
geometry is derived from the global data of the underlying space (in the case of Gauss-
ian measures,Rd), which makes it difficult to transcribe into the local geometry. The fact
that the Wasserstein geometry involves some singular aspects is not surprising. Actually,
a measure whose support has zero Lebesgue measure (for example a Dirac measure), in
turn causes singularities in the Wasserstein sense. Hence it is expected that the language of
Alexandrov geometry is suited, and indeed much investigation has been done on the sub-
ject, which includes the recent works of Lott–Villani [14, 15] and Sturm [26, 27]. How-
ever the nature of singularity can be quite complicated, andoften the description of the
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complexity is incomplete. Restricting one’s attention to the space of Gaussian measures
once again provides a complete picture of the singular behavior of the L2-Wasserstein
geometry, due to the finite dimensional space of parameterization. In particular, the sin-
gular set is stratified according to the dimension of the support of the Gaussian measures,
providing an explicit nontrivial example of Alexandrov space with extremal sets first in-
troduced by Perelman–Petrunin [24]. Also one notes that thesingularity is closely related
to the dissipative behavior of the heat equation, which in this context can be regarded as
a gradient flow of a suitable functional (see [2], [25]). In this sense, the space of Gauss-
ian measures is a good testing ground for theL2-Wasserstein geometry, where the fields
of probability, partial differential equations, and Riemannian/Alexandrov geometry meet
and interact.

The probability measureN(m,V ) on Rd is called the Gaussian measure with mean
m and covariance matrixV if its density with respect to the Lebesgue measuredx is
given by

d N(m, V)

dx
D 1p

det(2�V)
exp

��1

2
hx �m, V�1(x �m)i�,

wherem is a vector inRd and V is the symmetric positive definite matrix of sized.
We denote the space of Gaussian measures onRd by N d. Let SymC(d,R) be the space
consisting of symmetric positive definite matrices of sized. The map

(1.1) N d ! Rd � SymC(d, R), N(m, V) 7! (m, V)

gives the differential structure onN d.
Otto [21] showed that the heat equation and the porous mediumequation can be

considered to be gradient flows in theL2-Wasserstein space of probability measures onRd equipped with theL2-Wasserstein metricW2. He introduced a formal Riemannian
metric on theL2-Wasserstein space. In addition, he obtained a formal expression of
its sectional curvatures, which implies that theL2-Wasserstein space has non-negative
sectional curvature. (We refer to [12], where Lott computedthe Levi-Civita connection
and curvature on theL2-Wasserstein space over a smooth compact Riemannian mani-
fold. See also Sturm’s result [26], which states that an underlying space is an Alexan-
drov space of non-negative curvature if and only if so is itsL2-Wasserstein space.)

McCann [16] showed thatN d is a totally geodesic submanifold in theL2-Wasserstein
space. Then it is natural to expect thatN d admits a Riemannian metric whose Riemannian
distance coincides with theL2-Wasserstein distance. We call such a Riemannian metric
L2-Wasserstein metric. We confirm in Section 2 that (N d, W2) is a product metric space
of the Euclidean spaceRd and (N d

0 , W2), whereN d
0 stands for the space of Gaussian

measures with mean 0. Since the geometry of the Euclidean spaceRd is trivial, we fix
meanm D 0 and analyze the geometryN d

0 . We shall denoteN(0, V) simply by N(V).
According to the differential structure onN d

0 , the tangent space ofN d
0 at each point can

be identified with the space Sym(d, R) of all symmetric matrices of sized. However, the
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natural coordinate (1.1) is somewhat unadapted to theL2-Wasserstein geometry. We give
the adapted one and analyze the value of theL2-Wasserstein metric in the coordinate.

Proposition A. On the space of Gaussian measures, the Riemannian metric g
given by

gN(V)(X, Y) D tr(XV Y)

for any tangent vectors X, Y in TN(V)N
d
0 D Sym(d, R) induces the L2-Wasserstein

distance.

We mention that theL2-Wasserstein metric is different from the Fisher metric. For
example, ford D 1, the space of Gaussian measures with the Fisher metric can be
regarded as an upper half plane with the hyperbolic metric (see [1]). Meanwhile, the
space of Gaussian measures with theL2-Wasserstein metric has non-negative sectional
curvature. This follows from the following formula for the sectional curvatures onN d

0

with the L2-Wasserstein metric. Namely, we verify Otto’s formula by restricting to a
finite dimensional, totally geodesic submanifoldN d

0 of the L2-Wasserstein space. We
denote the transpose of a matrixA by TA. Let [ � , � ] be the bracket product, that is,
[X, Y] D XY � Y X for matricesX, Y. Tangent vectorsX, Y at N(V ) are said to be
linearly independent if

qN(V )(X, Y) D gN(V)(X, X)gN(V)(Y, Y) � gN(V)(X, Y)2 ¤ 0.

Theorem B. Let g be the L2-Wasserstein metric onN d
0 , expressed by

gN(V)(X, Y) D tr(XV Y)

for any tangent vectors X,Y in TN(V)N
d
0 D Sym(d,R). For linearly independent tangent

vectors X, Y at N(V), the sectional curvature KN(V)(X, Y) is given by

KN(V)(X, Y)qN(V )(X, Y) D 3

4
tr(([Y, X] � S)V T([Y, X] � S)),

where the matrix S is a symmetric matrix so that([Y, X] � S)V is anti-symmetric.

The formulae of sectional curvatures on theL2-Wasserstein space which have been
derived in [12], [21] are quite difficult to compute. Howeverour formula of sectional
curvatures onN d is easily computable in terms of matrices. We moreover show that
N d has a cone structure. To prove it, we construct the completion of N d

0 as a met-

ric space, denoted byN d
0 , in Section 4. (N d

0 is not complete with respect to the

L2-Wasserstein distance.) The spaceN d
0 is identified with the set Sym(d, R)�0 which

consists of symmetric non-negative definite matrices of size d. Hence elements ofN d
0
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can be denoted byN(V) for someV in Sym(d,R)�0. An element ofN d
0 nN d

0 is called
the degenerate Gaussian measure. For example, the Dirac measure is one of degenerate
Gaussian measures.

We see that in Section 5 the spaceN d
0 is a finite dimensional Alexandrov space

of non-negative curvature. We shall study the stratification and the tangent cone of

N d
0 . For definitions and further details, we refer to [22] for stratifications and [5] for

tangent cones.

Theorem C. For each0� k � d, we set

S(d, k) D �
V 2 Sym(d, R)

k eigenvalues are positive,
(d � k) eigenvalues are0

�
,

Sk D {N(V) j V 2 S(d, k)}.

Then the set{Sk}
d
kD0 forms a finite stratification ofN d

0 into topological manifolds.

This gives an explicit nontrivial example of extremal subset in the context of Gauss-
ian measures, since closures of strata are extremal (see [22], [24]). The definition of ex-
tremal subset is first given in [24] for subsets of compact Alexandrov spaces of finite
dimension. Petrunin [25] later showed that the compactnessassumption is unnecessary.

Let {ei }
d
iD1 be the canonical basis ofRd where ei is the d-tuple consisting of all

zeros except for a 1 in thei th spot. We denote the space of orthogonal matrices of
size d by O(d). For P in O(d), we set the subspaceSP(d, k) of Sym(d, R) as

SP(d, k) D {X 2 Sym(d, R) j hai Pei , Xa j Pej i � 0, for numbers{ai }d
iDkC1}.

In other words,SP(d, k) can be identified with the set of symmetric positive semi-
definite bilinear forms on a (d�k)-dimensional subspace ofRd spanned by{Pei }

d
iDkC1.

(In this paper, we use the Einstein summation convention.)
A stratification gives a homeomorphism between a sufficiently small neighborhood

of a point and its tangent cone (see [22], [24]). Hence Theorem C implies the follow-
ing corollary.

Corollary D. For N(V ) in Sk, we assume that V is decomposed as

V D P diag[�1, : : : , �k, 0, : : : , 0]TP,

where P is an orthogonal matrix and{�i }k
iD1 are positive numbers. Then a tangent

cone at N(V) is homeomorphic to SP(d, k).

In a special case, we determine a distance function on the tangent cones. First we
consider the case of points inN d

0 . For a point ofN d
0 , its tangent cone coincides with

its tangent space ofN d
0 with the L2-Wasserstein metric.
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Proposition E. For N(V) in N d
0 , the tangent cone at N(V ) is isometric to

(Sym(d, R), dV ), wheredV is given by

dV (X, Y) Dp
tr((X � Y)V(X � Y))

for any X, Y in Sym(d, R).

We next consider the tangent cone at the Dirac measureN(0) centered at the origin
0 in Rd. The key fact is that dilations of covariance matrices induce dilations in the
L2-Wasserstein space.

Theorem F. The tangent cone at N(0) is isometric to(N d
0 , W2).

Theorem F implies thatN d
0 has a cone structure. More generally, Yokota and the

author [28] have shown that if an underlying space has a cone structure, then so does
its L2-Wasserstein space.

In the case ofd D 2, we acquire the following equivalence;

X D �
x z
z y

� 2 SE(2, 1)� (x, y, z) 2 R � R�0 � R,

where E is the identity matrix. It means thatSE(2, 1) is homeomorphic to the upper
half-spaceR � R�0 � R.

Theorem G. For a positive number�, the tangent cone at N(diag[�2, 0]) is iso-
metric to the Euclidean upper half-spaceR � R�0 � R.

The organization of the paper is as follows: After introducing the L2-Wasserstein
geometry, we state preceding results of theL2-Wasserstein geometry onN d in Sec-
tion 2. Then we prove Proposition A and Theorem B in Section 3.The principal ob-

jective in Section 4 is the completion ofN d
0 . We shall consider properties ofN d

0 as
an Alexandrov space in Section 5. We first investigate the stratification, which is stated
in Theorem C. The last part of Section 5 deals with the tangentcones.

2. L2-Wasserstein spaces

In this section, we shall review theL2-Wasserstein space. It is a pair of a subset
of probability measures on a complete separable metric space and a distance function
derived from the Monge–Kantorovich transport problem. See [30] and [31] for gen-
eral theory.
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Given a complete separable metric space (M,dM ), let � and� be Borel probability
measures onM. The set of Borel probability measures� on M satisfying

Z
M

dM (x, y)2 d�(y) <1
for somex in M will be denoted byP2(M). A transport plan� between� and � is
a Borel probability measure onM � M with marginals� and �, that is,

� [B � M] D �[B], � [M � B] D �[B]

for all measurable setsB in M. Then theL2-Wasserstein distance between� and � in
P2(M) is defined by

W2(�, �) D �
inf�
Z

M�M
dM (x, y)2 d�(x, y)

�1=2
.

Here the infimum is taken over all the transport plans� between� and�. ThenW2 is
a distance function onP2(M) (see [31, Chapter 6] for further details). We call the pair
(P2(M), W2) L2-Wasserstein space overM. A transport plan is optimal if it achieves
the infimum. Optimal transport plans on the Euclidean spacesare characterized by the
push forward measures.

Let F be a measurable map onRd. For a Borel probability measure� on Rd, the
push forward measureF℄� through F on Rd is defined byF℄�[B] D �[F�1(B)] for
all measurable setsB in Rd. We denote the identity map onRd by id.

Theorem 2.1 ([4], [9]). For �, � in P2(Rd), we assume that� is absolutely con-
tinuous with respect to the Lebesgue measure. Then we obtainthe following properties;
(1) there exists a convex function whose gradientr pushes� to �,
(2) this gradient is uniquely determined(�-almost everywhere),
(3) the joint measure[id � r ]℄� is optimal,
(4) for t in [0, 1], [(1� t)idC tr ]℄� is a geodesic from� to �.

In this paper, a geodesic is always assumed to be minimizing with constant speed.
We also refer to [17], where McCann extended this theorem to a case of the connected
compact Riemannian manifold without boundary in place ofRd.

Though Theorem 2.1 characterizes optimal transport plans,it is usually difficult
to obtain optimal transport plans and concrete values of theL2-Wasserstein distance be-
tween two given Borel probability measures. However, theL2-Wasserstein distance be-
tween Gaussian measures was explicitly computed by severalauthors; Dowson–Landau
[7], Givens–Shortt [10], Knott–Smith [11] and Olkin–Pukelsheim [19]. For X in
SymC(d, R), we define a symmetric positive definite matrix

p
X D X1=2 so that

X1=2 � X1=2 D X.
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Theorem 2.2 ([7], [10], [11], [19]). The L2-Wasserstein distance between Gauss-
ian measures N(m, V) and N(n, U ) is given by

(2.1) W2(N(m, V), N(n, U ))2 D jm� nj2 C tr V C tr U � 2 tr
p

U1=2VU1=2.

As observed from this formula,N d is isometric to the product metric spaceRd �
N d

0 . Therefore we fix meanmD 0 and we consider the geometry onN d
0 . McCann [16]

demonstrated thatN d
0 is a totally geodesic submanifold of theL2-Wasserstein space.

Lemma 2.3 ([16, Example 1.7]). For N(V) and N(U ), we define a symmetric
positive definite matrix T and its associated linear mapT by

T D U1=2(U1=2VU1=2)�1=2U1=2, T (x) D T x.

Then, T pushes N(V) forward to N(U ) and [id � T ]℄N(V) is an optimal transport
plan between N(V) and N(U ). We moreover define a matrix W(t) by

W(t) D [(1 � t)E C tT ]V [(1 � t)E C tT ]

for t 2 [0, 1]. Then, {N(W(t))}t2[0,1] is a geodesic from N(V) to N(U ).

We call the above matrixT (unique) linear transform betweenN(V) and N(U ).
For X 2 Sym(d, R) and V 2 SymC(d, R), we set

(2.2) V(t) D (E C t X)V(E C t X)

for sufficiently small t so thatV(t) is positive definite. ThenN(V(t)) is well-defined
and Lemma 2.3 guarantees thatN(V (t)) is a geodesic in (N d

0 , W2).

3. Properties of N d as a Riemannian manifold

We shall prove Proposition A and Theorem B. In the end of this section, we refer
to Otto’s result [21]. For general theory of Riemannian geometry, see [8].

Let G D Gl(d,R) denote the set of invertible matrices of sized. Then the tangent
space ofG at each point is identified with the set M(d, R) of all square matrices of
size d. Define G W M(d, R) �M(d, R) ! R by

G(Z, W) D tr(Z TW),

then G is obviously a flat Riemannian metric onG.
We define a map5 W G ! N d

0 by 5(A) D N(ATA), then5 is surjective and the
differential mapd5A of 5 at A is given by

d5A(Z) D Z TAC ATZ.
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For A in 5�1(N(V)), VA is a subspace ofTAG D M(d,R) consisting of vectors which
tangent to fibers5�1(N(V )). In other words,

(3.1) Z 2 VA � TZ D �A�1Z TA (Z TA is anti-symmetric).

Let HA be the subspace ofTAG D M(d, R) consisting of vectors which are normal to
fibers5�1(N(V )), that is, Z satisfiesG(Z, W) D 0 for any W in VA. Then we obtain
the following equivalent condition;

(3.2) Z 2 HA � TZ D TAZ A�1 (Z A�1 is symmetric).

For Z in TAG D M(d, R), ZV and ZH stand for the orthogonal projections ofZ onto
VA andHA, respectively. We call elements ofVA andHA vertical and horizontal vec-
tors, respectively.

We define a Riemannian metricg on N d
0 by

g5(d5(Z), d5(W)) D G(ZH, WH).

Then5 is a Riemannian submersion.
Under a Riemannian submersion, horizontal geodesics are mapped to geodesics.

Proposition 3.1 ([8, Proposition 2.109]). Let 5W ( QM , Qg) ! (M, g) be a Riemann-
ian submersion. For a geodesicQc(t) in ( QM , Qg), if the vector Qc0(0) is horizontal, then5 Æ Qc is also geodesic of(M, g).

Using this proposition, we construct a geodesic fromN(V) to N(U ) in (N d
0 , g)

and prove Proposition A. To do this, let us summarize the correspondence between
T5(A)N

d
0 and Sym(d, R) due to (3.2), which is different from that due to the nat-

ural coordinate (1.1). The horizontal partHA is canonically identified withT5(A)N
d
0

and then we associateZ 2 HA with Z A�1 2 Sym(d, R). In this coordinate, we have
d5A(Z) D Z A�1 for Z 2 HA, in other words,

(3.3) Z 2 HV1=2 and d5V1=2(Z) D X � X D ZV�1=2 2 Sym(d, R),

and the geodesicN(V(t)) with V(0)D 0 and initial velocityV 0(0)D X coincides with
the geodesic (2.2) (as we will verify below). Moreover, (3.3)rewrites g as

(3.4) gN(V)(X, Y) D G(XV1=2, Y V1=2) D tr(XV Y).

In what follows, we use this identification (3.3) for simplicity.

Proposition A. On the space of Gaussian measures, the Riemannian metric g
given by

gN(V)(X, Y) D tr(XV Y)
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for any tangent vectors X, Y in TN(V)N
d
0 D Sym(d, R) induces the L2-Wasserstein

distance.

Proof. ForV, U in SymC(d, R), we define

AD V1=2, Z D [U1=2(U1=2VU1=2)�1=2U1=2 � E]V1=2,

then Z lies in HA due to (3.2). We set a curve{Z(t)}t2[0,1] in G as

Z(t) D AC t Z.

Since (G, G) is flat, {Z(t)}t2[0,1] is a geodesic whose initial velocityZ0(0) is the hori-
zontal vectorZ at Z(0)D A. Proposition 3.1 yields that{5 Æ Z(t)}t2[0,1] is a geodesic
in (N d

0 , g) from N(V ) D 5(Z(0)) to N(U ) D 5(Z(1)). By definition of Riemannian
distance, we obtain the following equalities;

W2(N(V), N(U ))2 D tr V C tr U � 2 tr
p

U1=2VU1=2
D tr(Z TZ)

D G(Z, Z)

D g5(d5(Z), d5(Z))(A)

D dg(5(Z(0)),5(Z(1)))2

D dg(N(V), N(U ))2.

It implies that the Riemannian distancedg of g coincides with theL2-Wasserstein dis-
tanceW2.

We now give an expression of sectional curvatures for the Riemannian manifold.

Theorem B. Let g be the L2-Wasserstein metric onN d
0 , expressed by

gN(V)(X, Y) D tr(XV Y)

for any tangent vectors X,Y in TN(V)N
d
0 D Sym(d,R). For linearly independent tangent

vectors X, Y at N(V), the sectional curvature KN(V)(X, Y) is given by

KN(V)(X, Y)qN(V )(X, Y) D 3

4
tr(([Y, X] � S)V T([Y, X] � S)),

where the matrix S is a symmetric matrix so that([Y, X] � S)V is anti-symmetric.

Proof. Let Z, W be horizontal vector fields onG satisfying

Q(Z, W) D G(Z, Z)G(W, W) � G(Z, W)2 ¤ 0.
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Then O’Neill’s formula [20] yields

(3.5) K (d5(Z), d5(W))Q(Z, W) D 3

4
G([Z, W]V , [Z, W]V ).

For any X and Y in Sym(d,R), there exist unique horizontal vectorsZ and W at V1=2
so thatd5V1=2(Z) D X and d5V1=2(W) D Y. By (3.3), we get

X D ZV�1=2, Y D W V�1=2.

We define vector fieldsZ and W on G by

Z(A) D ZV�1=2AD X A, W(A) D W V�1=2AD Y A

for any A in G. Due to (3.2), these vector fields are horizontal and we obtain

d5(Z)(V1=2) D X, d5(W)(V1=2) D Y, Q(Z, W)(V1=2) D qN(V )(X, Y).(3.6)

In the (global) standard coordinate functions{xi j }1�i , j�d of G, these vector fields
are expressed by

Z D (Xik xk j )
��xi j

, W D (Yik xk j )
��xi j

,

where Xi j and Yi j stand for the (i , j )-components ofX and Y, respectively. Therefore
we have

[Z, W] D (Xlk xk j Y
i l � Ylk xk j X

i l )
��xi j

.

It implies that

[Z, W]( A) D [Y, X] � A

for any A in G. Let S D d5([Z, W])(V1=2) in Sym(d, R). Then we obtainS D
[Z, W]H(V1=2) � V�1=2 by (3.3) and

[Z, W]V (V1=2) D ([Z, W] � [Z, W]H)(V1=2) D ([Y, X] � S) � V1=2.

The property (3.1) of vertical vectors implies that ([Y, X]�S)V is anti-symmetric. The
norm of the vertical vector [Z, W]V at V1=2 is as follows;

(3.7)
G([Z, W]V , [Z, W]V )(V1=2) D G(([Y, X] � S) � V1=2, ([Y, X] � S) � V1=2)

D tr(([Y, X] � S)V T([Y, X] � S)).

Substituting (3.6) and (3.7) into the O’Neill formula (3.5), we acquire the formula in
Theorem B.
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REMARK 3.2. Otto [21] constructed a “Riemannian” submersion� from D onto
Pac

2 (Rd) by using push forward measure with a base measure�, that is,�(F) D F℄�.
HereD denotes the set of all diffeomorphisms ofRd andPac

2 (Rd) denotes the subspace
of P2(Rd) consisting of absolutely continuous measures with respect to the Lebesgue
measure, respectively. The infinite dimensionality ofPac

2 (Rd) and D makes the result
formal, however restrictions into totally geodesic finite dimensional subspaces are rig-
orous. Therefore we choose the space of Gaussian measures asthe totally geodesic
Riemannian submanifold and Theorem B rewrote Otto’s expression in a simple explicit
form on N d

0 . See also [12], where Lott gave an expression of the sectional curvature
on the L2-Wasserstein spaces over smooth compact Riemannian manifolds.

4. Metric completion of N d
0

In this section, we construct the completion ofN d
0 in terms of characteristic func-

tions (more detailed treatment of this topic can be found forinstance in [3]).
The characteristic function'� of a probability measure� on Rd is defined as the

Fourier transform of the probability measure�:

'�(� ) D Z
Rd

exp[
p�1hx, �i] d�(x).

Then the characteristic function of a Gaussian measureN(m, V) is given by

exp

�p�1hm, �i � 1

2
h� , V�i�.

It is well-known that the weak convergence of probability measures is equivalent to
the pointwise convergence of their characteristic functions. An element of the comple-
tion of N d

0 in the sense of weak convergence is called the degenerate Gaussian meas-
ure. Its characteristic function is given by

exp

��1

2
h� , V�i�,

where V is a symmetric non-negative definite matrix.

REMARK 4.1. The characteristic function of the Dirac measureÆm centered atm
in Rd is given by exp[

p�1hm, �i].
On the other hand, the convergence in the sense ofL2-Wasserstein space implies

the weak convergence (see [31, Theorem 6.9]). Therefore thecompletion ofN d
0 in the

sense of weak convergence contains the one in the sense ofL2-Wasserstein space, and
after simple calculations we conclude that the both spaces coincide. Thus it is natural

to denote any element ofN d
0 by N(V) for someV in Sym(d, R)�0.
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REMARK 4.2. We can generalize the distance formula (2.1) defined onN d
0 to

N d
0 because we can defineV1=2 for any V in Sym(d, R)�0. Namely, V1=2 is a sym-

metric non-negative definite matrix such thatV1=2 � V1=2 D V . Therefore we obtain

W2(N(V), N(U ))2 D tr V C tr U � 2 tr
p

U1=2VU1=2,

for N(V) and N(U ) in N d
0 .

5. Properties of N d
0 as an Alexandrov space

5.1. Alexandrov space. Let us summarize some definitions and basic results on
the geometry of Alexandrov spaces. Standard references are[5] and [6].

Let (M, dM ) be a complete geodesic metric space, that is, each pair of points x, y
is connected by a geodesic. For� in R, we denote a simply-connected, 2-dimensional
Riemannian manifold of constant sectional curvature� by M2(�). Let d� be a Riemann-
ian distance ofM2(�). For any three pointsx, y, z in M (provided that [dM (x, y) C
dM (y, z) C dM (z, x)]2 < 4�2=� if � > 0), there exist corresponding pointsQx, Qy, Qz inM2(�) which are unique up to an isometry so thatdM (x, y) D d� ( Qx, Qy), dM (y, z) D
d� ( Qy, Qz) and dM (z, x) D d� (Qz, Qx). We also denote the unique geodesic fromQx to Qy by Qx Qy W [0, 1] !M2(�).

DEFINITION 5.1. Let (M, dM ) be a complete geodesic metric space. Given any� in R, we say that (M, dM ) is an Alexandrov space of curvature� � if for any three
points x, y, z in M (provided that [dM (x, y)C dM (y, z)C dM (z, x)]2 < 4�2=� if � > 0),
any geodesic W [0, 1] ! M from y to z and anyt in [0, 1], we have

dM (x,  (t)) � d� ( Qx,  QyQz(t)).
The triangle4Qx QyQz is called the comparison triangle of4xyz. We next define a

comparison angle.

DEFINITION 5.2. Let x, y, z be three distinct points in a geodesic space (M,dM ).
A comparison angle of�xyz, denoted byQ�xyz, is defined by

Q�xyzD arccos
dM (x, y)2 C dM (y, z)2 � dM (z, x)2

2dM (x, y)dM (y, z)
.

In a similar way, we define an angle between two paths startingat the same point.
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DEFINITION 5.3. Let  and � be two paths in a geodesic space starting at the
same pointp. We define an angle�p( , � ) between and � as

�p( , � ) D lim
s,t&0

Q� (s)p� (t),

if the limit exists.

In the case of geodesics in Alexandrov spaces, the limit always exists and does
not depend on the choices ofs, t . For any two geodesics , � with unit speed starting
at the same point, the angle between and� is equal to 0 if and only if there exists a
positive number" such that (t)D � (t) for all t in [0,"]. Using these facts, we briefly
discuss the tangent cone ofM. Let (M, dM ) be an Alexandrov space of curvature� �.
Fix a point p in M. We define60

p as the set of geodesics starting atp equipped
with an equivalence relationk, where  k � holds if �p( , � ) D 0. The angle�p

is independent of the choices of and � in their equivalence classes. Then�p is a
natural distance function on60

p. We define the space of directions (6p, �p) at p as
the completion of (60

p, �p) and the tangent cone (K p, dp) as a cone over (6p, �p).

DEFINITION 5.4. Let (M, dM ) be a metric space. The cone overM is a quotient
spaceM � [0, 1)=�, where an equivalence relation� is defined by (x, s) � (y, t) if
and only if sD t D 0. We call the equivalence class of (� , 0) vertex. The distancedC

on the cone is defined by

dC((x, s), (y, t)) Dp
s2 C t2 � 2st cos min{dM (x, y), �}.

We denote a vertex of a tangent coneK p at p by op. For each pointp in a
finite dimensional Alexandrov space of non-negative curvature, there exists a homeo-
morphism from a neighborhood ofp to the tangent cone atp sending p to op. Here
we mean by the dimension the Hausdorff dimension. Tangent cones and stratification
are useful when we analyze local structures of finite dimensional Alexandrov spaces.
Roughly speaking, every finite dimensional Alexandrov space is stratified into topo-
logical manifolds.

DEFINITION 5.5. A collection{Si }
N
iD0 of subsets of a topological spaceM forms

a (finite) stratification ofM into topological manifolds if
(1) the setsSi are mutually disjoint, and

SN
iD0 Si D M,

(2) every setSi is a topological manifold,
(3) dimS0 < dimS1 < � � � < dimSN ,
(4) for everyk D 1, : : : , N, the closure ofSk is contained inSCk DSk

iD0 Si .

Sturm [26] proved that if an underlying space is an Alexandrov space of non-
negative curvature, then so is itsL2-Wasserstein space. It yields that (P2(Rd),W2) is an
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Alexandrov space of non-negative curvature. SinceN d
0 is a complete, totally geodesic

subspace ofP2(Rd), N d
0 provides an explicit nontrivial example of Alexandrov space

of non-negative curvature. We consider properties ofN d
0 as an Alexandrov space.

5.2. Stratification. We first give an expression of a stratification ofN d
0 .

Theorem C. For each0� k � d, we set

S(d, k) D �
V 2 Sym(d, R)

k eigenvalues are positive,
(d � k) eigenvalues are0

�
,

Sk D {N(V) j V 2 S(d, k)}.

Then the set{Sk}
d
kD0 forms a finite stratification ofN d

0 into topological manifolds.

Proof. We check that{Sk}
d
kD0 satisfies the properties in Definition 5.5. Property (1)

follows from the definition ofSk. To show properties (2) and (3), we construct a homeo-
morphism fromSk to a topological manifold. LetG(d,k) be the Grassmannian manifold
of k-dimensional subspaces ofRd. Define a setM(d, k) by

M(d, k) D {(Gk, Vk) j Vk is an inner product onGk 2 G(d, k)},

which is homeomorphic to a product topological manifoldG(d, k) � SymC(k, R).
For V in S(d, k), there exist an orthogonal matrixP and positive numbers{�i }k

iD1

so that

V D P diag[�1, : : : , �k, 0, : : : , 0]TP.

We setGk(V) as ak-dimensional subspace ofRd spanned by{Pei }
k
iD1. Then Gk(V)

is independent of the choice ofP and a mapV 7! Gk(V) is well-defined.
Let fk W Sk !M(d, k) be defined by

fk(N(V)) D (Gk(V), V jk),

where V jk is a restriction ofV to Gk(V). We verify that the mapfk has an inverse
map. For anyGk in G(d, k), there exists an orthogonalk-frame {p j }

k
jD1 spanningGk.

Then a mapgk W M(d, k) ! Sk given by

gk(Gk, Vk) D N(TPVk P), TP D (p1, : : : , pk)

is well-defined. It is clear thatgk Æ fk D idSk and fk Æ gk D idM(d,k). Thus gk is the
inverse map offk. The continuity of each component of covariance matrix is equiva-

lent to the continuity onN d
0 with respect to theL2-Wasserstein distance. Thereforefk
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and gk are continuous and hencefk is a homeomorphism. In turn,Sk is a topological
manifold of dimensionk(d � k)C 2�1k(kC 1), which is the dimension ofM(d, k). It
guarantees properties (2) and (3).

Finally we confirm property (4). In the same way as the completion of N d
0 , the

closure ofSk is given by

{N(V) 2 SymC(d, R) j At least (d � k) out of eigenvalues ofV are 0},

which is justSCk .

Thus {Sk}
d
kD0 forms the finite stratification ofN d

0 into topological manifolds.

5.3. Tangent cone. In this section, we discuss the tangent cones of (N d
0 , W2).

Let V be a symmetric matrix decomposed as

V D P diag[�1, : : : , �k, 0, : : : , 0]TP

where P is an orthogonal matrix and{�i }k
iD1 are positive numbers. We setGd�k(V)

as a (d � k)-dimensional subspace ofRd spanned by{Pei }
d
iDkC1. Then a tangent cone

at N(V) is homeomorphic to the set of symmetric bilinear forms which are positive
semidefinite onGd�k(V), that is

SP(d, k) D {X 2 Sym(d, R) j hai Pei , Xa j Pej i � 0, for numbers{ai }d
iDkC1}.

Corollary D. For N(V) in Sk, we assume that V is decomposed as

V D P diag[�1, : : : , �k, 0, : : : , 0]TP,

where P is an orthogonal matrix and{�i }k
iD1 are positive numbers. Then a tangent

cone at N(V) is homeomorphic to SP(d, k).

Proof. A bijective map

N d
0 ! Sym(d, R)�0, N(X) 7! X1=2

can be considered as coordinate functions due to (2.2). LetN(V(t)) be a geodesic start-
ing at N(V). Since any geodesic has a linear approximation, we obtain that V1=2(t) D
V1=2(0)Ct(V1=2)0(0)Co(t) for sufficiently smallt . Thus we can identify (V1=2)0(0) with
a point sufficiently close toN(V). The non-negativity ofV(t) yields the non-negativity
of (V1=2)0(0) on Gd�k(V). Indeed, we have

hai Pei , (V1=2(t) � V1=2(0))a j Pej i D hai Pei , V1=2(t)a j Pej i � 0
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for any numbers{ai }d
iDkC1. Therefore we identify a small enough neighborhood of

N(V) with SP(d, k). On the other hand, Theorem 5.7 implies thatKN(V) is homeo-
morphic to a neighborhood. Thus the tangent coneKN(V) is homeomorphic toSP(d,k).

In a special case, we determine a distance function on the tangent cones. First we
consider the case of points inN d

0 .

Proposition E. For N(V) in N d
0 , the tangent cone at N(V) is isometric to

(Sym(d, R), dV ), wheredV is given by

dV (X, Y) Dp
tr((X � Y)V(X � Y))

for any X, Y in Sym(d, R).

Proof. BecauseN d
0 are locally Euclidean, tangent cones of (N d

0 , W2) coincide
with tangent spaces ofN d

0 with the L2-Wasserstein metric for points inN d
0 (see [5]).

Thus the tangent cone is identified with Sym(d, R), and (3.4) implies

dV (X, Y)2 D gN(V)(X � Y, X � Y) D tr((X � Y)V (X � Y)).

We next construct a distance function on the tangent cone at the Dirac measure
N(0) centered at the origin 0 inRd. There exists a useful theorem in understanding
the metrical structure of tangent cones for finite dimensional Alexandrov spaces.

DEFINITION 5.6. A sequence{(Mn, dn, pn)}n of pointed metric spaces converges
to a pointed metric space (M, dM , p) in the Gromov–Hausdorff sense if the following
holds: For everyr > 0 and" > 0 there exists a positive integern0 such that forn> n0

there is a mapfn from an open ballBr (pn), of center atpn and radiusr , to M, which
satisfies the following three properties;
(1) fn(pn) D p,
(2) supx,y2Mn

jdn(x, y) � dM ( fn(x), fn(y))j < ",
(3) the "-neighborhood offn(Br (pn)) contains the open ballBr�"(p).

Theorem 5.7 ([6, §7.8.1], [5, Theorem 10.9.3]).Let (M, dM ) be a complete, fi-
nite dimensional Alexandrov space of non-negative curvature. Then, at every p in M,
the tangent cone(K p,dp,op) is isometric to the limit of the scaled pointed metric space
(M, c � dM , p) in the Gromov–Hausdorff sense as c diverges to infinity.

We now prove that (N d
0 , W2) has a cone structure.

Theorem F. The tangent cone at N(0) is isometric to(N d
0 , W2).
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Proof. We shall prove that the scaled pointed metric space (N d
0 , n � W2, N(0))

converges to (N d
0 , W2, N(0)) in the Gromov–Hausdorff sense asn diverges to infinity.

For everyr > 0, " > 0 and a positive integern, we shall check that a map

fn W Br (N(0))! N d
0 , fn(N(V)) D N(n2V)

satisfies the properties in Definition 5.6. HereBr (N(0)) stands for an open ball in

(N d
0 , W2). Property (1) holds since we have

fn(N(0))D N(n2 � 0)D N(0).

The relations tr(n2V) D n2 tr V and (n2V)1=2 D nV1=2 imply

W2( fn(N(V)), fn(N(U )))2 D n2[tr V C tr U � 2 tr
p

U1=2VU1=2]

D n2W2(N(V), N(U ))2

for any N(V), N(U ) in N d
0 . This shows that property (2) holds.

For any N(V) in Br�"(N(0)), fn(N(n�2V)) D N(V) and N(n�2V) belongs to
Bn�1r (N(0)), proving that property (3) holds.

Thus (N d
0 , n � W2, N(0)) converges to (N d

0 , W2, N(0)) and Theorem 5.7 yields
Theorem F.

Finally, we state the following metrical property of the tangent cones onN d
0 .

Proposition 5.8. For all V in Sym(d, R)�0 and P in O(d), the tangent cone at
N(V) is isometric to the tangent cone at N(TPV P).

Proof. Since a pointed isometry map between (N d
0 , N(V)) and (N d

0 , N(TPV P))
can be extended to an isometry map betweenKN(V) and KN(TPV P), it is sufficient to

construct such an isometry map. Let' be a map onN d
0 sendingN(X) to N(TP X P).

Then we obtain

W2('(N(X)), '(N(Y)))2 D tr X C tr Y � 2 tr
p

X1=2Y X1=2 D W2(N(X), N(Y))2

for all N(X), N(Y) in N d
0 . Additionally, it is clear that'(N(V)) D N(TPV P). Thus' is a desired isometry map.

5.4. Tangent cone in the case of dimension 2.In the previous subsection, we
described the metrical structure of the tangent cones atN(V) in Sk for k D 0,d. In the
case ofd D 2, we can derive a metrical structure of the tangent cones atN(diag[�2,0]).
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Applying Proposition 5.8, we obtain a metrical structure ofthe tangent cones at each
point of S1. As mentioned in the introduction, we acquire the followingequivalence;

X D �
x z
z y

� 2 SE(2, 1)� (x, y, z) 2 R � R�0 � R.

TherebySE(2, 1) is homeomorphic to the upper half-spaceR � R�0 � R.

Theorem G. For a positive number�, the tangent cone at N(diag[�2, 0]) is iso-
metric to the Euclidean upper half-spaceR � R�0 � R.

Proof. Set3D diag[�2,0] and pD N(3). We prove Theorem G in several steps:
First we construct a geodesic fromp to N(V) in N 2

0 . We next confirm that an inex-
tensible geodesic starting atp meets a boundary of a ballBp(�=2). Then we compute
angles between geodesics starting atp. Finally we prove that (60

p,�p) is isometric to
a semi-sphere. This isometry can be extended to an isometry between the tangent cone
K p and the Euclidean upper half-spaceR � R�0 � R. In what follows, components of
symmetric matricesV, X in Sym(2,R)�0 and a vector4 in R3 are expressed by

V D �
u ww v

�
, X D �

x z
z y

�
, 4 D (� , �, � ), respectively.

For N(V) in N 2
0 , u,v should be positive and a linear transformT from N(V ) to N(3)

is given by diag[�u�1=2, 0]. In fact, let T be a linear map associated withT , that is,
T (x) D T x for x in R2. Then T pushesN(V) forward to N(3) and T is a gradient
of a convex functionhx, T xi=2. Theorem 2.1 yields that [id� T ]℄N(V) is an optimal
transport plan betweenN(V) and N(3). Moreover, a geodesic fromN(V) to N(3) is
given by

[(1 � t)idC tT ]℄N(V),

for t in [0, 1]. Let {N(V(t))}t2[0,1] be a geodesic fromN(3) to N(V) (not from N(V )
to N(3)), then we acquire

N(V(t)) D [t � idC (1� t)T ]℄N(V),

V(t) D �
(�C t(

p
u � �))2 twu�1=2(�C t(

p
u � �))

twu�1=2(�C t(
p

u � �)) t2v
�

.(5.1)

This expression of geodesics can be extended to the case ofu > 0.
For N(V) satisfying W2(p, N(V)) � �=2, it is trivial that a geodesic fromp to

N(V) meets the boundary ofBp(�=2). We consider the case ofN(V) in Bp(�=2),
that is,

l 2 D W2(p, N(V))2 D (
p

u � �)2 C v < �2

4
.
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BecauseV lies in Sym(2,R)�0, v is non-negative and henceu is positive. It enables
us to have a geodesic{N(V(t))}t2[0,1] from N(3) to N(V) as in (5.1). For all positive
numberst , V(t) are well-defined and we have

detV(t) D (detV)t2(�C t(
p

u � �))2u�1 � 0,

tr V(t) D (�C t(
p

u � �))2 C t2v � 0,

proving V(t) in Sym(d,R)�0. For QV D V(�=2l ), we haveW2(p,N( QV))D �=2. Then we
obtain a geodesic{N( QV(t))}t2[0,1] from N(3) to N( QV) as in (5.1). It is an extension of

{N(V(t))}t2[0,1] since geodesics inN d
0 do not branch. Therefore inextensible geodesics

starting atp meet the boundary ofBp(�=2).
It suggests that60

p can be identified with

�V W a geodesic fromp D N(3) to N(V) W2(p, N(V)) D �
2

�
.

We compute angles between geodesics in60
p. For geodesicsV (t) D N(V(t)) andX(t) D N(X(t)) in 60

p, we acquire

V(t) D �
(�C t(

p
u � �))2 twu�1=2(�C t(

p
u � �))

twu�1=2(�C t(
p

u � �)) t2v
�

,

X(t) D �
(�C t(

p
x � �))2 tzx�1=2(�C t(

p
x � �))

tzx�1=2(�C t(
p

x � �)) t2y

�
.

Since N(V ), N(X) belong to the boundary ofBp(�=2), we haveux¤ 0. We compute
the comparison angle of�V (t)pX(t):

cos Q�V (t)pX(t) D W2(p, V (t))2 CW2(p, X(t))2 � W2(V (t), X(t))2

2W2(p, V (t))W2(p, X(t))

D 4�2

�
(
p

u � �)(
p

x � �)C wzC det(V X)1=2p
ux

C o(t2)

t2

�
,

which converges to

4�2
[(
p

u � �)(
p

x � �)C (ux)�1=2(wzC det(V X)1=2)]

as t converges to 0. Thus we have

�p(V , X) D arccos
4�2

[(
p

u � �)(
p

x � �)C (ux)�1=2(wzC det(V X)1=2)].
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For the rest of the proof, we identifyV in 60
p with the matrixV . Let SC be the

semi-sphere defined by

SC D {4 D (� , �, � ) j �2 C �2 C � 2 D 1, � � 0}.

It is a complete metric space with the standard Euclidean angle metric�. We define
a map from 60

p to SC by

 (V) D 2� (
p

u � �, (v � w2u�1)1=2, wu�1=2).

The map has an inverse map' given by

'(4) D �2

4

�
(2C � )2 (2C � )�
(2C � )� �2 C � 2

�
.

For V, X in 60
p, we have

cos�p(V, X) D h (V),  (X)i D cos�( (V),  (X)),

proving that (60, �p) is isometric to (SC, �).
Thus (60, �p) is complete and hence (60

p, �p) D (6p, �p). The isometry map 
can be extended to an isometry map9 from the tangent coneK p to the Euclidean
half-spaceR � R�0 � R:

9(V, t) D t (V) D 2t� (
p

u � �, (v � w2u�1)1=2, wu�1=2).

This completes the proof of Theorem G.
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