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Abstract
In this paper we study a class of stochastic partial diffeaérequations in the
whole spaceR¢?, with arbitrary dimensiord > 1, driven by a Gaussian noise white
in time and correlated in space. The differential operasor ifractional derivative
operator. We show the existence, uniqueness and Holdeydarity of the solution.
Then by means of Malliavin calculus, we prove that the law & Holution has a
smooth density with respect to the Lebesgue measure.

1. Introduction and general framework
In this paper we consider the following stochastic parti#fecential equation
(SPDE for abbreviation) given by
au .
5 (1 X) = Du(t, x) + b(u(t, X)) + o (u(t, X)F(t, x),
u(0, x) = uo(x),

(1.1)

where ¢, x) € [0, T] xRY, d>1, « = (a1,..., aq), § = (81,...,84) and D¢ denotes
a non-local fractional differential operator defined by

d
Dg:ZDgi,

i=1

where Dg‘; denotes the fractional differential derivative w.r.t. théh coordinate defined
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via its Fourier transformF by

FO{E) = It exf <15 5906) | 7)),

min{ej, 2— i}, | =1,...,d. The noiseF(t, X) is a martingale measure (in the sense
given by Walsh in [30]) to be defined with more details in thegued. The coefficients

b ando: R — R are given functions. We shall refer to Eq. (1.1)Eg (d, b, o). Here,
we are interested in solutions which are real valued stdichpsocesses. Firstly, we
establish sufficient conditions ensuring the existence, uhiqgueness and the Hoélder
regularity of solutionsu(t, x) whenever they exist. Secondly, we study the existence
and smoothness of the density of the law of the solutify x) for fixedt > 0 and

x € RY. Our results of existence, uniqueness and regularity obtheation extend those
obtained in [10] forEcf (1, b, o) and [1] for Ecj(1, b, o) both driven by a space-time
white noiseW and 1< o < 2. However in their framework, the regularity of the noise
rises upa > 1 as a necessary condition for the existence of the stochiagéigral as
an L?(2) random variable. This problem does not appear in our case]Q, 2]\ {1})
because the noisé is smoother thaWW. The equationEd(d, b, o) recovers for in-
stance the stochastic heat equation in spatial dimersiprl studied by many authors
among others [6], [25]. With the notations adopted aboveitesponds tEg(d, b, o).
Indeed, whens; =0 anda; =2 fori =1,...,d the operatong coincides with the
classical Laplacian operator ik®. Various physical phenomena involving diffusion and
interaction of particles can be described by the equatifnff¢d, b, o) when suitable as-
sumptions are made on the coefficienando. The non-local property in this equation
is due to the presence @5 and the non-linearity comes from the general formbof
ando. These equations can also be interpreted as random pédituariod deterministic
equationsEd;(d, b, 0) by multiplicative noise of the forma (u(t, x))F(t, ). In prob-
abilistic terms, replacing the Laplacian by its fractioqadwer (which is an integro-
differential operator) leads to interesting and largehemmuestions of extensions of
results for Brownian motion driven stochastic equationghiose driven by Lévy sta-
ble processes. In the physical literature, such fractahrehous diffusions have been
recently enthusiastically embraced by a slew of investigatn the context of hydro-
dynamics, acoustics, trapping effects in surface diffusistatistical mechanics, relax-
ation phenomena, and biology (see e.g. [28], [29], [32],],[323], [31]). A proba-
bilistic approach to the equatioidf(d, b, 0) is made by means of the Feynman—Kac
formula (see [3], [4], [12]). Solutions to other particultactional differential equa-
tions are given as functionals of stable subordinatorss Tépresentation provides ex-
plicit form to the density of the R-stable law and to the density of escaping island
vicinity in vortex medium, see [9]. In other words the laws sthble Lévy processes
or stable subordinators satisfies fractional equatiores Bi&; (d, b, 0).

where:? + 1 = 0. Along this paper, we will assume that € ]0, 2]\ {1} and |§| <
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The case where & o < 1 was motivated by the work [5] where he attempts to
use the 23-order fractional Laplacian modeling of enhanced difigsmovements of
random turbulent particle resulting from non-linear ir@rinteractions. A combined
effect of the inertial interactions and the molecule Braandiffusivities is found to be
the bi-fractal mechanism behind multifractal scaling i tinertial range of scales of
moderate Reynolds number turbulence. Accordingly, a ststah equation is proposed
to describe turbulence intermittency. Th¢32order fractional Laplacian representation
is also used to construct a fractional Reynolds equationntor-linear interactions of
fluctuating velocity components, underlying turbulencacgstime fractal structures of
Levy 2/3-stable distribution. The new perspective of his studyhiat tthe fractional
calculus is an effective approach modeling of chaotic &aghenomena induced by
non-linear interactions.

In the literature, various fractional differential openat are defined (see [11], [18],
[21], [24] and [7]). The results of this paper apply to seVerithem, such as frac-
tional Laplacian, Nishimoto operator and the non-self edjfractional operator intro-
duced in [13] and used in [14] to the study of stochastic phdifferential equation.

Basic notations, definitions and preliminary results of thgeratorD§ and the
noise F will be presented in the following subsequent two subsastioSection 2 is
devoted to the existence and uniqueness and Section 3 ditalthes HOlder regularity
result. Section 4 contains the existence and smoothnedseofiénsity of the law of
the solution. In appendix we prove some technical result&lwkvill be used in the
proofs.

The value of the constants along this article may change fliom to line and
some of the standing parameters are not always indicated.

1.1. The operator D§. In one space dimension, the operaf is a closed,
densely defined operator dr?(R) and it is the infinitesimal generator of a semigroup
which is in general not symmetric and not a contraction. Ise#f adjoint only when
8 = 0 and in this case, it coincides with the fractional power o Laplacian. Ac-
cording to [13], Dy can be represented ford o < 2, by

+o0 _ _ l
5o = [ O CEY) —00) ZYD 51 )+ L0 sae(¥) dy

o0 |y|tte

and for O<a < 1, by

+00
« (X +y) — @(x)
0590 = [~ FEER I 1 o) + L) Y
—o0 1yl

where ¥* and k% are two non-negative constants satisfyia + 2 > 0 and ¢ is
a smooth function for which the integral exists, apdis its derivative. This repre-
sentation identifies it as the infinitesimal generator forom-symmetrica-stable Lévy
process.
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Let G, 5(t, X) denote the fundamental solution of the equatif(1, O, O) that is,
the unique solution of the Cauchy problem

g—l:(t, x) = Dju(t, x),
u(0, x) = 8o(x), t>0, XxeR,

wheredg is the Dirac distribution. Using Fourier’s calculus we dbta

oo

1 +00
G s5(t, X) = > / exp(—zzx— t|z]* exp(—z&% sgn(z))) dz

The relevant parameters, called the index ofktability and§ (related to the asymme-
try) improperly referred to as thekewnessare real numbers satisfying € ]0, 2] and
[6] < min(a, 2 — ).

The functionG, s(t, -) has the following properties. For the proof, one can see
e.g. [10].

Lemma 1.1. For « € (0, 2]\ {1} such that|§| < min(x, 2— «), we have the fol-
lowing:
(i) The function G s(t, -) is the density of a Lévg-stable process in time. t
(i) The function G s(t, X) is not in general symmetric relatively to x
(iii) Semigroup propertyG, s(t, X) satisfies the Chapman Kolmogorov equatios. for
O<s<t

+00

Guslt +5, %) = f Gus(t, ¥)Gass(s, X — y) dy.

—00

(iv) Scaling property G, s(t, X) = t™%G, 5(1, t~/*x).
(v) There exists a constant, such that0 < G, s5(1,X) < ¢, /(1+|x|1**), for all x € R.

Ford > 1 and any multi indexx = (o1, ..., ag) ands = (81, ..., 8q), let Gy s(t, X)
be the Green function of the deterministic equattea (d, O, 0). Clearly

d
Gu,s(t, X) = [ | Gu.ai (t, %)
i=1

d
= _(Zi)d /Rd exp<—z (&, x) —t ;I&i o exp(—zai % sgnei)>> de,

where (-, -) stands for the inner product iRY.
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1.2. The driving noiseF. Let S(RY*!) be the space of Schwartz test functions.
On a complete probability spac&(G, P), the noiseF = {F(¢), ¢ € S(RIt1)} is as-
sumed to be arL?(Q, G, P)-valued Gaussian process with mean zero and covariance
functional given by

o) = [ ds [ r@ls =il N0, g < SED,

where (s, X) = (s, —x) andI" is a non-negative and non-negative definite tempered
measure, therefore symmetric. Letdenote the spectral measure Iof which is also
a on trivial tempered measure (see [27]) thajis= F~(I') and this gives

12) Aoy = [ s [ u@eFels HOFIG O,

where Z is the complex conjugate of. Following the same approach as in [6], the
Gaussian process can be extended to a worthy martingale meaddre- {M(t, A) :=
F([0,t] x A): t > 0, A € B,(RY)} which shall acts as integrator, in the sense of Walsh
[30], whereBy(RY) denotes the bounded Borel subsetR8f Let G; be the completion
of the o-field generated by the random variablgd(s, A), 0 <s <t, A € By(R%)}.
The properties ofF ensure that the procedd = (M(t, A), t > 0, A € By(RY)}, is a
martingale with respect to the filtratiof@; : t > 0}.

Then one can give a rigorous meaning to the solution of egudf (d, b, o),
by means of a jointly measurable agg-adapted procesfu(t, x): (t, Xx) € R, x RY}
satisfying, for eacht > 0, a.s. for almosk € RY, the following evolution equation:

ut ) = [ Guslt x = y)ualy) dy
R
t
(13) + [ ds [ Gustt = 5. x y)btuts, ) dy
0 Rd
t
+ [ [ Gustt =5, x = y)otuts, ) M@s. &),
0 JRd
Throughout this paper we adopt the following definition.
DEFINITION 1.1. A stochastic processdefined on2xR . xR9, which is jointly
measurable ang;-adapted, is said to be a solution to the fractional SFH2{d, b, o),
if it is an R-valued field which satisfies (1.3) and

sup sup EJu(t, x)|P < +oco0, for some p > 2.
te[0,T] xeRd

Let us formulate our assumption concerning the fractionireéntial operatorD§
and the correlation of the noidd.
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If we takeo = 1 and use the formula (1.2) the stochastic integral

.
/ Ge,s(T —s, x —y) M(ds, dy)
0 JRd

appearing in (1.3) is well defined if and only if

]
f ds / ()| FGas(s, -)E) < +oo.
0 RY

Indeed
t 2
E // G st —s, X —y) M(ds, dy)
0 JRd
t
— [ds [ Tt -5 )+ Gt =5, x -2
0 Rd
t
- fo ds [ k@Gt ~5 R (Fu=T),
R
For a given multi indexx = (g, ..., aq) such that O< o <2,i =1,...,d and any

£ € RY we use the notation
d
SE) =) l&".
i—1

The following lemma gives sufficient condition for the eriste of stochastic integrals
w.r.t. the martingale measund.

Lemma 1.2. There exist two positive constantg &d ¢ such that

() T ey _ ()
@ o 2O < [ [ wdoirc.s eras=e [ 2

Proof. By the definition ofG, ; we have

d
FGuslt, )E) = exp(—t >t exp( 10 sgnei)))

i=1

Therefore,

t d
(L5) | 17Gusts. e ds = @(Zt >l oofs %))
i=1
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where ®(x) = t(1— e *)/x. Since® is a decreasing function, we get

d
(1.6) P(2&,(8)) = ¢(2t ;Iéi | COS(Si %)) = (2 K(8))

with ¥ = miny<j<q(cos@in/2)) > 0. Indeed, the conditions; € ]0, 2]\{1} and |§;| <
min{e;, 2—«;} imply that |§i| < 1, and consequentlyr/2 < §/2 < n/2. The mean
value theorem applied to the function {1x)(1 — ™) yields

<000 = o

1+x ™ T 14X

for all x > 0 andt € [0, T]. This together with (1.5) and (1.6) imply that for dlle
[0, T]

2t
—_— 2 —
1.7) Hm@) _/ FGusls, VO S < s,

The conclusion follows by taking the integral ov&f with respect to the measuye.
O

REMARK 1.1. The upper and lower bounds in (1.4) do not depend on the pa
rameters. Wheno; =2 for alli = 1,...,d then S(§) = Y0 |&|2 =: |2 and the
bounds in (1.4) are the same ones which appeared in [6] (see[2B]), that is

/ pds) oo

re 1+

Our main assumption on the noise relies an the integralmbtydition w.r.t. the spectral
measureu.

ASSUMPTION (H7).

u(d§)
re (14 S(&))

This condition states that there are not too many high fnacjes in the noise, which
turns out to be reformulated into a condition on the intetitsbof I' (measure char-
acterizing the covariance of the noise), near the originhim ¢ase wheré& is a non-
negative measure oRY. The condition KH%) means thaj is a finite measure, which
is equivalent to say thaf is a uniformly continuous and bounded function BA. For
this reason we do not consider this case in this paper. Whénthe Lebesgue mea-
sure onRY which is the spectral measure of the white noiseRshthat is the noise
corresponding td™ = &, the condition K) is equivalent tofo+°°r*1+2i":1 Yei(1 +
r)~"dr < 4+o0 which is finite in and only ifn > Zid:l(l/oq).

< +o00 where 75 €]0, 1].
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1.2.1. Some examples.Let us now, consider a class of covariances measiires
for which the condition I(-Ii) is satisfied. In this part we assume=2,i=1,...,d
and use|x| as the Euclidian norm ok. These are considered by many authors, see
e.g. [8] or [17].

1. Riesz kernels. Lel’(dx) = |[x|77 dx, y €]0,d[. It is known that the spectral
measure isu(dx) = c|[x|” "¢ dx. Then Hi) is satisfied if and only ify € ]0, 2n A d].

2. Assume that the spectral measurds either finite or absolutely continuous with
respect to Lebesgue measure an@x)/dx = p(x) € LP(RY) for somep > 1. For i
finite (Hi) holds for anyy €10, 1[. In the second caseHﬁ) holds if d(p — 1)/2p <
n<1 Thatisifpe[l,d/(d—-2)v1].

3. Brownian free field. Let)(p, ) = ((—A + m?) 1y, ¥), where A is the Laplace
operator inRY andm > 0. In this caseu(dx) = (27)"92(|x|2 + m?) -1 dx. Therefore,
(H2) holds if and only ify € J(d —2)"/2 A 1, 1[. That is, ford = 1, 2, H?) holds
for any n € (0, 1), ford = 3, (H%) holds for anyn € ]1/2, 1[; for d > 4, (Hi) does
not hold.

4. Bessel kernel. Assumg > 0 and letl" be the Bessel kernel of ordegr. That is
I (dx) = Bg(x) dx where Bg(x) = vgq [y ™ t1+-D2et-IX/4 gt x e RY and vg g
is a constant. The spectral measwreof I' is given by F(Bg)(&) = (1 + |&|%)F/2.
Therefore Hi) is satisfied if and only if

+o0
/ (1 +[§7)7"/2 dé = cq / (L4 1) A2 IH2 g
Rd 0

which is convergent fod < 2y + 8. Hence H%) holds forn € J(d — B)*/2, 1[.

2. Existence and uniqueness of the solution

We shall also need a hypothesis on the initial conditign
(H.1) ug is an Go-measurable random variable such that,sppE [ug(X)|™ < +oo for
some po large enough in [2;+oc[.

The main result of this section is the following:

Theorem 2.1. Suppose that b and are Lipschitz functions and assume tliit1)
and (HY) are satisfied Then there exists a unique solutior(ty x) to (1.3) such that

(2.8) sup sup Eju(t, X)|P < +o00, forany T>0 and pe|[2, po.
te[0,T] xeRrd

REMARK 2.1. Our results improve those of [10] and [1] dedimensional case
and extend the result in [6] to the fractional setting, bofithve; in ]0, 2] \ {1} for
i=1,...,d.
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Proof of Theorem 2.1. The proof of the existence is done byPitard iteration
scheme. That is, we define recursively for alk 1.

0t %) = [ Gust, x = y)uoly) dy,
(2.9) u(t, x) = ul(t, x) + /Ot/Rd Gy.s(t — s, x — y)o (u"1(s, y)) M(ds, dy)
+ [ a5 [ Gustt—sx- o v dy
Fix p € [2, po]. To prove the theorem we only need the following facts:
() Forn=>0, u"={u"(t,x): (t,x) [0, T]xRY} is predictable process which satisfies:

(Pn) sup sup EJu"(t, x)|?> < 4oo.
te[0,T] xeRd

This proves that the sequena@ is well defined.
(i) For T >0 and anyp € [2, po], SUR=0 SURepo, 1] SURere EIU"(L, X)[P < +o0.
(iii) Set vp(t) = supge EJUML(t, X) —u"(t, X)[P, n > 0. Then

(2.10) vp(t) < c/t vn-1(S)(J(t — s) + 1) ds,
0
where
30 = [ |FGust, O ue®)

From this we conclude that the sequendt, x) converges inLP().

Statement(i) is checked by induction om as a consequence of the hypotheses
(H.1), (HY) and the properties on the coefficients. Indeed, Holdees)irality applied
to the probability measur&, s(t, x — y) dy gives

EC(t 9P < E [ Guslt, x = Yl dy
R

< sup EJug(y)|* < sup E|ug(y)|® < +oo.
yeRd yeRd

This proves Py). Now, we assume that the properti? ) is true for any integet <
n—1 (n > 2). We want to checkR,). Using Burkholder’s inequality, the Lipschitz con-
dition on o, the induction hypothesis andi{), for the stochastic integral, and by the
Holder’s inequality, the Lipschitz condition ob, the induction hypothesis andH{),
for the third term in (2.9), we get

sup sup E[u"(t, x)|> <c sup sup E(1+ |u"X(t, x)?).
te[0,T] xeRrd te[0,T] xeRrd
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Hence, we deduceP). It is easy to check that" is predictable.
Statemen((ii): Fix p € [2, po]. We first prove that for anyn > 1, t € [0, T]

t
(2.11) SupE|u(t, X)|°P < ¢ + 02/ sup Eju"(s, x)|P(I(t —s) + 1) ds.
xeRd 0 xeRd

The arguments are not very far from those used in the proof)oir{deed, we have
(2.12) Eu(t, X)|P < c(Co(t, X) + An(t, X) + Bn(t, X))
with
Colt, x) = EJu’(t, x)IP,
P

t
At ) = E[[ [ Gustt—s.x =yl y) M(ds dy)

t p
Bu(t, X) = E /O ds /R Guslt— s, X~ Y)b(u'(s, y) dy

Jensen’s inequality and assumptidt.1) yield

(2.13) sup sup Co(t, X) < sup sup(E|u’(t, x)| )PP < 4o0.
te[0,T] xeRd te[0,T] xeRd

Burkholder's inequality and the linear growth condition @oflead to

t

(2.14) SupAn(t, x) < cf (1 + sup E|u™1(s, y)|p>J(t —s)ds.
xeRd 0 yeRd

Moreover, Hdolder's inequality, the linear growth conditioh b and (i) of Lemma 1.1

imply

t
sup By(t, x) < C/ ds(1+ sup E|u (s, y)|p> / Gy s(t—s,y)dy
xeRd 0 yeRd Rd
(2.15) :
= c/ (1+ sup E|u" (s, y)|”> ds.
0

yeRd
Plugging the estimates (2.13) to (2.15) into (2.12) yie@d4.1). Finally, the conclusion
of part (ii) follows by applying Lemma 5.1 quoted in the apgienbelow to the situ-
ation: fo(t) = sup.cre EJU"(t, X)|P, ki = €1, ko =0, g(s) = c2(JI(s) + 1), with ¢y, ¢
given in (2.11).
Statemen(iii); The same arguments as above imply that

E[u™(t, x) — u"(t, x)[P

Ec/t<sup E|u"(s, y) —u" (s, y)|p)(J(t—S)+1)ds.
0

yeRd
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This yields (2.10). We finish the proof by applying Lemma Silthe particular case:
fa(t) = vn(t), ki = ko = 0, 9(s) = c(J(s) + 1), with c given in (2.10). Notice that
the results proved in part (ii) show that:= sup.-7 fo(s) is finite. Hence the series
ano(vn(t))l/p converges for anyp € [2, pg]. We then conclude thafu,(t, x): (t, X) €

[0, T] x RY} converges uniformly irL P(€2) to a limit u = {u(t, X): (t, x) € [0, T] x R9}.

It is not difficult to check thau satisfies conditions of Definition 1.1 and therefore the
existence is completely proved. ]

Let us now give a short proof for the uniqueness. uetand u, be two solutions
to (1.3)

F(t, X) := E|ua(t, X) — ua(t, x)|?

andH (t) = sup.g« F(t, X). Then the isometry property for stochastic integrals,dedb
inequality and the Lipschitz condition dnando yield

H(t) < c/t H(s)(J(t —s) + 1) ds.
0

By iterating this formula and using Lemma 5.1 we deduce Hhat 0, henceu,(t, X) =
ux(t, x) t, X a.e. ]

3. Path regularity of the solution

In this section we analyze the path Hdolder regularityuf, x). The next theorem
extends and improves similar results known for stochast lequation, corresponding
to the casew; =2, § = 0,1 =1,...,d, (see for instance [26]). Contrary to the
factorization method usually used in high dimension (see [@5] and [8]) we use a
direct method to prove our regularity results; in which thaufer transform and the
representation of the Green kernel play a crucial role.

Let y = (y1, y2) such thatyy, y» > 0 and letK be a compact set &Y. We denote
by C¥ ([0, T] x K;R) the set ofy-Hoélder continuous functions equipped with the norm
defined by:

f(t,x)— f(s,
Ifll,rk = sup |f(t,X)|+ sup sup MEIERICHIIN
(t,x)€[0, T]xK s£tel0,T] x£yeK [t — s + |x — y|

(H.2) There existsp € ]0, 1[ such that for allz € K (compact subset aR9)

sup E|uo(y +2) — uo(y)|™ = c|z|"P
yeRd

for some py large enough in [2¢0/p[, Where ag = min<j<q{c;}-
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The main result of this section is

Theorem 3.1. Suppose that b ana are Lipschitz functionsAssume thatH.1),
(H.2) and (H7) hold for n € ]0, 1[ and let u be a solution to equatiofi.3). Then u

belongs &s. to the Holder spac€” ([0, T] x K;R) for 0 < y; < min{Zidzl(p/oq), a-
77)/2}, 0 < y2 < min{p, ap(1 — 1)/2, 1/2} and K compact subset d. Moreover
Ellull® 1 « < 4oc for any pe [2, pol.

In what follows, we establish some technical and usefullteshat will be needed
in the proof of the regularity of the solution.
Let up be a given random fields satisfyingl.(l). Set

W, ) = / Gus(t, X — Y)U(y) dy.
Rd

Proposition 3.1. Suppose that gsatisfies(H.2). Then we have the following
() For each xe RY a.s. the mapping t— u’(t, x) is y;-Hélder continuous for0 <

y1 < min{>{, (o/es), 1}.
(i) For each te [0, T] a.s. the mapping x> u®(t, x) is y»-Hélder continuous fol0 <
Y2 < p-

Proof. Proof of (i). Using the semigroup property of the Green ker@gl;,

Gu st +h, x—y) = / Guslt, X — Y — G s(h, 2) dz
]Rd

we have
uo(t + h, x) — u°(t, x)

= [ [Guslt + by x =) = Guslt, X~ Viluoly) dy

= [ Gusth z)(/ Ga,s(t,X—y)[uo(y—z)—UO(Y)]dY>dZ-
Rd Rd

By concavity of the mapping — xP/P (since p < pp), the Holder's inequality, the
assumption .2) and Fubini's theorem we obtain fqv € [2, po]

P/ Po
EJul(t + h, x) — u°(t, x)|P < (/ sup E|uo(y — 2) — up(¥)|™Gq s(h, 2) dz)
R

d yeRd

p/ Po
< c</ Gy 5(h, 2)|z|"P dz) .
]Rd
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Now, due to the scaling property @&, s
f Ga.s(h, 2)|z|°P dz = / h- Y Ve Ga,a(l, h™ Y Y Z)|Z|pp° dz
Rd Rd
= hZidzl P Po/ai / Ga,a(ly y)|y|ppo dy.
Rd

Using property (v) of Lemma 1.1 we obtain that

d
[ Gusttprray=cy [ Gustd wini™dy
R i—1 VR

PPo +00 X~ Po
. Z / LI [ i
1+ |y|1+a, 0 1+ x1+ao

The last integral is convergent fgrpg < «ap. Therefore we have proved the asser-
tion (i).
Proof of (ii). A change of variable gives immediately

ul(t, x +2) —u(t, x) = /Rd[Ga,a(t, X +z—y) = Gg,s(t, X = y)]uo(y) dy

_ /R Gt X = YIUoly +2) = Uo(y)] dy.

Applying again concavity ok — xP/Po, the Holder’s inequality, the assumptioH.R)
and Fubini's theorem, we obtain for afl € [2, po]

Eul(t, x + z) — u°(t, x)|P

P/ Po
< c(/R sup E(Juo(y + 2) — Ug(Y)|*)Gq 5(t, X — y) dy)

d yeRrd
p/ po
< c( [, Gustt x =iz dy) — cjzP.
]Rd

We complete the proof of the lemma by Kolmogorov’'s criterion ]

The next proposition studies the Holder regularity of stmtit integrals with re-
spect to the martingale measuké. For a given predictable random field we set

t
U(t, x) = /O/Rd G5t —s, X = Y)V(s, y) M(ds, dy).

Proposition 3.2. Assume thasup,-t SUB.rs E(|V(t, X)|P) is finite for some p
large enough Then under(H;) we have the following
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() For each xe RY as. the mapping t— U(t, X) is y1-Hélder continuous for0 <
rn < (@-n)/2
(i) For each te [0, T] a.s. the mapping > U(t, X) is y»-Holder continuous fol0 <
y2 < minfao(1—1n)/2, 1/2}.
Proof. Proof of (i). We have
U+ h,x)—U(t, x)
t+h
— [, Gustt+h =5, x =)V (s, y) M(ds, )
0 R
t
~ [ Gustt= s x = y)V(s. v Mds, dy)
0 JRrd
t
= [ ] [Gust+h=s5,x=3) ~ Guslt =5, x = YIIV(s. y) M(@s. )
0 JRd

t+h
+ / / Gy st + h—s, x—y)V(s, y) M(ds, dy).
t Rd

For p > 2, the Burkholder inequality yields
E[U(t + h, x) —U(t, x)|P

<c sup  E|V(s V)IPl(1a(h, X)PZ + (Ia(h, )P,
(s,y)€[0, T]xRd

where

.
10,50 = [ ds [ 171G+ 5. x = ) = Gusls x= O ()
and

h
120,50 = [ ds [ 17Guss x— YO (o)

Estimation of {(h, x). Set

d
316) Ve ) = exp{ )l exp{ 18 g sangi) }

i=1

By the definition of the Green functio®, ; we can write
T
) = [ dr [ O 0) = O ()
R

]
- / dr / W ()2 (h) — 12 ().
0 Rd
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From the proof of Lemma 1.2 we know thaf, :(r)|> < exp(~2r« S,(¢)). The mean
value theorem to the functioti, ¢ (-) between O andh implies that

[Vae(h) — 1] = h&(8).

Moreover, for anyp €10, 1[, we have|y, ¢ (h) — 1] < 21|y, £ (h) — 1|#. Therefore

i
la(h, X) < csh? /O dr /R (S0 expl-20r S, (6)) u(de),

Hence, underH;) Lemma 5.2 implies that the right hand side of the above inttyu
is finite for any 8 in 10, (1 — n)/2[. Estimation of }(h, x). Fubini’s theorem and a
change of variable lead to

r ph
a0 = [ /0 ds|fea,,s(s,x—-)(s)|2} ()

_ / d /0 s ©P ds} u(d§)

r ph
fo expl-21 S, (£)) dr} ().

=
RI L

By Lemma 5.3 the last term is bounded bfh + h?) for any g € 10, 1 — n][.
Proof of (ii). Let x € RY and z belongs to a compact subskt of R¢

U(t, x4+ 2)—U(t, x)
t
— [ [ [Gustt =5 x+ 2= y) = Guslt = 5, x = Y)IV(5, ) M(ds; d).
0 JRd
For p > 2, Burkholder’s inequality yields

ElU(t,x+2)—U({t,x)[P<c sup E[V(s y)I°PI(x, 2)”?
(s,¥)€[0, T]xRd

where
.
30,2 = [ ds [ 1F1Gus(s x+ 2= )~ Guale, X — O ude)
The propertyF(f)(€ + a) = F(e~27@) f)(¢) together with Lemma 5.4 imply

.
30,2 = [ ds [ wac@lexp@rle, 2)— 17 ()

;
<4 / / dr exp(-2«r S, ())[1 — cos(2r (£, 2))] u(dE)
Rd JO

= c(1z + |21*),
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for all 0 < B < min{(1— n)ao/2, 1/2}. ]

Proof of Theorem 3.1. Leti be a solution to equation (1.3). For amye RY,
ze€ K andt € [0, T], and for p € [2, po],

Elu(t + h, x + 2) — u(t, x)|?
< cEUO(t + h, x 4+ 2) — u(t, x)|°

+CE<
t+h
/ Gus(t +h—s, X + z— y)b(u(s, y)) ds dy
0 Rd

+CE<
— /Ot/Rd Gys(t —s, X — y)b(u(s, y)) ds d%)p

= A1+ Ay + As.

t+h
/ : / Gu st +h—s,x+z—y)o(us, y)) M(ds, dy)
0 Rd

t p
_ / f Gun(t =S, X — y)or(u(s, y)) M(ds, dy)D
0 JRd

The termsA;, A, are estimated by Propositions 3.1 and 3.2. More precisely ate g
AL+ A< C(hZidzlpp/ai + hPP + |Z|pp + |Z|ﬁzp)

for g1 < (1 —1n)/2 and B2 < min(p, ao(1 —n)/2, 1/2). Let us now give the estimation
of As. After a change of variablé\; = |B|P, where

B= /Oh/Rd Gas(h+t—s5s, X+ z—y)b(u(s, y))ds dy
# [ [ Gustt =5 x = y)lbtuts + hy +2) - bluts, y)) ds dy,
By Hdlder inequality, Lipschitz and linear growth conditi@f b, we deduce
Az < /Oh/Rd Gy st + h—s, x + z— y)E|b(u(s, y))|P ds dy
+ /Ot/Rd Gas(t —s, X +z—y)Elb(u(s + h, y + 2)) — b(u(s, y))|° ds dy
<ca-h+c /Ot supEju(s+h, y + 2) —u(s, y)|Pds,

yeRd

where we have used assertion (i) of Lemma 1.1.
Put¢(s, h, 2) = sup.cgs EJu(s + h, y +2) —u(s, y)|P. Hence,

t
o(t, h, 2) <cs(h+ hia PP/ AP 4 |z)eP 4 |2|P>P) + 02/ o(s, h, 2)ds.
0
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Therefore by the Gronwall's lemma

sup sup Eju(t + h, x + z) — u(t, x)|P
O0<t<T xeRrd

<c(h+ hXizipP/ei 4 AP 4 |2°P + |2]PP).

The conclusion of Theorem 3.1 is a consequence of the Kolme@goontinuity cri-
terium. O

REMARK 3.1. Note that our results of regularity of the solution gefiees those
obtained in [26].

4. Smoothness of the law

We prove that, under non-degeneracy condition on the diifusoefficiento, the
law of u(t, x) (solution of E(d, b, o)), has a smooth density for fixed> 0, x € RY.
Since the noisd= has a space correlation, the setting of the correspondohastic
calculus of variations is that used in [17] (see also [16]gt E be the inner-product
space consisting of functions: RY — R such that

[, T = 960 < +oc,

where ¢(X) = ¢(—x). This space is endowed with the inner product

e = [ @ i) = [ 1@ [ dyptx—ywi-y.

Let H be the completion of with respect the norm derived frofy, -)s. SetHt =
L2([0, T]:H), this space is a real separable Hilbert space isomorphicetaeproducing
kernel Hilbert space of the centred Gaussian ndis&vhich can be identified with a
Gaussian proces8N(h): h € H+t} as follows. For any complete orthonormal system
{ex: k € N} C &€ of the Hilbert spaceH, define

Wk(t)=/0t/w a(x) F(ds, dx), keN, te[o, T,

where the integral must be understood in Dalang’s sensepidoessW(t): t € [0, T],
k € N} is a sequence of independent standard Brownian motiong, that for any pre-
dictable procesx

T © AT
/O/Rd X(s, X) F(o|s,o|x)=§/O (X(s, -), &) dW(s).
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In particular, for anyp € S(R9+1)
0 AT
FO =3 [ (065 ) ol D W)
k=00
For h € Ht, set
© AT
W) =3 [ (h(s). e dwk(s).
k=10

Thus, we can use the differential Malliavin calculus basedWith): h € H+} (for more
details see [19]). Recall that the Sobolev spabéd are defined by means of itera-
tions of the derivative operatdd. For a random variablX, D¥X defines aH$*-valued
random variable if it exists. Foh € Hy, setDyX = (DX, h)x, and forr € [0, T],

D X defines an element df, which is denoted byD, .X. Then for anyh € Hy

T
Dh X :/o (Dr . X, h(r))s dr.

We write Dy , X = (D . X, @)y for ¢ € H.
The main result in this section is

Theorem 4.1. Fix t > 0 and x € RY. Assume thatH¢) is satisfied the co-
efficientso and b areC> with bounded derivatives of any order and in addition there
exists a> 0 such that|o(z)| > a for any ze R. Then the law of yt, x), solution of
(1.3), has a density which is infinitely differentiable

REMARK 4.1. Ifd =1 andF is a space-time white noise, we obtain existence
and smoothness of the density of the law for solution to egnststudied in [10] and
[1]. In the case where; = 2, § =0, i = 1,...,d, we obtain the result obtained
in [16].

Classical results on the existence and smoothness of thgitygensing the ap-
proach of Malliavin calculus, are based on the next propmsiti

Proposition 4.1 ([19]). Let F=(Fi,..., F™), m> 1, be a random vector sat-
isfying the following conditions
() F' belongs toD™ = (., M=y DRP foralli =1,..., m.

(i) The Malliavin matrixyr = ((F', F1)3)1<i j<m satisfies

(detye) ™t e () LP(Q).
p>1
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Then F has an infinitely differentiable density with respect te thebesgue measure
on R™.

According to Theorem 6.2 of [20], the proof of Theorem 4.1 iscasequence of
the following lemma.

Lemma 4.1. Under the assumptiofH?), there exists a positive constant such
that for anyp € [0, 1/2],

P
/0 ds [ k(@175 YO = c1p”
Rd
for any 6, > 1.

Proof. Using the lower bound of (1.7), we have

P . 2 w
/O ds / L (dE)| FGas(s, )@ = /Rduzpsx(s)

(d€) 5
Zp/Rd 1156 -2

for any 6, > 1. O

5. Appendix

In this last section, we collect some of the technical reswilich have been used
the in previous sections.

We state below a version of Gronwall’s Lemma that plays aiafumle in the
proof of the existence and uniqueness results.

Lemma 5.1 ([6], Lemma 15). Letg [0, T] — R, be a non-negative function such
that fOT g(s)ds < +o0. Then there is a sequencéa,, n € N} of non-negative real

numbers such that for all p 1, 37 (a,)/P < +o0, and having the following prop-
erty. Let (f,, n € N) be a sequence of non-negative functions[OnT], ki, k» be
non-negative numbers such that for<t < T,

t
o) < ks + /0 (ke + fo1(9))(t —s) ds.

If sup<s<7 fo(s) = c, then for n> 1,

n-1
fot) < ki + (ki + k) > & + (ko + C)an.
i=1
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In particular, sup,>oSUR<t<7 fa(t) < +00. If k1 =k = 0, then ano(fn(t))l/p con-
verges uniformly orf0, T].

Lemma 5.2. Letn and g be in (0, 1). If (H7) holds then

]
/ dr / eXp-2r S, (6))(S(6))% ()
0 Rd
is finite for all 8 in 10, (1—7n)/2[.

REMARK 5.1. Since the spectral measuyras non-trivial positive tempered mea-
sure, we can ensure that there exist positive constants, andk such that

o< [ i) <ce
&]<k
Proof. Letg €]0, 1[, and set

)
= / dr / exp(21t S, (8)(S. (€))% (de)
0 Rd
=1+ 1>

where

]
Iy = / dr / exp( 24T S, (£))(S. (€))% ()
0 {S(8)<1}
and

i
2= [ [ [ dsexp(—m&(&))](&(g))zﬁu(ds)
{S(8)=11LJ0
- F—exp(—ZT@@»
{S(6)=1)

O s e e

Clearly I, is finite. And the terml, is bounded by

} 26-1 (d z 28—1+1n u(d§)
- /{w)zl}(sx(s» p(ds) = 2 /{%)21}@@)) e
w(dg)

ﬁ 2f—1+n
= ey &) i Lt S@)

Now, chooseg in |0, (1—7)/2[ and by the hypothesidi() the last term is finite. []
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Lemma 5.3. If (Hj) holds then for any he [0, T]

h
/ ds / FGun(s, X — )(E)Pu(de) < c(h + h)
0 Rd
for any 8 €10, 1 —n[.

Proof. Leth be in [0,T] and set

h
) = [ ds [ 176,505 = )0 )

By the definition ofG, ; we recall thatFG, s(s, X — - )(§) = Va,£(S) Wherey, ¢(S) is
given by (3.16). Using Fubini’s theorem we can write

o = [ [ [ e as] ue

h
< fR d [ [ expt-2ersien dr] u(de)

0
= l21(h) + I2.2(h),

where

h _
lpa(h) = /{ ol /0 Xp(-24rS,(6)) 0 | n(dk)

and

h _
lp.oh) o= /[ ol /0 Xp(-24rS,(6)) 0 | n(dk)

_ Lo 20561, g
/{s,(s)>1}[ 2 S, () (dE).

It is easy to see thal ;(h) is bounded byc-h. Moreover for eachs € ]0, 1[ we have

11— expt-2ch§,(€))] < 2 7|1 - exp-2«ch S ()’

Using the mean value theorem we get

lpa(h) < c,h? /{ IRRCIOCR]

Choosingp € |0, 1—n[ and using hypothesisH{), we show easily that

f (S.6)) 1 (d8) < +oo. 0
{S(6)>1)
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Lemma 5.4. Let z belongs to a compact subset KRSf. Under (H3) we have

:
[, [} dr expeacrs,@in — costarte, 201 n(de) = oz +12)
for any 0 < B8 < min{1/2, ag(1 — n)/2}.

Proof. Let us put

:
3@ = [ ([ ar expt-2ers (e s - costar(e, 2)] ()
— 3@ + %),

where
]
1@ = /O dr /MM exp(-2er S, (E))[L — cos(2r (£, 2))] pu(dé)
< / [1— cos(2 (¢, 2))] u(dé)
(S ()=<1}

and
1—exp2«T S,(¢))
J =
22) -/{&(é)>1} 2 S (8)
[1— cos(2r (€, 2))]
d
/[&<s>>1} 2 S(8) e
2 / |1— cos(Z (¢, 2))|¥
K Jise)>1 S(6)

[1 —cos( (£, 2))] n(d)

<

w(d§)

for any 8 €10, 1/2].
By the mean value theorem and Remark 5.1

d
Q@ =c) |zl=c-d-|2
i=1

and

d 06 \28
SCEL| 287 e

(S.E)>1) S (&)

Setag = Mini<j<g{e;}. By the Holder inequality

d d a4 17y
(5.17) Zmumg(DzﬁP) (Zw) ,
i=1 i=1 i=1
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wherey andA are positive real numbers such that maxag, 1} and Vy + 1/A = 1.
Taking in account the equivalence of the normsRSh there exists a constaatsuch that

d 1/n
(5.18) <Z|zi |A> <clz.
i=1

On the other hand, using the fact that for any positive reahlmersa,, a,, ..., ay4, and
p>1, Y7 aP < (Zid:l a)p, we can write

d 1/y d 1)y
(Zw) ( (|si|“°)”“°>
i=1 i=1
1/ag
(Ser)
i=1

(Ser)

Combining (5.17), (5.18) and (5.19), we obtain

Q.

(5.19)

IA

IA

22 < s |2% /{ o (SO ()

which is finite according toH;) for all 0 < 8 < ao(1—1n)/2. ]
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