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#### Abstract

Harris proved that there is an indecomposable bimodule with a trivial source which induces a Morita equivalence between Glauberman-Watanabe corresponding block algebras of finite groups with normal defect groups and the Glauberman correspondence of characters in corresponding blocks. We note an implication of the Puig correspondence in the conext of the Glauberman-Watanabe correspondence and then, using this, show Harris's theorem in two ways.


## 1. Introduction

In this article, for a prime $p$, let $(\mathcal{K}, \mathcal{O}, k)$ be a $p$-modular system where $\mathcal{O}$ is a complete discrete valuation ring having an algebraically closed residue field $k$ of characteristic $p$ and having a quotient field $\mathcal{K}$ of characteristic zero which will be assumed to be large enough for any of finite groups we consider in this article.

Let $G$ be a finite group and $\mathcal{S}$ a solvable group such that $\mathcal{S}$ acts on $G$ via automorphism and $(|G|,|\mathcal{S}|)=1$.

Glauberman showed in [13] that there is a bijective correspondence with sign between the set of $\mathcal{S}$-invariant irreducible characters of $G$ and the set of irreducible characters of $G^{\mathcal{S}}=C_{G}(\mathcal{S})$, called the Glauberman correspondence of ( $\mathcal{K}$-)characters.

Watanabe began in [36] a block-theoretical study of the Glauberman correspondence, and gave a ( $p$-)block correspondence under suitable assumptions, called GlaubermanWatanabe correspondence: she proved that if an $\mathcal{S}$-invariant block $b$ of $G$ has a defect group $D$ centralized by $\mathcal{S}$, then all irreducible characters in $b$ are $\mathcal{S}$-invariant, and by the Glauberman correspondence, all of them are mapped bijectively to the irreducible characters belonging to a single block $w(b)$ of $G^{\mathcal{S}}$ having $D$ as a defect group and whose Brauer category is equivalent to that of $b$, and that Glauberman correspondence with sign gives a perfect isometry between the additive group of generalized characters in $b$ and in $w(b)$. In fact, an existence of isotypy is proved. Here for the notions of perfect isometry and isotypy, see [6].

So, it is desirable to give a ring-theoretical explanation for this.

[^0]In fact, until now, the case where the group is $p$-solvable and the case where the block has a normal defect group have been treated. For a $p$-solvable case, see [18] and [16]. Koshitani and Michler proved in [22] that Glauberman-Watanabe corresponding block algebras over $k$ with normal defect groups are Morita equivalent. In fact, Koshitani noted in [21] that they are Puig equivalent, that is, having isomorphic source algebras, see [27, Definition 3.2] and hence Morita equivalent over $\mathcal{O}$ by [29, Lemma 7.8]. Then, Harris showed in [14] that there is an indecomposable $\mathcal{O}\left[G^{\mathcal{S}} \times G\right]-$ module with a trivial sourc realizing a Morita equivalence and inducing the Glauberman correspondence. Recall that if the bimodule inducing a Morita equivalence between block algebras has a trivial source, then these blocks are Puig equivalent, see [31], and an isotypy is induced in the character level, see [32].

In this article, we point out that above Harris's result also follows from the Puig's theory as described in [27], [28] and [30]. In fact, we show in Theorem 4.9 that, taking as $\mathcal{S}$ a cyclic group $S$ of prime order $q$ (by induction, it suffices to consider this case, see Theorem 2.1 (i), (ii) and Theorem 4.11), for an $S$-invariant block $b$ of $G$ with an $S$-centralized normal defect group, there is some pointed group, see [27, Definition 1.1], $G_{\beta}^{S}$ of $\mathcal{O} G b$ viewed as an interior $G$-algebra, see [27, Definition 3.1], such that the block algebra $\mathcal{O} G^{S} w(b)$ is isomorphic to the embedded algebra $(\mathcal{O} G b)_{\beta}$, see [30, 4.2], of $G_{\beta}^{S}$ in $\mathcal{O} G b$ as interior $G^{S}$-algebras. Then, since an indecomposable direct summand of $\mathcal{O} G b \downarrow_{G^{s} \times G}$, which belongs to the only isomorphism class whose multiplicity in $\mathcal{O} G b \downarrow_{G^{s} \times G}$ is not divided by $q$, induces a Morita equivalence between $\mathcal{O} G b$ and $(\mathcal{O} G b)_{\beta}$, it cleary induces the Glauberman correspondence, see Theorem 2.1 (3), and hence Harris's result follows.

This article consists of the following:
In Section 2, we recall the correspondences of Glauberman and Watanabe.
In Section 3, we describe an implication of the Puig correspondence quoted in Theorem 3.1 in the context of the Glauberman-Watanabe correspondence. Then as a special case we note in Corollaries 3.6 and 3.7, for $\mathcal{R} \in\{\mathcal{O}, k\}$, a vertex preserving correspondence between the indecomposable $S$-invariant $\mathcal{R} G$-modules and the indecomposable $\mathcal{R} G^{S}$-modules with some properties, characterized by the multiplicities, depending on Barker's investigations. When $G^{S}$ contains a normalizer of a source, corresponding modules are the Green corresponding modules, see [35, Section 20].

In Section 4, we specialize to group algebras with normal defect groups, and, in Corollary 4.10, the Harris's result stated above is deduced by applying Puig's theorems, in particular, the structure theorem as an $(\mathcal{O D}, \mathcal{O} D)$-bimodule of the source algebra of a block with a normal defect group $D$.

In Section 5, we note the compatibility of the results in Section 4 with an observation by Okuyama in [26]. In fact, we note that Corollary 4.10 also follows from Broué's theorem on the Morita equivalence and the relation (*) in Section 5 given in [26] with the interpretation ( $* *$ ) in Section 5 of ( $*$ ) given in [34], see Remark 5.1.

The author thanks Tetsuro Okuyama, Atumi Watanabe and the referee, by whose comment an earlier version of this article is revised, and his supervisor Shigeo Koshitani for helpful comments.

Notation and terminology. We will cite necessary facts from textbooks [19], [24] and [35] rather than original articles, and in particular, we refer to [35] for Puig's theory.

For finite groups $G$ and $S$, if $S$ acts on $G$ via group automorphisms, we can consider the semi-direct product $G \rtimes S$ determined by that action, and denote it by $G S$. Let $H$ be a subgroup of $G$. We denote by $\Delta H=\{(h, h) \in G \times G \mid h \in H\}$ the diagonal subgroup of $G \times G$. If $S$ stabilizes $H$, the centralizer of $S$ in $H$ is denoted by $H^{S}$. We denote by $[H \backslash G]$ a set of left coset representatives of $H$ in $G$. We denote by $G_{p^{\prime}}$ the set of elements of $G$ with the order coprime to $p$. A cyclic group of order $r$ is denoted by $C_{r}$.

By a character, we always mean an ordinary character over $\mathcal{K}$. Denote by $\operatorname{Irr}(G)$ the set of all irreducible characters of $G$ and by $\operatorname{Irr}(G)^{S}$ the set of all $S$-invariant irreducible characters of $G$. For $\theta \in \operatorname{Irr}(H)$, we denote $\operatorname{Irr}(G \mid \theta)=\{\chi \mid \chi \in \operatorname{Irr}(G)$ such that $\left.\left[\theta, \chi \downarrow_{H}^{G}\right] \neq 0\right\}$, where $[\cdot, \cdot]$ is the usual inner product of characters. When $(|G|,|S|)=1$, for $\phi \in \operatorname{Irr}(G)^{S}$, there exists a uniquely determined extension $\hat{\phi} \in \operatorname{Irr}(G S \mid$ $\phi$ ) of $\phi$ satisfying the condition $S \subset \operatorname{Ker}(\operatorname{det}(\hat{\phi})$ ), called the canonical extension of $\phi$, see [19, Lemma 13.3]. When $S$ is cyclic, $\hat{S}$ acts on $\operatorname{Irr}(G S)$, see [11, Proposition 1.15 and (1.16)], where $\hat{S}=\operatorname{Hom}\left(S, \mathcal{K}^{\times}\right) \simeq S$ is the dual group of $S$, whose elements will be identified with the elements of $\operatorname{Irr}(S)$. Above action is denoted multiplicatively.

For a ring $R$, we denote by $R^{\times}$the multiplicative group consisting of units of $R$, by $J(R)$ the Jacobson radical of $R$ and by $\operatorname{Irr}(R)$ the set of all irreducible characters of $R$. Let $\mathcal{R} \in\{\mathcal{O}, k\}$ and $\mathcal{R}^{\prime} \in\{\mathcal{K}, \mathcal{O}, k\}$. We denote by $\mathcal{R}^{\prime} G$ the group algebra of $G$ over $\mathcal{R}^{\prime}$.

By modules, we mean $\mathcal{R}^{\prime}$-free finitely generated left modules. For modules $V$ and $W$, denote $W \mid V$ if $W$ is isomorphic to a direct summand of $V$. For an $\left(\mathcal{R}^{\prime} G, \mathcal{R}^{\prime} H\right)$ bimodule $X$, we view it as an $\mathcal{R}^{\prime}[G \times H]$-module in the usual way: $(g, h) \cdot x=g$. $x \cdot h^{-1}$ where $g \in G, h \in H$ and $x \in X$. (We use • for the action of elements of group algebra on modules over that group algebra.) For a normal subgroup $N$ of $G$ (denoted $N \triangleleft G$ ), an $\mathcal{R}^{\prime} N$-module $Y$ and $g \in G$, we denote by $Y^{g}$ the ( $g$-)conjugate $\mathcal{R}^{\prime} N$-module, see [35, Example 10.10]. Conjugate modules are defined also for the modules over twisted group algebras, see [10, (5.27)]. For a $k G$-module $U$, we denote by $P(U)$ the projective cover of $U$.

By a block of $G$ or $\mathcal{R} G$, we mean a primitive idempotent $b$ of $Z(\mathcal{R} G)$. The set of blocks of $\mathcal{R} G$ with a defect group $D$ is denoted by $\mathrm{Bl}_{\mathcal{R}}(G \mid D)$. For a block $b_{0}$ of $\mathcal{O} G$, denote by $\overline{b_{0}}$ the block of $k G$ given by the canonical image of $b_{0}$, and denote $\operatorname{Irr}\left(b_{0}\right)=\left\{\phi \in \operatorname{Irr}(G) \mid \phi\left(b_{0}\right) \neq 0\right\}$, which is also called a block and whose elements are called the characters of $G$ in $b_{0}$ or $\overline{b_{0}}$.

We refer to [35, Section 10] for the notion of an (interior) $G$-algebra $A$ over $\mathcal{R}$. We denote by $\operatorname{Res}_{H}^{G} A$ the (interior) $H$-algebra given by the restriction to $H$ of the
structural map. $A^{H}$ is a subalgebra of $A$ consisting of $H$-fixed elements. If $1_{A}$ is the unique idempotent of $A^{G}, A$ is called a primitive $G$-algebra. We view group algebra $\mathcal{R} G$, block algebras $\mathcal{R} G b$ and $\mathcal{R}$-endomorphism rings of $\mathcal{R} G$-modules as interior $G$-algebras in the usual way, see [35, Examples 10.3 and 10.6]. Considering $\mathcal{R} G b$ as an $(\mathcal{R} G, \mathcal{R} G)$-bimodule, we view $\operatorname{End}_{\mathcal{R}[1 \times G]}(\mathcal{R} G b)$ as an interior $G$-algebra using the left $\mathcal{R} G$-module structure of $\mathcal{R} G b$. Then, as is well-known, we have an isomorphism of interior $G$-algebras

$$
\mathcal{R} G b \rightarrow \operatorname{End}_{\mathcal{R}[1 \times G]}(\mathcal{R} G b), \quad x \mapsto \varphi_{x}
$$

where $\varphi_{x}$ is the $\mathcal{R}$-endomorphism of $\mathcal{R} G b$ given by the left action of $x \in \mathcal{R} G b$.
We refer to [28, Section 5] for the notions a $k^{\times}$-group $\hat{G}$, a $k^{\times}$-subgroup $\hat{H}$, a $k^{\times}$-group homomorphism and the $k^{\times}$-group algebra $\mathcal{R}_{*} \hat{G}$ over $\mathcal{R}$. See also [35, Examples $10.4,10.8$ and p.407]. We also denote by $\mathcal{K}_{*} \hat{G}$ an algebra over $\mathcal{K}$ defined by $\mathcal{K} \otimes_{\mathcal{O}} \mathcal{O}_{*} \hat{G}$. With the obvious grading, $\mathcal{R}_{*}^{\prime} \hat{G}$ becomes a twisted group algebra of $G$ over $\mathcal{R}^{\prime}$. For an $\mathcal{R}_{*}^{\prime} \hat{G}$-module $V$ and an $\mathcal{R}_{*}^{\prime} \hat{H}$-module $V^{\prime}$, we denote by $V \downarrow_{H}^{G}$ the restriction of $V$ to $\mathcal{R}_{*}^{\prime} \hat{H}$-module and by $V^{\prime} \uparrow_{H}^{G}$ the induced $\mathcal{R}_{*}^{\prime} \hat{G}$-module $\mathcal{R}_{*}^{\prime} \hat{G} \otimes_{\mathcal{R}_{*} \hat{H}} V^{\prime}$. Similar notations for $\mathcal{K}$-characters. We denote by $m\left(V^{\prime}, V\right)$ the multiplicity of $V^{\prime}$ in $V \downarrow_{H}^{G}$, that is, the number of modules isomorphic to $V^{\prime}$ in a direct sum decomposition of $V \downarrow_{H}^{G}$, and by $n\left(V, V^{\prime}\right)$ the multiplicity of $V$ in $V^{\prime} \uparrow_{H}^{G}$. We use the similar notations for modules over ordinary group algebras, see [28, 5.12.2].

For a $G$-algebra $A$ over $\mathcal{R}$, the trace map from $A^{H}$ to $A^{G}$ is defined by $\operatorname{Tr}_{H}^{G}(a)=$ $\sum_{g \in[H \backslash G]} a^{g}$ for $a \in A^{H}$ and, for a $p$-subgroup $P$ of $G$, the Brauer homomorphism $\operatorname{Br}_{P}^{A}$ is defined by the canonical epimorphism $A^{P} \rightarrow A(P)=A^{P} /\left\{\sum_{Q} \operatorname{Tr}_{Q}^{P}\left(A^{Q}\right)+J(\mathcal{R}) A^{P}\right\}$ where $Q$ runs over strict subgroup of $P$, see [35, Section 11]. When $A=\mathcal{R} G, A(P)$ will be identified with $k C_{G}(P)$, see [35, Proposition 37.5].

We refer to [35, Sections 13 and 14] for the notions pointed groups of $A$, the action of $G$ on them by the conjugation, their localness and the relations $K_{\sigma} \geq H_{\beta}$ and $K_{\sigma}$ pr $H_{\beta}$ between pointed groups $K_{\sigma}$ and $H_{\beta}$ of $A$. For $f \in \beta, f A f$ has the obvious $H$-algebra (interior $H$-algebra if $A$ has an interior $H$-algebra structure) structure. $A_{\beta}$ is the primitive (interior) $H$-algebra isomorphic to $f A f$, called an embedded algebra of $H_{\beta}$ in $A$. For its uniqueness, see [35, Section 13]. When a local pointed group $P_{\gamma}$ of $A$ such that $H_{\beta} \geq P_{\gamma}$ is maximal with respect to the relation $\geq, P_{\gamma}$ is called a defect pointed group of $H_{\beta}$, see [35, Section 18] and $P$ is called a defect group of $H_{\beta}$. For the multiplicity $m(\beta, \sigma)$ of the point $\beta$ in $\sigma$, we refer to [4, Section 2]. In particular, if $A$ is a primitive $G$-algebra and $\alpha=\left\{1_{A}\right\}$, then $m(\beta, \alpha)$ is the number of occurrences of idempotents of $\beta$ in a primitive idempotent decomposition of $1_{A}$ in $A^{H}$, see [35, p. 28].

We denote by $A\left(H_{\beta}\right)$ the multiplicity algebra and by $V_{A}\left(H_{\beta}\right)$ the multiplicity module, of the pointed group $H_{\beta}$ of $A$, see [35, Section 13]. Denote by $\pi_{\beta}$ the canonical epimorphism from $A^{H}$ to $A\left(H_{\beta}\right)$. For another $G$-algebra $A^{\prime}$, if $\mathcal{F}: A \rightarrow A^{\prime}$ is an embedding of $G$-algebra, see [35, Section 12], then $\mathcal{F}$ induces an injection $H_{\beta} \mapsto H_{\beta^{\prime}}$, of
pointed groups of $A$ into pointed groups of $A^{\prime}$, see [35, Proposition 15.1]. $\mathcal{F}$ also induces an embedding of $N_{G}\left(H_{\beta}\right) / H\left(=N_{G}\left(H_{\beta^{\prime}}\right) / H\right)$-algbra $A\left(H_{\beta}\right) \rightarrow A^{\prime}\left(H_{\beta^{\prime}}\right)$ described in [35, Proposition 15.3] and an isomorphism of $k^{\times}$-groups from $\widehat{N_{G}\left(H_{\beta^{\prime}}\right) / H}$, which is defined by the action of $N_{G}\left(H_{\beta^{\prime}}\right) / H$ on $A^{\prime}\left(H_{\beta^{\prime}}\right)$, to $\overline{N_{G}\left(H_{\beta}\right) / H}$, which is defined by the action of $N_{G}\left(H_{\beta}\right) / H$ on $A\left(H_{\beta}\right)$, described in [35, Proposition 15.4]. Through these, $V_{A}\left(H_{\beta}\right)$ will be identified with a direct summand of $V_{A^{\prime}}\left(H_{\beta^{\prime}}\right)$, see [35, Proposition 15.5]. When $A$ is a primitive $G$-algebra, a defect pointed group $P_{\gamma}$ of $G_{\left\{1_{A}\right\}}$ is called a defect pointed group of $A, P$ is called a defect group of $A, i \in \gamma$ is called a source idempotent of $A$ and the embedded algebra $A_{\gamma}$ of $P_{\gamma}$ in $A$ is called a source algebra of $A$. Moreover, $V_{A}\left(P_{\gamma}\right)$ is called the defect multiplicity module of $A$, which is indecomposable projective $k_{*} \hat{\bar{N}}$-module, where $\bar{N}=N_{G}\left(P_{\gamma}\right) / P$, see [35, Section 19]. A canonical character of a block $b$ is the character of $D C_{G}(D) / D$ corresponding to the simple projective module $V_{\mathcal{R} G b}\left(D_{\delta}\right) \downarrow_{D C_{G}(D) / D}^{N_{G}\left(D_{\delta}\right) / D}$, where $D_{\delta}$ is a defect pointed group of $\mathcal{R} G b$, see [35, Section 37].

When $A$ is an interior $G$-algebra over $\mathcal{R}$, its structural homomorphism $\varphi$ from $G$ to $A^{\times}$can be extended to $\varphi: \mathcal{R} G \rightarrow A$ and we denote $y \cdot a=\varphi(y) a$ and $a \cdot y=a \varphi(y)$ for $y \in \mathcal{R} G$ and $a \in A$. Moreover if $A$ is primitive, then there is a unique block $b$ of $\mathcal{R} G$ such that $b \cdot 1_{A}=1_{A}$, and in this case, we say that $A$ is in $b$, see [30, 4.1].

When an $\mathcal{R}$-algebra $E$ is isomorphic to $\operatorname{End}_{\mathcal{R}}(L)$ for some $\mathcal{R}$-module $L$, we also use - for the obvious action of elements of $E$ on $L$.

## 2. The correspondences of Glauberman and Watanabe

In this section, we recall the correspondences of Glauberman and Watanabe.
Theorem 2.1 (Glauberman [13]). For any pair $(G, \mathcal{S})$ where $G$ is a finite group and $\mathcal{S}$ is a finite solvable group acting on $G$ such that $(|G|,|\mathcal{S}|)=1$, there exists a uniquely determined bijective map $\pi(G, \mathcal{S}): \operatorname{Irr}(G)^{\mathcal{S}} \rightarrow \operatorname{Irr}\left(G^{\mathcal{S}}\right)$ satisfying the following conditions:
(i) For $\mathcal{T} \triangleleft \mathcal{S}, \operatorname{Irr}(G)^{\mathcal{S}}$ is mapped bijectively to $\operatorname{Irr}\left(G^{\mathcal{T}}\right)^{\mathcal{S}}$ by $\pi(G, \mathcal{T})$.
(ii) In the situation of $(i), \pi(G, \mathcal{S})=\pi\left(G^{\mathcal{T}}, \mathcal{S} / \mathcal{T}\right) \circ \pi(G, \mathcal{T})$.
(iii) If $\mathcal{S}$ is a $q$-group for some prime $q$, then, for $\phi \in \operatorname{Irr}(G)^{\mathcal{S}}, \pi(G, \mathcal{S})(\phi)$ is a unique constituent of $\phi \downarrow_{G}^{G}$ with a multiplicity $m_{\phi}$ not divisible by $q$. In fact, $\phi$ determines a sign $\epsilon_{\phi} \in\{ \pm 1\}$ such that $m_{\phi} \equiv \epsilon_{\phi}(\bmod q)$.

The correspondence in Theorem 2.1 is called the Glauberman correspondence of ( $\mathcal{K}$-)characters.

Remark 2.2. For an $\mathcal{S}$-invariant simple projective $k G$-module $W$, there is an $\mathcal{S}$-invariant irreducible and projective $\mathcal{O} G$-lattice $W_{\mathcal{O}}$ such that $W \simeq W_{\mathcal{O}} / J(\mathcal{O}) W_{\mathcal{O}}$. Thus we can consider the Glauberman correspondent $\pi(G, \mathcal{S})(\xi)$ of the character $\xi$ afforded by $W$. A set $\{\pi(G, \mathcal{S})(\xi)\}$ forms a block of $G^{\mathcal{S}}$ with defect 0 , see [25, Theorem
in p. 517], so that there exists an irreducible and projective $\mathcal{O} G^{\mathcal{S}}$-lattice $W_{\mathcal{O}^{\prime}}$ which affords the character $\pi(G, \mathcal{S})(\xi)$. We call a simple projective $k G^{\mathcal{S}}$-module isomorphic to $W_{\mathcal{O}}{ }^{\prime} / J(\mathcal{O}) W_{\mathcal{O}}{ }^{\prime}$ a Glauberman correspondent of $W$.

By (i) and (ii) in Theorem 2.1, it suffices to consider the case where $\mathcal{S}$ is cyclic of prime order $q$, see Theorem 4.11. In the following, we always assume Condition 2.3 below.

Condition 2.3. $G$ is a finite group and $S \simeq C_{q}$ acts on $G$ where $q$ is a prime not dividing the order of $G$. Set $\Gamma=G S . \lambda$ is a non-trivial element of $\hat{S}$.

In fact, the correspondence in Theorem 2.1 is determined by iterated application of the correspondence in [19, Theorem 13.6, Definition 13.7] which is defined when an acting group is cyclic, see [19, Definitions 13.12 and 13.20, Theorem 13.18] (note also that, with the notations in Theorem 2.1 and Proposition 2.4, $\epsilon_{\phi}=\delta_{\phi}$ under the common assumptions, see [19, Theorem 13.14 (b)]). For a later use, we cite the following form of the Glauberman correspondence under Condition 2.3, which follows immediately from [19, Theorem 13.6], see also [11]:

Proposition 2.4 (Glauberman [13]). For $\phi \in \operatorname{Irr}(G)^{S}$, let $\hat{\phi} \in \operatorname{Irr}(\Gamma)$ be the canonical extension of $\phi$ when $q$ is odd, and $\hat{\phi} \in \operatorname{Irr}(\Gamma)$ an arbitrary extension of $\phi$ when $q=|S|=2$. Then there is a sign $\delta_{\phi}$ which makes the following equation of generalized characters hold:

$$
(\hat{\phi}-\lambda \hat{\phi}) \downarrow_{G^{S} S}^{\Gamma}=\delta_{\phi}(\pi(G, S)(\phi) \times 1-\lambda(\pi(G, S)(\phi) \times 1))
$$

Note that, when $q=2$, above $\delta_{\phi}$ depends on the choice of $\hat{\phi}$. In the above proposition, since $G^{S} S$ is a direct product of $G^{S}$ and $S$, characters of $G^{S} S$ are denoted in the form of the product of characters of $G^{S}$ and $S$. Note that $\lambda(\pi(G, S)(\phi) \times 1)=$ $\pi(G, S)(\phi) \times \lambda$. In the following, we will use the notation of product for characters of direct products, too.

Watanabe began in [36] a $p$-block theory of the Glauberman correspondence under the condition that a defect group is centralized by $S$, which will be always assumed in this article too.

Theorem 2.5 (Watanabe [36]). If an S-invariant block $b$ of $\mathcal{O} G$ has a defect group $D$ centralized by $S$, then the following holds:
(1) All charcters in $b$ are $S$-invariant.
(2) There is a block $w(b)$ of $\mathcal{O} G^{S}$ with a defect group $D$ such that $\operatorname{Irr}(w(b))=\{\pi(G, S)(\phi) \mid$ $\phi \in \operatorname{Irr}(b)\}$.
(3) There is a perfect isometry $\mathbb{Z} \operatorname{Irr}(b) \simeq \mathbb{Z} \operatorname{Irr}(w(b))$ mapping $\phi \in \operatorname{Irr}(b)$ to $\delta_{\phi} \pi(G, S)(\phi)$, where $\delta_{\phi}$ is the sign described in Proposition 2.4 (in the case of $q=2$, choosing $\hat{\phi}$ in

Proposition 2.4 so that $\{\hat{\phi} \mid \phi \in \operatorname{Irr}(b)\}=\operatorname{Irr}(\hat{b})$ for a block $\hat{b}$ of $\Gamma$ covering $b)$. In fact, the Glauberman correspondence induces an isotypy.

The correspondence in Theorem 2.5 is called the Glauberman-Watanabe correspondence of ( $p$-)blocks. We also define $w(\bar{b})$ by $\overline{w(b)}$.

Note that if $S$ centralizes a Sylow $p$-subgroup of $G$, then the Glauberman-Watanabe correspondence induces a one-to-one correspondence between the set of $S$-invariant blocks of $G$ and the set of blocks of $G^{S}$. In particular, the set of $S$-invariant characters of $G$ with defect 0 and the set of characters of $G^{S}$ with defect 0 correspond bijectively by the Glauberman correspondence.

The following is included in Theorem 2.5 (3).
Proposition 2.6 (Watanabe [36]). With the notations of Theorem 2.5, let $\xi \in$ $\operatorname{Irr}\left(D C_{G}(D) / D\right)$ be a canonical character of $b$. Then $\xi$ is $S$-invariant and its Glauberman correspondent is a canonical character of $w(b)$.

In the situation of Theorem 2.5, by [36, Proposition 1] and [8], $b$ is covered by $q$ distinct isomorphic blocks of $\Gamma$ in the sense of [1] or [17]. In particular:

Lemma 2.7 (Dade [8], Watanabe [36]). For $b$ as in Theorem 2.5 and any block $\hat{b}$ of $\Gamma$ covering b, it holds that $\operatorname{Res}_{G}^{\Gamma}(\mathcal{O} \Gamma \hat{b}) \simeq \mathcal{O} G b$ as interior $G$-algebras and $\mathcal{O} \Gamma \hat{b} \downarrow_{G \times G}^{\Gamma \times \Gamma} \simeq \mathcal{O} G b$ as $\mathcal{O}[G \times G]$-modules.

We also recall the following, see for example [22, Lemma 2.2]:

Lemma 2.8. $\quad N_{G}(P)=N_{G^{s}}(P) C_{G}(P)$ for an $S$-centralized subgroup $P$ of $G$.

## 3. The correspondence of Puig

In this section, we note an implication of the Puig correspondence in the context of the Glauberman-Watanabe correspondence. Firstly, we recall the Puig correspondence of points or pointed groups and a particular case of Barker's result, see [30, 1.4.1], [4, Remarks 4.1 and 7.1, Propositions 4.4, 4.5, 7.4 and 7.5] and [35, Theorem 19.1]:

Theorem 3.1 (Puig [27] [28]). Let A be a G-algebra. For any local pointed group $P_{\gamma}$ and any subgroup $H$ of $G$ containg $P$, the correspondence mapping any primitive idempotent $j$ of $A^{H}$ on the $k_{*} \hat{\vec{H}}$-module $\pi_{\gamma}(j) \cdot V_{A}\left(P_{\gamma}\right)$ induces a bijection from the set of points $\epsilon$ of $H$ on $A$ such that $P_{\gamma}$ is a defect pointed group of $H_{\epsilon}$ onto the set of isomorphism classes of projective indecomposable direct summands of $V_{A}\left(P_{\gamma}\right) \downarrow \frac{\bar{G}}{H}$ where $\bar{H}=N_{H}\left(P_{\gamma}\right) / P$. Moreover, for pointed groups $K_{\sigma}$ and $H_{\epsilon}$ of $A$ with a defect pointed group $P_{\gamma}$, and $l \in \sigma$ and $j \in \epsilon$,
(1) $K_{\sigma} \geq H_{\epsilon}$ if and only if $\pi_{\gamma}(j) \cdot V_{A}\left(P_{\gamma}\right) \left\lvert\,\left(\pi_{\gamma}(l) \cdot V_{A}\left(P_{\gamma}\right)\right) \downarrow \frac{\bar{K}}{H}\right.$, and $m(\epsilon, \sigma)=m\left(s_{\gamma}(j)\right.$. $\left.V_{A}\left(P_{\gamma}\right), s_{\gamma}(l) \cdot V_{A}\left(P_{\gamma}\right)\right)$.
(2) $K_{\sigma}$ pr $H_{\epsilon}$ if and only if $\pi_{\gamma}(l) \cdot V_{A}\left(P_{\gamma}\right) \left\lvert\,\left(\pi_{\gamma}(j) \cdot V_{A}\left(P_{\gamma}\right)\right) \uparrow \frac{\bar{K}}{H}\right.$. When $A$ is an interior $G$-algebra constructed from the endomorphism ring of an $\mathcal{R} G$-module $L, n(l \cdot L, j \cdot L)=$ $n\left(\pi_{\gamma}(l) \cdot V_{A}\left(P_{\gamma}\right), \pi_{\gamma}(j) \cdot V_{A}\left(P_{\gamma}\right)\right)$, and moreover if $\pi_{\gamma}(l) \cdot V_{A}\left(P_{\gamma}\right)$ and $\pi_{\gamma}(j) \cdot V_{A}\left(P_{\gamma}\right)$ are simple $k_{*} \hat{\bar{K}}$ - and $k_{*} \hat{\bar{H}}$-modules respectively, then $n(l \cdot L, j \cdot L)=m(j \cdot L, l \cdot L)$ (Barker).

With the above notations, if $V_{A}\left(P_{\gamma}\right)$ is simple (and projective) $k_{*} \hat{\bar{G}}$-module, we can apply the Glauberman correspondence by considering an appropriate covering group of the twisted group algebra $k_{*} \hat{\bar{G}}$, which is a well-known argument, see for example [16] and [23], and get some informations on pointed groups on $A$ by the Puig correspondence quoted above. Note that we may use the twisted group algebra version of the Glauberman correspondence described in [11].

For $V$ and $V^{\prime}$ as in Lemma 3.2 (1) below, we call a $k_{*} \widehat{G^{S}}$-module isomorphic to $V^{\prime}$ a Glauberman correspondent of $V$. When $A$ is an $S$-invariant ordinary block algebra with defect 0 , this usage coincides with that of Remark 2.2. In Lemma 3.2 (3), we view $V \downarrow_{N}^{G}$ as a $k N$-module in the canonical way, see [35, Example 10.9].

Lemma 3.2. Let $\tilde{A}$ be a $\Gamma$-algebra which is simple as a k-algebra. (Then the unique simple $\tilde{A}$-module $\tilde{Z}$ has the $k_{*} \hat{\Gamma}$-module structure associated with the $\Gamma$-algebra structure of $\tilde{A}$, see [35, Example 10.8].) Let $N$ be an $S$-invariant normal subgroup of $G$ such that $G=G^{S} N$. Assume that the NS-algebra structure of $\tilde{A}$ is interior, whose structural map commutes with the action of $\Gamma$. Then:
(1) Assume that a direct summand $\tilde{V}$ of $\tilde{Z}$ is a simple and projective $k_{*} \hat{\Gamma}$-module such that $V=\tilde{V} \downarrow_{G}^{\Gamma}$ is a simple (and projective) $k_{*} \hat{G}$-module. Then there exists, unique up to isomorphism, an indecomposable direct summand $V^{\prime}$ of $V \downarrow_{G^{s}}^{G}$ such that $q \nmid m\left(V^{\prime}, V\right)$. Furthermore, $V^{\prime}$ is a simple (and projective) $k_{*} \widehat{G^{S}}-$ module, and $m\left(V^{\prime}, V\right) \equiv \pm 1(\bmod q)$. (2) Assume that a direct summand $U$ of $\tilde{Z} \downarrow_{G^{s}}^{\Gamma}$ is simple and projective $k_{*} \widehat{G^{s}}$-module and there exists an $S$-invariant simple (and projective) direct summand $U^{\prime \prime}$ of $U \uparrow_{G^{s}}^{G}$ such that $q \nmid n\left(V, V^{\prime}\right)$ (see the first paragraph of the proof of (2) for this condition). Then $n\left(U^{\prime \prime}, U\right) \equiv \pm 1(\bmod q)$, and any indecomposable $S$-invariant direct summand of $U \uparrow{ }_{G}^{G}$ which is not isomorphic to $U^{\prime \prime}$ has a multiplicity divisible by $q$.
(3) Let $W$ be an indecomposable direct summand of $V \downarrow_{N}^{G}$ for $V$ in (1). Then:
(A) $W$ is a simple, projective and $S$-invariant $k N$-module. The isomorphism classes of the indecomposable direct summands of $V \downarrow_{N}^{G}$ are the isomorphism classes of $g$-conjugate of $W$ where $g$ runs over $G$ (so that are $S$-invariant).
(B) Let $V^{\prime}$ and $W^{\prime}$ be Glauberman correspondents of $V$ and $W$, respectively. Then:
(a) The isomorphism classes of the indecomposable direct summands of $V^{\prime} \downarrow_{N^{S}}^{G}$ are the isomorphism classes of c-conjugate of $W^{\prime}$ where $c$ runs over $G^{S}$.
(b) If $V \downarrow_{N}^{G}$ is indecomposable (so that $W=V \downarrow_{N}^{G}$ ), then $V^{\prime} \downarrow_{N}^{G}$ s is indecomposable (so that $W^{\prime} \simeq V^{\prime} \downarrow_{N^{s}}^{G^{S}}$ ).

Proof. The $\Gamma$-algebra structure of $\tilde{A}$ determines a $k^{\times}$-group $\hat{\Gamma}$ with a structural short exact sequence: $1 \rightarrow k^{\times} \xrightarrow{\tau} \hat{\Gamma} \xrightarrow{d} \Gamma \rightarrow 1$. Recall that $\hat{\Gamma}$ may be taken explicitly as $\hat{\Gamma}=\left\{(a, x) \in \tilde{A}^{\times} \times \Gamma \mid a^{\prime a}=a^{\prime x}\right.$ for any $\left.a^{\prime} \in \tilde{A}\right\}$ with $d((a, x))=x$ for $(a, x) \in \hat{\Gamma}$ and $\tau(\sigma)=\left(\sigma 1_{\tilde{A}}, 1_{\Gamma}\right)$ for $\sigma \in k^{\times}$. There is a split monomorphism $\iota: N S \rightarrow \widehat{N S}$ of $\left.d\right|_{\widehat{N S}}$ mapping $y$ to $\left(y \cdot 1_{\tilde{A}}, y\right)$. Then $\iota(N S)$ is a normal subgroup of $\hat{\Gamma}$. Since $\iota(N S)$ intersects trivially with $\tau\left(k^{\times}\right)$, the canonical epimorphisms of groups $\pi: \hat{\Gamma} \rightarrow \hat{\Gamma} / \iota(N S)$ and $\bar{\pi}: \Gamma \rightarrow \Gamma / N S$ determine the $k^{\times}$-group $\hat{\Gamma} / \iota(N S)$ whose structural short exact sequence is given by the following commutative diagram:


There is a subgroup $(\hat{\Gamma} / \iota(N S))^{*}$ of $\hat{\Gamma} / \iota(N S)$ satisfying $\bar{d}\left((\hat{\Gamma} / \iota(N S))^{*}\right)=\Gamma / N S$ with a central subgroup $\bar{Z}=\operatorname{Ker}\left(\bar{d}^{*}\right)=(\hat{\Gamma} / \iota(N S))^{*} \cap \bar{\tau}\left(k^{\times}\right) \simeq C_{r}$ where $\bar{d}^{*}$ is the restriction of $\bar{d}$ to $(\hat{\Gamma} / \iota(N S))^{*}$ and $r$ is an integer determined by $|\Gamma / N S|=r p^{n}(p \nmid r)$, see [35, Proposition 10.5]. Note that $q \nmid r$. Then $\Gamma^{*}=\pi^{-1}\left((\hat{\Gamma} / \iota(N S))^{*}\right)$ is a finite subgroup of $\hat{\Gamma}$ containing $\iota(N S)$, satisfying $d\left(\Gamma^{*}\right)=\Gamma$, and having a central subgroup $Z=\operatorname{Ker}\left(d^{*}\right)=$ $\Gamma^{*} \cap \tau\left(k^{\times}\right) \simeq C_{r}$ where $d^{*}$ is the restriction of $d$ to $\Gamma^{*}$. For a subgroup $H$ of $\Gamma$, define a subgroup $H^{*}$ of $\Gamma^{*}$ by $H^{*}=d^{*-1}(H)$. If $H$ is contained in $G$ and $S$-invariant, then $\iota(S)$ acts coprimely on $H^{*}$ since $q \nmid r|H|$ and we have, for $\left(a_{h}, h\right) \in H^{*},(s$. $\left.1_{\tilde{A}}, s\right)^{-1}\left(a_{h}, h\right)\left(s \cdot 1_{\tilde{A}}, s\right)=\left(a_{h}^{s}, h^{s}\right) \in \Gamma^{*} \cap d^{-1}(H)=H^{*}$. Note that $\Gamma^{*}=G^{*} \iota(S)$. Moreover, $\left(H^{*}\right)^{\iota(S)}=\left(H^{S}\right)^{*}$. In fact, for $\left(a_{c}, c\right) \in\left(H^{S}\right)^{*},\left(s \cdot 1_{\tilde{A}}, s\right)^{-1}\left(a_{c}, c\right)\left(s \cdot 1_{\tilde{A}}, s\right)=\left(a_{c}^{s}, c\right)$ is equivalent to ( $a_{c}, c$ ) modulo $Z$, that is, $a_{c}^{s}=\mu a_{c}$ for some $\mu \in k^{\times}$such that $\tau(\mu) \in Z$. But since the order of $\mu$ divides $r, \mu$ must be $1_{k}$. Hence, $\left(H^{*}\right)^{\iota(S)} \geq\left(H^{S}\right)^{*}$. The converse inclusion is clear. The inclusion $H^{*} \rightarrow \hat{H}$ induces an isomorphism

$$
\begin{equation*}
\mathcal{R}^{\prime} H^{*} e \simeq \mathcal{R}_{*}^{\prime} \hat{H}, \tag{3.2.1}
\end{equation*}
$$

where $e$ is the central idempotent of $\mathcal{R}^{\prime} Z$ corresponding to the faithful linear representation of $Z$ determined by $z \mapsto \mu_{z} \in k^{\times}$where $z=\tau\left(\mu_{z}\right) \in Z$, see [28, Proposition 5.15 (i)] or [10]. In the following, through the isomorphism (3.2.1), we will freely identify $\mathcal{R}_{*}^{\prime} \hat{H}$-modules and $\mathcal{R}^{\prime} H^{*}$-modules not annihilated by $e$. Similarly, we will identify the characters of $\mathcal{K}_{*} \hat{H}$ and the characters of $\mathcal{K} H^{*}$ covering $\zeta$ where $\zeta \in \operatorname{Irr}(Z)$ is the character corresponding to $e$, see [10, Proposition 8.1]. Note that any character which is a constituent of the characters obtained by restriction or induction of an irreducible character of $H^{*}$ covering $\zeta$ to groups containing $Z$ covers $\zeta$.

Let $\tilde{V}_{\mathcal{O}}$ be the $\mathcal{O}_{*} \hat{\Gamma}$-module lifting $\tilde{V}$, and let $\psi$ be the $\mathcal{K}$-character of $\mathcal{K}_{*} \hat{\Gamma}$ corresponding to $\mathcal{K} \otimes_{\mathcal{O}} \tilde{V}_{\mathcal{O}}$. Then $\phi=\psi \downarrow_{G}^{\Gamma}$ is the $S$-invariant irreducible character corresponding to $V$. Note that, by [10, Proposition 9.2], the characters of $\mathcal{K}_{*} H$ with defect 0 , see [10, Definition 9.1], correspond to the characters of $H^{*}$ with defect 0 covering $\zeta$.

We also denote $\lambda$ for $\left.\lambda \circ \iota\right|_{S} ^{-1} \in \widehat{\iota(S)}$ (viewing $\left.\iota\right|_{S}$ a map to $\iota(S)$ ). Then with the notations of Proposition 2.4 for appropriate groups, if $\delta_{\phi}=1$ (in the case of $q=2$, when we take $\hat{\phi}=\psi$ ), it holds that

$$
\psi \downarrow_{G^{*(S)} l(S)}^{\Gamma^{*}}-\psi^{\prime}=\lambda\left(\psi \downarrow_{G^{* *(S)} l(S)}^{\Gamma^{*}}-\psi^{\prime}\right)
$$

where $\psi^{\prime} \in \operatorname{Irr}\left(G^{*(S)} \iota(S)\right)$ is some extension of $\phi^{\prime}=\pi\left(G^{*}, \iota(S)\right)(\phi)$ (when $q=2, \psi^{\prime}=$ $\left.\phi^{\prime} \times 1\right)$. Note that $G^{*(S)} \iota(S)=\left(G^{S} S\right)^{*}$. Hence, since $\lambda$ acts regularly on $\operatorname{Irr}\left(G^{*(S)} \iota(S)\right)$, blocks of $G^{* l(S)}$ are covered by $q$ isomorphic blocks of $G^{* l(S)} \iota(S)$ and projective modules are uniquely determined by its corresponding characters, see [24, III, Exercise 16], we see that

$$
\begin{equation*}
\tilde{V} \downarrow_{G^{s} S}^{\Gamma} \simeq \tilde{V}^{\prime} \oplus\left(\bigoplus_{i=0}^{q-1} \lambda^{i} \mathcal{X}\right) \tag{3.2.2}
\end{equation*}
$$

for a simple projective $k_{*} \widehat{G^{S} S}$-module $\tilde{V}^{\prime}$ corresponding to $\psi^{\prime}$ and some projective $k_{*} \widehat{G^{S} S}$-module $\mathcal{X}$. Here $\lambda^{i} \mathcal{X}$ is a projective $k_{*} \widehat{G^{S} S}$-module corresponding to $\lambda^{i} \Phi \in$ $\operatorname{Irr}\left(G^{*(S)} \iota(S)\right)$, denoting $\Phi \in \operatorname{Irr}\left(G^{*(S)} \iota(S)\right)$ the character corresponding to $\mathcal{X}$. We use similar notations in (3.2.3) below. If $\delta_{\phi}=-1$, then

$$
\psi \downarrow_{G^{*}(S)}^{\Gamma^{*}(S)}+\psi^{\prime}=\lambda\left(\psi \downarrow_{G^{*(S)} \iota(S)}^{\Gamma^{*}}+\psi^{\prime}\right)
$$

and so we see that, for some projective $k_{*} \widehat{G^{s} S}$-module $\mathcal{Y}$,

$$
\begin{equation*}
\tilde{V} \downarrow_{G^{s} S}^{\Gamma} \simeq\left(\bigoplus_{j=1}^{q-1} \lambda^{j} \tilde{V}^{\prime}\right) \oplus\left(\bigoplus_{i=0}^{q-1} \lambda^{i} \mathcal{Y}\right) . \tag{3.2.3}
\end{equation*}
$$

Hence, we see that (1) holds for a module $V^{\prime}$ corresponding to $\tilde{V}^{\prime} \downarrow_{G^{s}}^{G^{S} \times S}$. We also refer to the proof of [11, Theorem 6.13] for the above argument.

We show (2). Denote by $v$ the character of $G^{* l(S)}$ with defect 0 corresponding to the simple projective $k G^{*(S)}$-module $U$, and let $v^{\prime \prime}=\pi\left(G^{*}, l(S)\right)^{-1}(v)$. We see that the condition that there exists $U^{\prime \prime}$ as in the statement is equivalent to the condition that $v^{\prime \prime}$ is a character of $G^{*}$ with defect 0 . (This is also equivalent to the condition that $v^{\prime \prime}$ belongs to a block of $G^{*}$ which has a defect group centralized by $\iota(S)$.) In this case, $U^{\prime \prime}$ is a simple projective $k G^{*}$-module corresponding to $v^{\prime \prime}$ and $n\left(U^{\prime \prime}, U\right)=$ $\left[v^{\prime \prime}, v \uparrow_{G^{*(S)}}^{G^{*}}\right]=\left[v, v^{\prime \prime} \downarrow_{G^{*(S)}}^{G^{*}}\right] \equiv \pm 1(\bmod q)$.

Any $l(S)$-invariant direct summand of $U \uparrow_{G^{*(S)}}^{G^{*}}$ can be written as $P(T)$ for some $\iota(S)$-invariant simple $k G^{*}$-module $T$. By [33, Theorem 3],

$$
n(P(T), U)=m(P(U), T)
$$

Since $U=P(U)$, it suffices to show that $q \mid m(U, T)$ for any $\iota(S)$-invariant simple $k G^{*}$-module $T$ such that $T \not \not U^{\prime \prime}$.

Let $\rho$ be the Brauer character of $G^{*}$ corresponding to $T$ and $\tilde{\rho}$ the function defined by $\tilde{\rho}\left(g^{*}\right)=\rho\left(g_{p^{\prime}}^{*}\right)$ where $g^{*} \in G^{*}$ and $g_{p^{\prime}}^{*}$ is the $p^{\prime}$-part of $g^{*}$. Then $\tilde{\rho}$ is a generalized character of $G^{*}$ and $\left.\tilde{\rho}\right|_{G_{p^{\prime}}^{*}}=\rho$, see [24, III, Lemma 6.13]. Since $\tilde{\rho}$ is $\iota(S)$-invariant and generalized characters of $G^{*}$ are uniquely expressed as linear combinations of elements of $\operatorname{Irr}\left(G^{*}\right), \tilde{\rho}$ can be expressed as

$$
\tilde{\rho}=\sum_{i} m_{i} \chi_{i}+\sum_{j} m_{j}\left(\sum_{s \in S} \theta_{j}^{\ell(s)}\right)
$$

where $\chi_{i}$ are $\iota(S)$-invariant characters of $G^{*}, \theta_{j}$ are not $\iota(S)$-invariant characters of $G^{*}$ and $m_{i}, m_{j}$ are appropriate non-zero integers. Then, $v$ appears in $\chi_{i} \downarrow_{G^{*(S)}}^{G^{*}}$ with a multiple of $q$, since $\chi_{i}$ and $v$ are not the Glauberman corresponding characters, see [24, III, Exercice 6.20]. On the other hand, $v$ appears with a multiple of $q$ in $\sum_{s \in S} \theta_{j}^{\ell(s)} \downarrow_{G^{*}(S)}^{G^{*}}$, since for any $s \in S$

$$
\left[v, \theta_{j}^{l(s)} \downarrow_{G^{*(S)}}^{G^{*}}\right]=\left[v^{l(s)^{-1}},\left(\theta_{j}^{\ell(s)} \downarrow_{G^{*(S)}}^{G^{*}}\right)^{\iota(s)^{-1}}\right]=\left[v, \theta_{j} \downarrow_{G^{*}(S)}^{G^{*}}\right] .
$$

Hence, $\left.v\right|_{G_{p^{*}}^{(S)}}$ appears with a multiple of $q$ in $\rho \downarrow_{G^{*(S)}}^{G^{*}}=\left.\left(\tilde{\rho} \downarrow_{G^{*(S)}}^{G^{*}}\right)\right|_{G_{p^{*}}^{*(S)}}$, and the assertion follows.

For (3), note that $G^{*} \triangleright N^{*}=Z \times \iota(N), G^{*}=G^{* \iota(S)} N^{*}$ and $G^{* \iota(S)} \triangleright N^{* \iota(S)}=Z \times \iota\left(N^{S}\right)$. Then (A), (B) (a) and (B) (b) are just restatements of [35, Lemma 26.10] and [37, Corollary 2.4], [37, Lemma 5.3] and [20, Lemma 2.2] respectively, by the identification through the isomorphism (3.2.1) and the correspondences $\operatorname{Irr}(Z \iota(N) \mid \zeta) \rightarrow$ $\operatorname{Irr}(\iota(N)), \zeta \times \xi \mapsto \xi$ and $\operatorname{Irr}\left(Z \iota\left(N^{S}\right) \mid \zeta\right) \rightarrow \operatorname{Irr}\left(\iota\left(N^{S}\right)\right), \zeta \times \xi^{\prime} \mapsto \xi^{\prime}$.

Note that in Lemma 3.2, by the Frobenius reciprocity law, $n\left(V, V^{\prime}\right)=m\left(V^{\prime}, V\right)$ and $m\left(U, U^{\prime \prime}\right)=n\left(U^{\prime \prime}, U\right)$, and so $V^{\prime}$ satisfies the condition in (2) and $U \simeq V^{\prime}$ if and only if $U^{\prime \prime} \simeq V$.

By the definition of the canonical extension and Proposition 2.4, we see immediately the following:

Lemma 3.3. Let $q$ be odd. With the assumptions of Lemma 3.2 (4) (B) (b) and the notations in the proof of Lemma 3.2, the following are equivalent, denoting $\psi \downarrow_{(N S)^{*}}^{\Gamma^{*}}=\psi \downarrow_{Z \times \iota(N S)}^{\Gamma^{*}}=\zeta \times \eta$ and $\xi=\eta \downarrow_{l(N)}^{\iota(N S)}:$
(1) $|S|^{-1} \sum_{s \in S} \overline{\iota(s)}$ acts trivially on $\tilde{V}^{\prime}$ where $\overline{l(s)}$ is the canonical image of $\iota(s) \in \hat{\Gamma}$ in $k_{*} \hat{\Gamma}$.
(2) $\psi$ is the canonical extension of $\phi$.
(3) $\psi \downarrow_{(N S)^{*}}^{\Gamma^{*}}$ is the canonical extension of $\phi \downarrow_{N^{*}}^{G^{*}}$.
(4) $\eta$ is the canonical extension of $\xi$.

Lemma 3.4. Let $A$ be a primitive interior $G$-algebra with a defect group $P$. Let $H_{\epsilon}$ be a pointed group of $A$. Assume $N_{G}(P)=N_{H}(P) C_{G}(P)$. Then $H_{\epsilon}$ has a defect group $P$ if and only if $H_{\epsilon}$ has a defect pointed group $P_{\nu}$ where $v$ is any local point of $P$ on $A$.

Proof. This follows from the transitivity of defect pointed groups by the conjugation action, see [35, Corollary 18.6].

Proposition 3.5. Let $A$ be a primitive interior $G$-algebra over $\mathcal{R}$ which can be extended to an interior $\Gamma$-algebra $\tilde{A}$ and which has an $S$-centralized defect group $P$ and a simple defect multiplicity module. Let $\alpha=\left\{1_{A}\right\}$ be a unique point of $A^{G}$. Then:
(1) There is a unique point $\beta$ of $A^{G^{S}}$ satisfying the following:
(i) The pointed group $G_{\beta}^{S}$ of $A$ has $P$ as a defect group.
(ii) $q \nmid m_{\beta}=m(\beta, \alpha)$.

In fact, $m_{\beta}$ satisfies $m_{\beta} \equiv \pm 1(\bmod q)$.
(2) $\left(\left[4\right.\right.$, Proposition 4.8]) $G_{\alpha}$ pr $G_{\beta}^{S}$.
(3) If $A$ is in $b$ where $b$ is a block of $G$ having an $S$-centralized defect group $D$, then $A_{\beta}$ is in $w(b)$.

Proof. Recall from [36, Proposition 1] that there is an $S$-invariant defect pointed group $P_{\gamma}$ of $A$ by the transitivity under $N_{G}(P)$ of defect pointed groups of $A$ with the group $P$, see [35, Corollary 18.6] and the Glauberman's lemma, see [19, Lemma 13.8]. Note that by the equality $N_{G}(P)=N_{G}(P) C_{G}(P)$ (Lemma 2.8) and the assumption of $A$ being an interior $G$-algebra, any defect pointed group of $A$ with the group $P$ is also $S$-invariant.
(1) and (2) follow from the Puig correspondence Theorem 3.1 and Lemmas 2.8, 3.2 and 3.4. Here, in the application of Lemma 3.2, viewing $A=\operatorname{Res}_{G}^{\Gamma}(\tilde{A})$ and $P_{\gamma}$ as a pointed group of $\tilde{A}$, we take $\bar{N}=N_{G}\left(P_{\gamma}\right) / P, N_{\Gamma}\left(P_{\gamma}\right) / P \simeq \bar{N} S, \bar{C}=P C_{G}(P) / P \simeq$ $C_{G}(P) / Z(P)$ and $\tilde{A}\left(P_{\gamma}\right)$ for $G, \Gamma, N$ and $\tilde{A}$ in Lemma 3.2, respectively. $\beta$ is determined as the point of $G^{S}$ on $A$ corresponding to a Glauberman correspondent $V^{\prime}$ of $V=V_{A}\left(P_{\gamma}\right)=V_{\tilde{A}}\left(P_{\gamma}\right) \downarrow \frac{\bar{N} S}{N}$ in $V \downarrow \frac{\bar{N}}{\bar{N}} S$.

We show (3). For the argument below, see [5, Section 2]. Firstly, note that we may assume $P \leq D$, see [35, Proposition 37.3]. Recall that the $k \bar{C}$-module structure of $V_{A}\left(P_{\gamma}\right)$ comes from the canonical epimorphism $\pi_{\gamma}: A^{P} \rightarrow A\left(P_{\gamma}\right) \simeq \operatorname{End}_{k}\left(V_{A}\left(P_{\gamma}\right)\right)$, which makes $A\left(P_{\gamma}\right)$ an interior $C_{G}(P)$-algebra and the fact $u \cdot \bar{a}=\bar{a}$ for any $u \in Z(P)$
and $\bar{a} \in A\left(P_{\gamma}\right)$, which makes $A\left(P_{\gamma}\right)$ an interior $\bar{C}$-algebra. The canonical epimorphism $k C_{G}(P) \rightarrow k \bar{C}$ induces a one-to-one correspondence, $f_{P} \mapsto \underline{f_{P}}$, between $\mathrm{Bl}_{k}\left(C_{G}(P) \mid\right.$ $Z(P))$ and $\mathrm{Bl}_{k}(\bar{C} \mid 1)$, see [24, V, Theorems 8.10 and 8.11]. Since $\pi_{\gamma}$ factors through the Brauer homomorphism $\mathrm{Br}_{P}^{A}$, see [35, Corollary 14.6], when $A$ is in $b$, that is, $b \cdot 1_{A}=1_{A}$, we see that

$$
\begin{equation*}
\operatorname{Br}_{P}^{\mathcal{R G}}(b) \cdot 1_{A\left(P_{\gamma}\right)}=1_{A\left(P_{\gamma}\right)} . \tag{3.4.1}
\end{equation*}
$$

Similary, for the block $b^{\prime}$ of $G^{S}$ such that $A_{\beta}$ is in $b^{\prime}$, we see that

$$
\begin{equation*}
\operatorname{Br}_{P}^{\mathcal{R} G^{s}}\left(b^{\prime}\right) \cdot 1_{A_{\beta}\left(P_{\gamma^{\prime}}\right)}=1_{A_{\beta}\left(P_{\gamma^{\prime}}\right)} \tag{3.4.2}
\end{equation*}
$$

where $P_{\gamma^{\prime}}$ is a defect pointed group of $A_{\beta}$ corresponding to $P_{\gamma}$ by the embedding associated with $G_{\beta}^{S}$. Any direct summand $W$ of $V_{A}\left(P_{\gamma}\right) \downarrow \frac{\bar{N}}{C}$ is an $S$-invariant simple projective $k \bar{C}$-module, see Lemma 3.2 (3) (A), and $W$ determines $e_{P} \in \mathrm{Bl}_{k}(\bar{C} \mid 1)$ and $e_{P} \in \mathrm{Bl}_{k}\left(C_{G}(P) \mid Z(P)\right)$. Note that ( $P, e_{P}$ ) is a $b$-Brauer pair by (3.4.1). A Glauberman correspondent $W^{\prime}$ of $W$ determines $w\left(\underline{e_{P}}\right) \in \mathrm{Bl}_{k}\left(\bar{C}^{S} \mid 1\right)$, which is the canonical image of $w\left(e_{P}\right) \in \mathrm{Bl}_{k}\left(C_{G^{s}}(P) \mid Z(P)\right)$ since the character corresponding to $W$ can be seen as a character in $e_{P}$. By Lemma 3.2 (3) (B), $W^{\prime}$ is isomorphic to a direct summand of a Glauberman correspondent $V^{\prime}$ of $V_{A}\left(P_{\gamma}\right)$, which can be identified with $V_{A_{\beta}}\left(P_{\gamma^{\prime}}\right)$, with the canonical $k \bar{C}$-module structures, by the construction of $\beta$. Hence we see that

$$
w\left(e_{P}\right) \cdot A_{\beta}\left(P_{\gamma^{\prime}}\right) \neq 0,
$$

and so $\left(P, w\left(e_{P}\right)\right)$ is a $b^{\prime}$-Brauer pair by (3.4.2). On the other hand, since $\left(P, w\left(e_{P}\right)\right)$ is a $w(b)$-Brauer pair by Theorem 2.5 (3), it holds that $b^{\prime}=w(b)$.

Following [5, Section 2], we say that, $\mathcal{R} G$-module $L$ is simply defective if the interior $G$-algebra $\operatorname{End}_{\mathcal{R}}(L)$ has a simple defect multiplicity module. It is known that the simple $k G$-modules, the full $\mathcal{O} G$-lattices of the irreducible characters of $G$, see [27, Proposition 1.6] or [35, p.213], and $\mathcal{R} G$-modules with full vertex, see [3, Proposition 1.2], are simply defective.

Corollary 3.6. Let $P$ be an $S$-centralized $p$-subgroup of $G$. Then:
(1) Assume that $X$ is a simply defective indecomposable $S$-invariant $\mathcal{R} G$-module with vertex $P$. Then there exists, unique up to isomorphism, an indecomposable direct summand $X^{\prime}$ of $X \downarrow_{G^{s}}^{G}$ satisfying the following:
(i) $X^{\prime}$ has $P$ as a vertex.
(ii) $q \nmid m\left(X^{\prime}, X\right)$.

In fact, $X^{\prime}$ is simply defective, $m\left(X^{\prime}, X\right) \equiv \pm 1(\bmod q)$ and the set of isomorphism classes of source $\mathcal{R} P$-modules of $X$ and $X^{\prime}$ is same.
(2) Assume that $Y$ is a simply defective indecomposable $\mathcal{R} G^{S}$-module with vertex $P$ and there exists an $S$-invariant simply defective indecomposable $\mathcal{R} G$-module $Y^{\prime \prime}$ satisfying the following:
(i) $Y^{\prime \prime}$ has $P$ as a vertex.
(ii) $q \nmid n\left(Y^{\prime \prime}, Y\right)$.

Then $n\left(Y^{\prime \prime}, Y\right) \equiv \pm 1(\bmod q)$, any $S$-invariant indecomposable direct summand of $Y \uparrow_{G}^{G}$ s with vertex $P$ and not isomorphic to $Y^{\prime \prime}$ has a multiplicity divisible by $q$, and the set of isomorphism classes of source $\mathcal{R} P$-modules of $Y$ and $Y^{\prime \prime}$ is same.
(3) (Barker) $n\left(X, X^{\prime}\right)=m\left(X^{\prime}, X\right)$ and so $X^{\prime}$ in (1) satisfies the condition in (2) and $\left(X^{\prime}\right)^{\prime \prime} \simeq X$. For $Y$ in (2), $m\left(Y, Y^{\prime \prime}\right)=n\left(Y^{\prime \prime}, Y\right)$ and so $\left(Y^{\prime \prime}\right)^{\prime} \simeq Y$.
(4) If $X$ in (1) belongs to a block $b$ of $G$ with an $S$-centralized defect group, then $X^{\prime}$ belongs to the block $w(b)$ of $G^{S}$.

Proof. Since $X$ can be extended to an $\mathcal{R} \Gamma$-module $\tilde{X}$ by [9, Theorem 4.5], (1) follows from Proposition 3.5 (1) for $\tilde{A}=\operatorname{End}_{\mathcal{R}}(\tilde{X})$, [35, Example 13.4 and Proposition 18.11] and Lemma 2.8. (4) follows from Proposition 3.5 (3).

For (2), we consider the multiplicities of $S$-invariant direct summands of $Y^{\prime} \uparrow_{G^{s}}^{G}$ with vertex $P$.

Let $\tilde{Y}$ be an extension of $Y$ to an $\mathcal{R} G^{S} S$-module. Denote by $P_{\gamma}$ be a defect pointed group of $\tilde{B}=\operatorname{End}_{\mathcal{R}}(\tilde{Y})$. Identify $\operatorname{End}_{\mathcal{R}}(Y)$ with $\operatorname{Res}_{G^{S}}^{G^{S}}\left(\operatorname{End}_{\mathcal{R}}(\tilde{Y})\right)$ as interior $G^{S}$-algebra and the defect multiplicity module $U$ of $\operatorname{End}_{\mathcal{R}}(Y)$ with $V_{\tilde{B}}\left(P_{\gamma}\right) \downarrow_{N_{G} S}^{N_{G} s_{S}\left(P_{\nu}\right) / P}$. Through the canonical embedding of interior $G^{S} S$-algebra $\mathcal{D}: \tilde{B} \rightarrow \tilde{C}=\operatorname{Ind}_{G^{S} S}^{\Gamma}(\tilde{B})$, see [35, p. 129], $V_{\tilde{B}}\left(P_{\gamma}\right)$ is identified with the direct summand $\pi_{\gamma^{\prime}}\left(1 \otimes 1_{\tilde{B}} \otimes 1\right) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right)$ of $V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) \downarrow_{N_{G} s_{s}\left(P_{\gamma^{\prime}}\right) / P}^{N_{\mathrm{V}}\left(P_{\gamma^{\prime}}\right) /}$, where $P_{\gamma^{\prime}}$ is a pointed group of $\tilde{C}$ corresponding to $P_{\gamma}$ by $\mathcal{D}$. On the other hand, for $x \in \tilde{C}^{P} \gamma^{\prime} \tilde{C}^{P}$ such that $1 \otimes 1_{\tilde{B}} \otimes 1=\operatorname{Tr}_{P}^{G^{s} S}(x)$, that is, $1_{\tilde{C}}=\operatorname{Tr}_{G^{s} S}^{\Gamma}\left(1 \otimes 1_{\tilde{B}} \otimes 1\right)=\operatorname{Tr}_{P}^{\Gamma}(x)$, recall the following equalities and the isomorphism from the last part of the proof of [4, Proposition 7.4]:

$$
\begin{aligned}
& V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right)=\pi_{\gamma^{\prime}}\left(1_{\tilde{C}}\right) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) \\
& =\pi_{\gamma^{\prime}}\left(\operatorname{Tr}_{P}^{\Gamma}(x)\right) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) \\
& =\operatorname{Tr}_{1}^{N_{\mathrm{C}}\left(P_{\gamma^{\prime}}\right) / P}\left(\pi_{\gamma^{\prime}}(x)\right) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) \\
& =\operatorname{Tr}_{N_{G} S_{s}\left(P_{\gamma^{\prime}}\right) / P}^{N_{\Gamma}\left(P_{\gamma^{\prime}}\right) / P}\left(\operatorname{Tr}_{1}^{N_{G} s_{s}\left(P_{\gamma^{\prime}}\right) / P}\left(\pi_{\gamma^{\prime}}(x)\right)\right) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) \\
& =\operatorname{Tr}_{N_{G} s_{s}\left(P_{\gamma^{\prime}}\right) / P}^{N_{\Gamma}\left(P_{\gamma^{\prime}}\right) / P}\left(\pi_{\gamma^{\prime}}\left(1 \otimes 1_{\tilde{B}} \otimes 1\right)\right) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) \\
& \simeq\left(\pi_{\gamma^{\prime}}\left(1 \otimes 1_{\tilde{B}} \otimes 1\right) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right)\right) \uparrow_{N_{G} s_{s}\left(P_{\gamma^{\prime}}\right) / P}^{N_{\Gamma}\left(P_{\gamma^{\prime}} / P\right.} .
\end{aligned}
$$

Hence, with the above identifications, we have

$$
\left.U \uparrow_{N_{G} S}^{N_{G}\left(P_{\gamma^{\prime}}\right) / P}{ }^{\prime}\right) / P V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) \downarrow_{N_{G}\left(P_{\gamma^{\prime}}\right) / P}^{N_{\mathrm{r}}\left(P_{\gamma^{\prime}}\right) / P}
$$

Let $G_{\sigma}$ be a pointed group of $\tilde{C}$ with a defect pointed group $P_{\gamma^{\prime}}$. Note that $G_{\sigma}$ has a defect pointed group $P_{\gamma^{\prime}}$ if and only if $G_{\sigma}$ has a defect group $P$, see [35, Proposition 16.7]. For $j \in \sigma$ and $s \in S$, we have

$$
\begin{aligned}
\pi_{\gamma^{\prime}}\left(j^{s}\right) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) & =\pi_{\gamma^{\prime}}\left(s^{-1} \cdot 1_{\tilde{C}}\right) \pi_{\gamma^{\prime}}(j) \pi_{\gamma^{\prime}}\left(s \cdot 1_{\tilde{C}}\right) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) \\
& =\pi_{\gamma^{\prime}}\left(s^{-1} \cdot 1_{\tilde{C}}\right) \pi_{\gamma^{\prime}}(j) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right)
\end{aligned}
$$

and it is isomorphic to $s$-conjugate module $\left(\pi_{\gamma^{\prime}}(j) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right)\right)^{s}$ of the $k_{*} \widehat{N_{G}\left(P_{\gamma^{\prime}}\right) / P}$ module $\pi_{\gamma^{\prime}}(j) \cdot V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right)$. Hence, we see that the indecomposable direct summand $\pi_{\gamma^{\prime}}(j)$. $V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right)$ of $V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) \downarrow_{N_{G}\left(P_{\gamma^{\prime}}\right) / P}^{N_{\mathrm{N}}\left(P^{\prime} / P\right.}$ is $S$-invariant if and only if $G_{\sigma}$ is $S$-invariant.

On the other hand, for the interior $\Gamma$-algebra $\operatorname{End}_{\mathcal{R}}\left(\tilde{Y} \uparrow_{G^{S} S}^{\Gamma}\right)$, a pointed group $G_{\sigma^{\prime \prime}}$ of $\operatorname{End}_{\mathcal{R}}\left(\tilde{Y} \uparrow_{G^{S} S}^{\Gamma}\right)$ and $j^{\prime \prime} \in \sigma^{\prime \prime}$, we see similarly that $G_{\sigma^{\prime \prime}}$ is $S$-invariant if and only if the indecomposable direct summand $j^{\prime \prime} \cdot\left(\tilde{Y} \uparrow_{G^{S} S}^{\Gamma}\right)$ of the $\mathcal{R} G$-module $\left(\tilde{Y} \uparrow_{G^{S} S}^{\Gamma}\right) \downarrow_{G}^{\Gamma}$ is $S$-invariant.

Therefore, (2) follows from the condition in (2), Lemma 3.2 for $\tilde{A}=\tilde{C}\left(P_{\gamma^{\prime}}\right)$, Theorem 3.1 for $\tilde{C}$, the isomorphism of interior $\Gamma$-algebra $\tilde{C} \simeq \operatorname{End}_{\mathcal{R}}\left(\tilde{Y} \uparrow_{G^{S} S}^{\Gamma}\right)$, see [35, Example 16.4], and the isomorphism of $\mathcal{R} G$-module $\left(\tilde{Y} \uparrow_{G^{S} S}^{\Gamma}\right) \downarrow{ }_{G}^{\Gamma} \simeq Y \uparrow_{G^{S}}^{G}$.
(3) follows from Theorem 3.1, (1) and (2).

Note that in the proof of Corollary 3.6 (2), except in the last paragraph, we only use the condition that a defect multiplicity module of $Y$ is simple. Hence, we may use the notations in the proof of Corollary 3.6 (2) for any indecomposable $\mathcal{R} G^{S}$-module $Y$ with an $S$-centralized vertex $P$ and with a simple defect multiplicity module $U$. Then we see that $Y$ satisfies the condition in Corollary 3.6 (2) if and only if $\pi_{\gamma^{\prime}}\left(1 \otimes 1_{\tilde{B}} \otimes\right.$ 1). $V_{\tilde{C}}\left(P_{\gamma^{\prime}}\right) \downarrow_{N_{G} s\left(P_{\gamma^{\prime}}\right) / P} \simeq U$ satisfies the condition in Lemma 3.2 (2) for $\tilde{A}=\tilde{C}\left(P_{\gamma^{\prime}}\right)$. For example, if $S$ centralizes a Sylow $p$-subgroup of $N_{G}\left(P_{\gamma^{\prime}}\right) / P$, then the condition is satisfied, see the first paragraph of the proof of Lemma 3.2 (2).

Corollary 3.7. Assume that $S$ centralizes a Sylow p-subgroup of $G$. Let $P$ be any $S$-centralized p-subgroup of $G$. Then there is a one-to-one correspondence between the set of isomorphism classes of S-invariant simply defective indecomposable $\mathcal{R} G$-modules with vertex $P$ and the set of isomorphism classes of simply defective indecomposable $\mathcal{R} G^{S}$-modules with vertex $P$. The set of isomorphism classes of source $\mathcal{R} P$-modules of the corresponding modules is same. The corresponding modules belong to the Glauberman-Watanabe corresponnding blocks.

Proof. With the notaions in Corollary 3.6 (1), the map $X \mapsto X^{\prime}$ induces a map from the former set to the latter set in the first statement.

Let $Y$ be any simply defective indecomposable $\mathcal{R} G^{S}$-module with vertex $P$. Then $Y$ satisfies the condition in Corollary 3.6 (2), see the remark above this corollary. Hence, with the notations in Corollary 3.6 (2), the map $Y \mapsto Y^{\prime \prime}$ induces a map from the latter
set to the former set in the first statement. Note that Corollary 3.6 (2) says the uniqueness of $Y^{\prime \prime}$ up to isomorphism under the assumption of the existence of $Y^{\prime \prime}$.

By Corollary 3.6 (3), above two maps are mutually inverse maps between the sets in the first statement.

## 4. The Glauberman-Watanabe corresponding blocks with normal defect groups

In this section, we reprove Harris's result Corollary 4.10 below. For this, in Theorem 4.9 below, we will show that the condition that an $S$-invariant block algebra $A=\mathcal{O} G b$ has an $S$-centralized normal defect group is a sufficient condition for a primitive interior $G^{S}$-algebra $A_{\beta}$ determined by Proposition 3.5 being a block algebra (in this case, the simple modules in $k G \bar{b}$ and $k G^{S} w(\bar{b})$ correspond by the correspondence in Corollary 3.6).

Condition 4.1. $\quad b$ is an $S$-invariant block of $\mathcal{O} G$ with an $S$-centralized defect group $D$, and $A$ is a primitive interior $G$-algebra $\mathcal{O} G b . \beta$ is a point of $A^{G^{S}}$ determined by Proposition 3.5 and $f \in \beta$.

Proposition 4.2. Assume Condition 4.1. Then $\mathcal{O} G b \downarrow_{G^{S} \times G}^{G \times G}$ has, unique up to isomorphism, an indecomposable direct summand $M$ satisfying the following:
(i) $M$ has $\Delta D$ as a vertex.
(ii) $q \nmid m=m(M, \mathcal{O} G b)$.

In fact, $m$ satisfies $m \equiv \pm 1(\bmod q)$, and $M$ is isomorphic to $f(\mathcal{O G b})=f \mathcal{O} G$ and is an $\left(\mathcal{O} G^{S} w(b), \mathcal{O} G b\right)$-bimodule.

Proof. As is well-known, see [31] or [2], we can identify the points of $G^{S} \times G$ on the interior $G \times G$-algebra $\operatorname{End}_{\mathcal{O}}(\mathcal{O} G b)$ with the points of $G^{S}$ on the interior $G$-algebra $A=\mathcal{O} G b$ through ( $\sharp$ ) in Section 1. Note also that, for a $p$-subgroup $P$ of $G^{S}$, since we see $\operatorname{Res}_{P \times G}^{G \times G}\left(\operatorname{End}_{\mathcal{O}}(\mathcal{O} G b)\right)$ is relatively $\Delta P$-projective, see [35, p. 111], it holds

$$
\begin{aligned}
\operatorname{Tr}_{\Delta P}^{G^{S} \times G}\left(\operatorname{End}_{\mathcal{O}}(\mathcal{O} G b)^{\Delta P}\right) & =\operatorname{Tr}_{P \times G}^{G^{S} \times G}\left(\operatorname{Tr}_{\Delta P}^{P \times G}\left(\operatorname{End}_{\mathcal{O}}(\mathcal{O} G b)^{\Delta P}\right)\right) \\
& =\operatorname{Tr}_{P \times G}^{G^{S} \times G}\left(\operatorname{End}_{\mathcal{O}}(\mathcal{O} G b)^{P \times G}\right) \simeq \operatorname{Tr}_{P}^{G^{S}}\left((\mathcal{O} G b)^{P}\right) .
\end{aligned}
$$

Hence, the isomorphism classes of the indecomposable direct summands of $\mathcal{O} G b \downarrow_{G^{3} \times G}^{G \times G}$ with vertex $\Delta D$ correspond to the points of $(\mathcal{O} G b)^{G^{s}}$ with defect group $D$. Since block algebras have simple defect multiplicity modules, see [35, Corollary 37.6], the hypotheses of Proposition 3.5 are satisfied by Lemma 2.7, and so the statements follow.

Condition 4.3. $D$ in Condition 4.1 is normal in $G$.

Lemma 4.4 (Fan-Puig [12]). Let $A$ be a primitive $G$-algebra with a normal defect group $P$ and let $P_{\gamma}$ be a defect pointed group of $A$. Then any point $v$ of $P$ on $A$ is a $G$-conjugate of $\gamma$, and so is a local point. Hence, for any subgroup $H$ of $G$ containing $P$, any pointed group $H_{\epsilon}$ of $A$ has $P$ as a defect group.

Proof. Since $G_{\left\{1_{A}\right\}} p r P_{\gamma}$ and $P$ is normal in $G$,

$$
1_{A} \in \operatorname{Tr}_{P}^{G}\left(A^{P} \gamma A^{P}\right) \subseteq \sum_{g \in[P \backslash G]}\left(A^{P} \gamma A^{P}\right)^{g}=\sum_{g \in[P \backslash G]} A^{P} \gamma^{g} A^{P},
$$

see [12, 2.12.3]. Hence any primitive idempotent of $A^{P}$ belongs to some ideal $A^{P} \gamma^{g} A^{P}$ of $A^{P}$ by Rosenberg's lemma, see [35, Proposition 4.9]. Note that any primitive idempotent $j$ of $A^{P}$ included in $A^{P} \gamma^{g} A^{P}$ must belong to $\gamma^{g}$, see [12, 2.12.4] or [35, Lemma 14.3], and so the statement follows.

In the normal defect case of our setting, since the Puig correspondence does not lose the information by Lemmas 2.8, 3.4 and 4.4, we have the following:

Corollary 4.5. Assume Conditions 4.1 and 4.3. Then any indecomposable direct summand of $\mathcal{O} G b \downarrow_{G^{s} \times G}^{G \times G}$ has $\Delta D$ as a vertex. Hence, we have the following indecomposable direct sum decomposition of $\mathcal{O} G b \downarrow_{G^{s} \times G}^{G \times G}$ :

$$
\mathcal{O} G b \downarrow_{G^{s} \times G}^{G \times G} \simeq m(f \mathcal{O} G) \oplus\left(\bigoplus_{i} m_{i} M_{i}\right),
$$

where $m \equiv \pm 1(\bmod q)$ and $m_{i} \equiv 0(\bmod q)$ for all $i$.
Lemma 4.6. Assume Conditions 4.1 and 4.3. Then there are defect pointed groups $D_{\delta_{0}}$ and $D_{\delta_{0}^{\prime}}$ of $\mathcal{O} G b$ and $\mathcal{O} G^{S} w(b)$, respectively, satisfying the following:
(i) $i_{0}=i_{0}^{\prime} f_{0}=f_{0} i_{0}^{\prime}$ for some $i_{0} \in \delta_{0}, i_{0}^{\prime} \in \delta_{0}^{\prime}$ and $f_{0} \in \beta$.
(ii) $N_{G}\left(D_{\delta_{0}}\right)=N_{G} s\left(D_{\delta_{0}^{\prime}}\right) D C_{G}(D)$. In particular, we may take $\left[D C_{G}(D) \backslash N_{G}\left(D_{\delta_{0}}\right)\right]=$ $\left[D C_{G^{s}}(D) \backslash N_{G^{s}}\left(D_{\delta_{0}^{\prime}}\right)\right]$.

Proof. Let $D_{\delta}$ be a defect pointed group of $\mathcal{O} G b$, and let $D_{\delta^{\prime}}$ be a defect pointed group of $\mathcal{O} G^{s} w(b)$ such that $V_{\mathcal{O} G^{s}}{ }_{w(b)}\left(D_{\delta^{\prime}}\right) \downarrow_{D C_{G} s(D) / D}$ is a Glauberman correspondent of $V_{\mathcal{O G b}}\left(D_{\delta}\right) \downarrow_{D C_{G}(D) / D}$, see Proposition 2.6. Then we have

$$
\begin{equation*}
N_{G}\left(D_{\delta}\right) \cap G^{S}=N_{G^{s}}\left(D_{\delta^{\prime}}\right) \tag{4.6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{G}\left(D_{\delta}\right)=N_{G^{s}}\left(D_{\delta^{\prime}}\right) D C_{G}(D) \tag{4.6.2}
\end{equation*}
$$

see [35, Proposition 37.11], [37, Lemma 3.5 (a)], Lemma 2.8 or explicitly [22, Lemma 3.1 (d) (i)].

By the isomorphism $\operatorname{End}_{\mathcal{O}[D \times G]}(M) \simeq A_{\beta}^{D}$ for $M$ as in Proposition 4.2, Lemmas 2.8, 3.4 and 4.4 and [35, Proposition 15.1 (e)], we have an indecomposable decomposition

$$
M \downarrow_{D \times G}^{G^{S} \times G} \simeq m_{I}\left(\bigoplus_{c \in\left[N_{G^{s}}\left(D_{\delta}\right) \backslash G^{s}\right]} I^{(c, 1)}\right),
$$

where $I$ is an indecomposable $\mathcal{O}[D \times G]$-module isomorphic to $i \mathcal{O} G$ for $i \in \delta$, which is called a source module of $b$ in [2], and $m_{I}=m(I, M)$. On the other hand, by the similar consideration for $\operatorname{End}_{\mathcal{O}\left[1 \times G^{s}\right]}\left(\mathcal{O} G^{S} w(b)\right) \simeq \mathcal{O} G^{S} w(b)$, we have a decomposition

$$
\begin{aligned}
M \downarrow_{D \times G}^{G^{S} \times G} & \simeq\left(\mathcal{O} G^{S} w(b) \otimes_{\mathcal{O G}}{ }^{s} M\right) \downarrow_{D \times G}^{G^{S} \times G} \\
& \simeq m_{I^{\prime}}\left(\bigoplus_{c^{\prime} \in\left[N_{G} S\left(D_{\delta^{\prime}}\right) \backslash G^{s}\right]} I^{\prime\left(c^{\prime}, 1\right)}\right) \otimes_{\mathcal{O} G^{s}} M \\
& \simeq m_{I^{\prime}}\left(\bigoplus_{c^{\prime} \in\left[N_{G} s\left(D_{s^{\prime}}\right) \backslash G^{s}\right]}\left(I^{\prime} \otimes_{\mathcal{O} G^{s}} M\right)^{\left(c^{\prime}, 1\right)}\right),
\end{aligned}
$$

where $I^{\prime}$ is an indecomposable $\mathcal{O}\left[D \times G^{S}\right]$-module isomorphic to $i^{\prime} \mathcal{O} G^{S}$ for $i^{\prime} \in \delta^{\prime}$ and $m_{I^{\prime}}=m\left(I^{\prime}, \mathcal{O} G^{S} w(b)\right)$. Note, firstly, that we may take $\left[N_{G^{s}}\left(D_{\delta}\right) \backslash G^{S}\right]=\left[N_{G^{s}}\left(D_{\delta^{\prime}}\right) \backslash G^{S}\right]$ by (4.6.1). Secondly,

$$
\begin{aligned}
m_{I} & =\operatorname{dim}_{k}\left(V_{\operatorname{End}_{\mathcal{O}}(M)}(D \times G)_{\delta}\right) \\
& =\operatorname{dim}_{k}\left(V_{A_{\beta}}\left(D_{\delta}\right)\right) \\
& =\operatorname{dim}_{k}\left(V_{\mathcal{O} G^{s} w(b)}\left(D_{\delta^{\prime}}\right)\right) \\
& =\operatorname{dim}_{k}\left(V_{\operatorname{End}_{\mathcal{O}}\left(\mathcal{O} G^{s} w(b)\right)}\left(D \times G^{S}\right)_{\delta^{\prime}}\right)=m_{I^{\prime}}
\end{aligned}
$$

Here, for the first and last equalities, see [35, Proposition 4.15 (a)] and the third equality follows from Proposition 2.6 and Lemma 3.2 (3) (B) (b). Therefore, comparing the above two decompositions of $M \downarrow_{D \times G}^{G^{s} \times G}$, we see that $I^{(c, 1)} \simeq I^{\prime} \otimes_{\mathcal{O} G^{s}} M$ as $\mathcal{O}[D \times G]-$ modules for some $c \in\left[N_{G^{s}}\left(D_{\delta}\right) \backslash G^{S}\right]$. Hence we may take some $i \in \delta, i^{\prime} \in \delta^{\prime}$ and $f \in \beta$ such that $i^{c}=i^{\prime} f=f i^{\prime}$, and so $D_{\delta^{c}}$ and $D_{\delta^{\prime}}$ satisfy the condition (i).

For (ii), it suffices to show that $N_{G^{s}}\left(D_{\delta^{\prime}}\right)^{c}=N_{G^{\prime}}\left(D_{\delta^{\prime}}\right)$ since $N_{G}\left(D_{\delta^{c}}\right)=N_{G}\left(D_{\delta}\right)^{c}=$ $N_{G^{s}}\left(D_{\delta^{\prime}}\right)^{c} D C_{G}(D)$ by (4.6.2). Assume $N_{G^{s}}\left(D_{\delta^{\prime}}\right) \neq N_{G^{s}}\left(D_{\delta^{\prime}}\right)^{c}$. Then, by (4.6.1),

$$
N_{G^{s}}\left(D_{\delta^{\prime}}\right) \neq N_{G^{s}}\left(D_{\delta^{\prime}}\right)^{c}=N_{G^{s}}\left(D_{\delta}\right)^{c}=N_{G^{s}}\left(D_{\delta^{c}}\right)
$$

Hence, there is some $x \in N_{G^{s}}\left(D_{\delta^{\prime}}\right)$ such that $x \notin N_{G^{s}}\left(D_{\delta^{c}}\right)$ and so $\left(i^{c}\right)^{x} \notin \delta^{c}$. There-
fore, $i^{c} \mathcal{O} G \nsucceq\left(i^{c}\right)^{x} \mathcal{O} G$ as $\mathcal{O}[D \times G]$-modules. On the other hand, as $\mathcal{O}[D \times G]-$ modules,

$$
i^{c} \mathcal{O} G=i^{\prime} f \mathcal{O} G \simeq i^{\prime x} f \mathcal{O} G=\left(i^{\prime} f\right)^{x} \mathcal{O} G=\left(i^{c}\right)^{x} \mathcal{O} G
$$

which is a contradiction. Hence, $D_{\delta^{c}}$ and $D_{\delta^{\prime}}$ satisfy the conditions.
We cite Puig's theorems as lemmas, on which our proof of Theorem 4.9 depends.
Lemma 4.7 (Puig [30, Proposition 4.3]). Let be be block of $\mathcal{O} G$ and $i$ a source idempotent of $\mathcal{O G b}$. Then there is an equivalence of categories between the category of isomorphism classes of primitive interior $G$-algebras in $b$ and the category of isomorphism classes of primitive $i \mathcal{O}$ Gi-algebras, see [31, 4.2]. An object A of the former corresponds to an object $i \cdot A \cdot i$ of the latter.

Lemma 4.8 (Puig [28] or see [35, Theorem 44.3]). Let b be a block of $\mathcal{O} G$ with a normal defect group $D, D_{\delta}$ a defect pointed group of $\mathcal{O} G b$ and $i \in \delta$. Then, for any $a_{g} \in$ $(i \mathcal{O G i})^{\times}$satisfying $a_{g}^{-1} \cdot u \cdot a_{g}=u^{g} \cdot i$ for any $u \in D$ where $g \in \Xi=\left[D C_{G}(D) \backslash N_{G}\left(D_{\delta}\right)\right]$ (see [35, Proposition 44.2] for the existence of $a_{g}$ ), we have the following description of a source algebra $i \mathcal{O}$ Gi of $\mathcal{O G b}$ as an $(\mathcal{O D}, \mathcal{O D})$-bimodule:

$$
i \mathcal{O G i}=\bigoplus_{g \in \Xi} \mathcal{O} D \cdot a_{g} \simeq \bigoplus_{g \in \Xi} \mathcal{O} D g .
$$

Theorem 4.9. Assume Conditions 4.1 and 4.3. Then $(\mathcal{O G b})_{\beta}$ and $\mathcal{O} G^{S} w(b)$ are isomorphic as primitive interior $G^{S}$-algebras. In particular, $\mathcal{O G b}$ and $\mathcal{O} G^{S} w(b)$ are Puig equivalent ([21], [14]).

Proof. Second statement is clear, since $A=\mathcal{O} G b$ and $A_{\beta}$ are Puig equivalent by the construction.

Since $A_{\beta}$ is in $w(b)$ by Proposition 3.5 (3), it suffices to show that, for some source idempotent $i^{\prime}$ of $\mathcal{O} G^{S} w(b)$,

$$
\begin{equation*}
i^{\prime} \cdot \mathcal{O} G^{S} w(b) \cdot i^{\prime} \simeq i^{\prime} \cdot A_{\beta} \cdot i^{\prime} \tag{4.9.1}
\end{equation*}
$$

as primitive $i^{\prime} \mathcal{O} G^{S} i^{\prime}$-algebras, see Lemma 4.7.
For (4.9.1), let $\delta_{0}, \delta_{0}^{\prime}, i_{0} \in \delta_{0}, i_{0}^{\prime} \in \delta_{0}^{\prime}$ and $f_{0} \in \beta$ be points and idempotents as in the statements of Lemma 4.6. Then we can see that

$$
\varphi: i_{0}^{\prime} \cdot \mathcal{O} G^{S} w(b) \cdot i_{0}^{\prime} \rightarrow i_{0}^{\prime} \cdot f_{0} A f_{0} \cdot i_{0}^{\prime}, \quad x \mapsto f_{0} x f_{0}
$$

is well-defined and is an isomorphism of primitive $i_{0}^{\prime} \mathcal{O} G^{S} i_{0}^{\prime}$-algebras.

It is straightforward to check that $\varphi$ is well-defined and is an $i_{0}^{\prime} \mathcal{O} G^{S} i_{0}^{\prime}$-algebra homomorphism by the $i_{0}^{\prime} \mathcal{O} G^{S} i_{0}^{\prime}$-algebra structures of $i_{0}^{\prime} \cdot \mathcal{O} G^{S} w(b) \cdot i_{0}^{\prime}=i_{0}^{\prime} \mathcal{O} G^{S} i_{0}^{\prime}$ and $i_{0}^{\prime} \cdot f_{0} A f_{0} \cdot i_{0}^{\prime}=i_{0}^{\prime} f_{0} A f_{0} i_{0}^{\prime}=f_{0} i_{0}^{\prime} \mathcal{O} G i_{0}^{\prime} f_{0}$, which is equal to $i_{0} A i_{0}$, see the condition (i) in Lemma 4.6. Below, we note that $\varphi$ is an isomorphism of $\mathcal{O}$-spaces, using the structure theorem of the source algebra of a block with a normal defect group. Denote $\Xi=\left[D C_{G^{s}}(D) \backslash N_{G^{s}}\left(D_{\delta_{0}^{\prime}}\right)\right]=\left[D C_{G}(D) \backslash N_{G}\left(D_{\delta_{0}}\right)\right]$, see the condition (ii) in Lemma 4.6. By Lemma 4.8, we have

$$
i_{0}^{\prime} \mathcal{O} G^{S} i_{0}^{\prime}=\bigoplus_{g \in \Xi} \mathcal{O} D \cdot a_{g}^{\prime}
$$

for $a_{g}^{\prime} \in\left(i_{0}^{\prime} \mathcal{O} G^{S} i_{0}^{\prime}\right)^{\times}$as in Lemma 4.8. Then, for any $g \in \Xi, a_{g}=\varphi\left(a_{g}^{\prime}\right)=f_{0} a_{g}^{\prime} f_{0}$ is in $\left(i_{0} A i_{0}\right)^{\times}$and satisfies $a_{g}^{-1}\left(u \cdot i_{0}\right) a_{g}=u^{g} \cdot i_{0}$ for any $u \in D$, as is immediately checked. Hence we have

$$
i_{0} A i_{0}=\bigoplus_{g \in \Xi} \mathcal{O} D \cdot a_{g}
$$

by Lemma 4.8. Therefore, $\varphi$ is an isomorphism, since $\varphi$ maps an $\mathcal{O}$-basis $\left\{u \cdot a_{g}^{\prime}\right\}_{u \in D, g \in E}$ of $i_{0}^{\prime} \mathcal{O} G^{S} i_{0}^{\prime}$

Assume Conditions 4.1 and 4.3. Since $f \mathcal{O} G \mid \mathcal{O} G b \downarrow_{G^{3} \times G}^{G \times G}, f \mathcal{O} G$ has a trivial source. By Theorem 4.9, tensoring $f \mathcal{O} G$ over $\mathcal{O} G$, that is, multiplication by the idempotent $f$, induces a Morita equivalence between $\mathcal{O} G b$ and $\mathcal{O} G^{S} w(b)$, see [35, Theorem 9.9]. Moreover, from this and the decomposition of the restriction of $\mathcal{O} G b$-modules to $\mathcal{O} G^{S}$-modules described in Corollary 4.5, $f \mathcal{O} G$ induces cleary the Glauberman correspondence, see Theorem 2.1 (3). (Note that if $b$, hence $w(b)$, is a principal block, then the defect multiplicity module is trivial and so $f=b, \mathcal{O} G b \downarrow_{G^{5} \times G}^{G \times G}=f \mathcal{O} G$ and $\mathcal{O} G b=\mathcal{O} G^{S} w(b)$.)

From above and [15, Proposition 2.5], we have the following by induction, see the first paragraph of the proof of Theorem 4.11:

Corollary 4.10 (Harris [14]). Assume the following:

1. $G$ is a finite group acted by a finite solvable group $\mathcal{S}$ such that $(|G|,|\mathcal{S}|)=1$.
2. $\quad b$ is an $\mathcal{S}$-invariant block of $G$ with an $\mathcal{S}$-centralized normal defect group $D$.

Let $1=S_{0} \leq S_{1} \leq S_{2} \leq \cdots \leq S_{n}=\mathcal{S}$ be a composition series of $\mathcal{S}$ such that $\left|S_{i} / S_{i-1}\right|$ is a prime, for $1 \leq i \leq n$. (Then $\operatorname{Irr}(b)=\operatorname{Irr}(b)^{S}$ and there is a unique block $w_{i}(b)$ of $G^{S_{i}}$ such that $\operatorname{Irr}\left(w_{i}(b)\right)=\left\{\pi\left(G, S_{i}\right)(\phi) \mid \phi \in \operatorname{Irr}(b)\right\}$, see [36, Proposition 1 and Theorem 1].)

Then there is an indecomposable $\mathcal{O}\left[G^{S_{i}} \times G\right]$-module with a trivial source inducing a Morita equivalence between $\mathcal{O G b}$ and $\mathcal{O} G^{S_{i}} w_{i}(b)$ and the Glauberman correspondence between $\operatorname{Irr}(b)$ and $\operatorname{Irr}\left(w_{i}(b)\right)$. In particular, $\mathcal{O G b}$ and $\mathcal{O} G^{S_{i}} w_{i}(b)$ are Puig equivalent ([21], [14]).

In fact, we have a formulation in terms of pointed groups, which implies Corollary 4.10 :

Theorem 4.11. With the same assumptions and the notations in Corollary 4.10, we have the following:
(1) There is a sequence $G_{\{b\}}=G_{\beta_{0}}^{S_{0}} \geq G_{\beta_{1}}^{S_{1}} \geq G_{\beta_{2}}^{S_{2}} \geq \cdots \geq G_{\beta_{n}}^{S} \geq D_{\delta}$ of pointed groups of $\mathcal{O} G b$ such that $(\mathcal{O} G b)_{\beta_{i}} \simeq \mathcal{O} G^{S_{i}} w_{i}(b)$ as interior $G^{S_{i}}$-algebras, where $\delta$ is any point of $(\mathcal{O} G b)^{D}$, which is necessarily local, see Lemma 4.4.
(2) (Watanabe) For $l_{i} \in \beta_{i}, y_{i} \mapsto y_{i} \cdot l_{i}$, is an isomorphism of interior $G^{S_{i}}$-algebra from $\mathcal{O} G^{S_{i}} w_{i}(b)$ to $l_{i} \mathcal{O} G l_{i}$ where $y_{i} \in \mathcal{O} G^{S_{i}} w_{i}(b)$, and so $l_{i} \mathcal{O} G l_{i}=\mathcal{O} G^{S_{i}} w_{i}(b) l_{i}$.
(3) For $l_{i} \in \beta_{i}$, the $\left(\mathcal{O} G^{S_{i}}, \mathcal{O} G\right)$-bimodule $l_{i} \mathcal{O} G$ induces a Morita equivalence between $\mathcal{O G b}$ and $\mathcal{O} G^{S_{i}} w_{i}(b)$ and the Glauberman correspondence between $\operatorname{Ir}(b)$ and $\operatorname{Irr}\left(w_{i}(b)\right)$.

Proof. Firstly, recall the definition of $w_{i}(b)$. Below, the action of $S_{i} / S_{i-1}$ on $G^{S_{i-1}}$ is the action induced by the given action of $S_{i}$ on $G$. For an $S_{i} / S_{i-1}$-invariant block $B$ of $G^{S_{i-1}}$ with an $S_{i} / S_{i-1}$-centralized defect group, denote by $w_{S_{i} / S_{i-1}}(B)$ the GlaubermanWatanabe corresponding block of $G^{S_{i}}=\left(G^{S_{i-1}}\right)^{S_{i} / S_{i-1}}$ induced by $\pi\left(G^{S_{i-1}}, S_{i} / S_{i-1}\right)$. Taking $w_{0}(b)=b$ and using induction, $w_{i}(b)$ is defined by $w_{i}(b)=w_{S_{i} / S_{i-1}}\left(w_{i-1}(b)\right)$. By induction, then, $\operatorname{Irr}\left(w_{i}(b)\right)=\left\{\pi\left(G, S_{i}\right)(\phi) \mid \phi \in \operatorname{Irr}(b)\right\}$ by Theorem 2.1 (ii) and Theorem 2.5 (2), $w_{i}(b)$ is $S_{i+1} / S_{i}$-invariant by Theorem 2.1 (i) for $S_{i} \triangleleft S_{i+1}$ and $w_{i}(b)$ has a defect group $D$ by Theorem 2.5 (2), which is $S_{i+1} / S_{i}$-centralized.

By Theorem 4.9, there is some primitive idempotent $f_{i}$ in $\left(\mathcal{O} G^{S_{i-1}} w_{i-1}(b)\right)^{\left(G^{s_{i-1}}\right)^{s_{i} / S_{i-1}}=}$ $\left(\mathcal{O} G^{S_{i-1}} w_{i-1}(b)\right)^{G^{S_{i}}}$ such that

$$
f_{i} \mathcal{O} G^{S_{i-1}} w_{i-1}(b) f_{i} \simeq \mathcal{O} G^{S_{i}} w_{i}(b)
$$

as interior $G^{S_{i}}$-algebras. Since we have an interior $G^{S_{i-1}}$-algebra isomorphism

$$
\Psi_{i-1}: \mathcal{O} G^{S_{i-1}} w_{i-1}(b) \rightarrow l_{i-1} \mathcal{O} G l_{i-1}
$$

for $l_{i-1} \in \beta_{i-1}$ by induction (in the case $i=1$, this is trivial), for the primitive idempotent $l_{i}=\Psi_{i-1}\left(f_{i}\right)$ of $\left(l_{i-1} \mathcal{O} G l_{i-1}\right)^{G^{S_{i}}}$, there is an interior $G^{S_{i}}$-algebra isomorphism

$$
\Psi_{i}: l_{i}\left(l_{i-1} \mathcal{O} G l_{i-1}\right) l_{i}=l_{i} \mathcal{O} G l_{i} \rightarrow \mathcal{O} G^{S_{i}} w_{i}(b)
$$

Note that $l_{i}$ is also primitive in $(\mathcal{O} G b)^{G^{S_{i}}}$, see [35, Proposition 4.12], and let $\beta_{i}$ be the point of $G^{S_{i}}$ in $\mathcal{O} G b$ containing $l_{i}$. Note that $\beta_{i}$ is uniquely determined by the point of $\left(\mathcal{O} G^{S_{i-1}} w_{i-1}(b)\right)^{\left(G^{S_{i-1}}\right)_{i}^{S_{i}} S_{i-1}}$ containing $f_{i}$, see [35, Proposition 15.1 (a)]. Since $G_{\beta_{i}}^{S_{i}}$ has defect group $D$ and $N_{G^{s_{i-1}}}(D)=N_{G^{s_{i}}}(D) C_{G^{s_{i-1}}}(D), D_{\delta}$ is a defect pointed group of $G_{\beta_{i}}^{S_{i}}$ where $\delta$ is any local point of $(\mathcal{O} G b)^{D}$. From above, (1) follows.

Since $l_{i} \mathcal{O} G l_{i} \simeq \mathcal{O} G^{S_{i}} w_{i}(b)$ as interior $G^{S_{i}}$-algebras in $w_{i}(b)$, the structural map, which is an interior $G^{S_{i}}$-algebra homomorphism, $\mathcal{O} G^{S_{i}} w_{i}(b) \rightarrow l_{i} \mathcal{O} G l_{i}, y_{i} \mapsto y_{i} \cdot l_{i}$, is an isomorphism. Hence, we have (2).

By (2), we can take $x_{i-1} \in \mathcal{O} G^{S_{i-1}} w_{i-1}(b)$ such that $l_{i}=x_{i-1} \cdot l_{i-1}=l_{i-1} \cdot x_{i-1}$. Then (3) follows from the following isomorphisms of ( $\left.\mathcal{O} G^{S_{i}} w_{i}(b), \mathcal{O} G b\right)$-bimodules:

$$
\begin{aligned}
& f_{i}\left(\mathcal{O} G^{S_{i-1}} w_{i-1}(b)\right) \otimes_{\mathcal{O} G^{s_{i-1}}} f_{i-1}\left(\mathcal{O} G^{S_{i-2}} w_{i-2}(b)\right) \otimes_{\mathcal{O} G^{s_{i-2}}} \cdots \\
& \otimes_{\mathcal{O} G^{s_{2}}} f_{2}\left(\mathcal{O} G^{S_{1}} w_{1}(b)\right) \otimes_{\mathcal{O} G^{s_{1}}} f_{1}(\mathcal{O} G b) \\
& \simeq l_{i}\left(l_{i-1} \mathcal{O} G l_{i-1}\right) \otimes_{\mathcal{O} G^{s_{i-1}}} l_{i-1}\left(l_{i-2} \mathcal{O} G l_{i-2}\right) \otimes_{\mathcal{O G}^{s_{i-2}}} \cdots \\
& \otimes_{\mathcal{O} G^{s_{2}}} l_{2}\left(l_{1} \mathcal{O} G l_{1}\right) \otimes_{\mathcal{O G}^{s_{1}}} l_{1}(\mathcal{O} G b) \\
& =l_{i}\left(l_{i-1} \mathcal{O} G^{S_{i-1}} l_{i-1}\right) \otimes_{\mathcal{O G}}{ }^{s_{i-1}} l_{i-1}\left(l_{i-2} \mathcal{O} G^{S_{i-2}} l_{i-2}\right) \otimes_{O G^{s_{i-2}}} \ldots \\
& \otimes_{\mathcal{O G}^{s_{2}}} l_{2}\left(l_{1} \mathcal{O} G^{s_{1}} l_{1}\right) \otimes_{\mathcal{O} G^{s_{1}}} l_{1}(\mathcal{O} G b) \\
& =l_{i} \otimes_{\mathcal{O} G^{s_{i-1}}} l_{i-1} \otimes_{\mathcal{O} G^{s_{i-2}}} \cdots \otimes_{\mathcal{O} G^{s_{2}}} l_{2} \otimes_{\mathcal{O G}}{ }^{s_{1}} l_{1}(\mathcal{O G b}) \\
& =l_{i}\left(l_{i-1} \cdot x_{i-1}\right) \otimes_{\mathcal{O G}}{ }^{s_{i-1}} l_{i-1}\left(l_{i-2} \cdot x_{i-2}\right) \otimes_{\mathcal{O G}^{s_{i-2}}} \cdots \otimes_{\mathcal{O G}^{s_{2}}} l_{2}\left(l_{1} \cdot x_{1}\right) \otimes_{\mathcal{O G}^{s_{1}}} l_{1}(\mathcal{O G b}) \\
& =l_{i}\left(l_{i-1} \cdot x_{i-1}\right) \otimes_{\mathcal{O} G^{s_{i-1}}} l_{i-1}\left(l_{i-2} \cdot x_{i-2}\right) \otimes_{\mathcal{O G}^{s_{i-2}}} \cdots \otimes_{\mathcal{O G}^{s_{2}}} l_{2} \otimes_{\mathcal{O} G^{s_{1}}} l_{2}(\mathcal{O G b}) \\
& =\cdots \\
& =l_{i} \otimes_{\mathcal{O G}^{s_{i-1}}} l_{i-1} \otimes_{\mathcal{O G}^{s_{i-2}}} \cdots \otimes_{\mathcal{O G}^{s_{2}}} l_{2} \otimes_{\mathcal{O G}^{s_{1}}} l_{i}(\mathcal{O G}) \\
& \simeq l_{i}(\mathcal{O} G b) .
\end{aligned}
$$

## 5. Appendix

Throughtout this section, we assume Condition 4.1.
Since the Glauberman correspondence induces an isotypy between GlaubermanWatanabe corresponding blocks, it is desirable to exist a two-sided complex inducing a splendid derived equivalence and the Glauberman correspondence. In fact, in the normal defect case, this is proved in Harris's result Corollary 4.10.

On the other hand, Okuyama pointed out in [26] that there is some pairwise orthogonal (possibly zero) idempotents $b_{i}, 0 \leq i \leq q-1$, of $(\mathcal{O} G b)^{G^{s}}$ such that $b=$ $\sum_{i=0}^{q-1} b_{i}$ and, as generalized characters of $\mathcal{K}\left[G^{S} \times G\right]$,

$$
\begin{equation*}
\Phi_{0}-\Phi_{l}=\sum_{\phi \in \operatorname{Irr}(b)} \delta_{\phi}(\pi(G, S)(\phi) \times \check{\phi}) \quad \text { for } \quad 1 \leq l \leq q-1, \tag{*}
\end{equation*}
$$

where $\Phi_{i}$ is the character corresponding to $b_{i} \mathcal{K} G, \check{\phi}$ is the dual of $\phi$ and $\delta_{\phi}$ is the sign described in Proposition 2.4, taking $\hat{\phi}$ so that $\operatorname{Irr}\left(\hat{b}_{0}\right)=\{\hat{\phi} \mid \phi \in \operatorname{Irr}(b)\}$ in the case of $q=2$. Here and below, we denote by $\hat{b}_{0}$ a canonical extension of $b$ in the sense of
[36, p. 555]. In fact, we can take as $b_{i}$

$$
\begin{equation*}
b_{i}=\sum_{j=0}^{q-1} e_{j} \hat{b}_{j+i} \quad \text { for } \quad 0 \leq i \leq q-1 \tag{**}
\end{equation*}
$$

where $\hat{b}_{t}$ is the block of $\mathcal{O} \Gamma$ such that $\operatorname{Irr}\left(\hat{b}_{t}\right)=\left\{\lambda^{t} \psi \mid \psi \in \operatorname{Irr}\left(\hat{b}_{0}\right)\right\}$ and $e_{t}$ is the block of $\mathcal{O} S$ corresponding to $\lambda^{t} \in \operatorname{Irr}(S)$ for any integer $t$, see [34, Section 4]. Note that when $q=2, b_{0}$ depends on the choice of $\hat{b}_{0}$.

We note that the normal defect case fits into this observation. That is, there is a complex $C^{\bullet}$ of $\left(\mathcal{O} G^{S}, \mathcal{O} G\right)$-bimodules which induces a splendid derived equivalence between $\mathcal{O} G b$ and $\mathcal{O} G^{S} w(b)$ and whose character is canonically reduced to the left hand side of (*) (hence which induces the Glauberman correspondence). Let $m=$ $m(f \mathcal{O} G, \mathcal{O} G b)$ as in Proposition 4.2. In fact, by Proposition 5.2 below, for example, we can take

$$
C^{\bullet}: \cdots \rightarrow 0 \rightarrow b_{l} \mathcal{O} G \rightarrow b_{0} \mathcal{O} G \rightarrow 0 \rightarrow \cdots
$$

where the degree of $b_{0} \mathcal{O} G$ is 0 and the non-trivial differential is induced by inclusion in the case $m \equiv 1(\bmod q)$ and projection in the case $m \equiv-1(\bmod q)$. Note that $C^{\bullet} \simeq f \mathcal{O} G$ or $C^{\bullet} \simeq f \mathcal{O} G[1]$ in the appropriate derived (or homotopy) category where we view $f \mathcal{O} G$ as a complex concentrated in degree 0 .

Remark 5.1. From (*) and Proposition 5.2 below, we see that, under Conditions 4.1 and 4.3, the character of $\mathcal{K} \otimes_{\mathcal{O}} f \mathcal{O} G$ is $\sum_{\phi \in \operatorname{Irr}(b)}(\pi(G, S)(\phi) \times \check{\phi})$. Hence, by [7, Théorème 0.2.], $f \mathcal{O} G$ induces a Morita equivalence between $\mathcal{O} G b$ and $\mathcal{O} G^{S} w(b)$, and we can also get Corollary 4.10 without using Lemmas $4.6,4.7$ and 4.8 , if we utilize the facts $(*)$ and $(* *)$.

For a group $H$ and an $\mathcal{O} H$-module $\mathcal{M}$, we denote by $\mathcal{M}_{Q}$ a maximal direct summand of $\mathcal{M}$ any of whose indecomposable direct summand has $Q$ as a vertex. We have a more precise statement of Proposition 4.2:

Proposition 5.2. Assume Condition 4.1. With the above notations, we have the following isomorphisms of $\left(\mathcal{O} G^{S}, \mathcal{O} G\right)$-bimodules: when $q$ is odd, if $m \equiv 1(\bmod q)$ then

$$
\begin{equation*}
\left(b_{0} \mathcal{O} G\right)_{\Delta D} \simeq f \mathcal{O} G \oplus\left(b_{l} \mathcal{O} G\right)_{\Delta D} \tag{5.1.1}
\end{equation*}
$$

and if $m \equiv-1(\bmod q)$ then

$$
\begin{equation*}
\left(b_{l} \mathcal{O} G\right)_{\Delta D} \simeq f \mathcal{O} G \oplus\left(b_{0} \mathcal{O} G\right)_{\Delta D} \tag{5.1.2}
\end{equation*}
$$

and when $q=2$, depending on the choice of $b_{0}$, we have (5.1.1) or (5.1.2). Hence,
if moreover we assume Condition 4.3, then we have

$$
b_{0} \mathcal{O} G \simeq f \mathcal{O} G \oplus b_{l} \mathcal{O} G
$$

or

$$
b_{l} \mathcal{O} G \simeq f \mathcal{O} G \oplus b_{0} \mathcal{O} G
$$

Proof. Let $q$ be odd and $m \equiv 1(\bmod q)$. Similar for the case $m \equiv-1(\bmod q)$, using (3.2.3) in the proof of Lemma 3.2.

Let $D_{\delta}$ be a defect pointed group of $\mathcal{O} \Gamma \hat{b}_{0}$ and $\hat{V}=V_{\mathcal{O} \Gamma \hat{b}_{0}}\left(D_{\delta}\right)$. As in the proof of Proposition 4.2, the indecomposable decomposition of $\left(\mathcal{O} \Gamma \hat{b}_{0} \downarrow_{G}^{s}{ }_{S \times \Gamma}\right)_{\Delta D}$ is described by the indecomposable decomposition of $\hat{V} \downarrow_{G^{s} S}$. Note that $N_{\Gamma}(D)=N_{G^{s}}(D) C_{\Gamma}(D)$. Below we will identify $S$ with its canonical image in $C_{\Gamma}(D) / D$ and recall that $\hat{V}$ has a canonical $k C_{\Gamma}(D) / D$-module structure.

Firstly, since primitive idempotents of $\operatorname{End}_{\mathcal{O}\left[G^{S} S \times \Gamma\right]}\left(\mathcal{O} \Gamma \hat{b}_{0}\right)$ remain to be primitive idempotents of $\operatorname{End}_{\mathcal{O}\left[G^{S} \times \Gamma\right]}\left(\mathcal{O} \Gamma \hat{b}_{0}\right)$, for primitive idempotents $j_{1}$ and $j_{2}$ of $\left(\mathcal{O} \Gamma \hat{b}_{0}\right)^{G^{s} S}$ such that $j_{1} \mathcal{O} \Gamma \hat{b}_{0} \mid\left(\mathcal{O} \Gamma \hat{b}_{0} \downarrow_{G^{s} S \times \Gamma}\right)_{\Delta D}$ and $j_{2} \mathcal{O} \Gamma \hat{b}_{0} \mid\left(\mathcal{O} \Gamma \hat{b}_{0} \downarrow_{G^{s} S \times \Gamma}\right)_{\Delta D}$,

$$
j_{1}\left(\mathcal{O} \Gamma \hat{b}_{0}\right) \downarrow_{G^{S} \times \Gamma}^{G^{s} S \times \Gamma} \simeq\left(j_{2} \mathcal{O} \Gamma \hat{b}_{0}\right) \downarrow_{G^{S} \times \Gamma}^{G^{s} S \times \Gamma}
$$

if and only if

$$
\left(\pi_{\delta}\left(j_{1}\right) \cdot \hat{V}\right) \downarrow_{N_{G} S\left(D_{\delta}\right) / D}^{N_{G} s_{s}\left(D_{\delta}\right) / D} \simeq\left(\pi_{\delta}\left(j_{2}\right) \cdot \hat{V}\right) \downarrow_{N_{G} S}^{N_{G} s\left(D_{\delta}\right) / D}{ }^{2} .
$$

Secondly, for a primitive idempotent $j$ of $\left(\mathcal{O} \Gamma \hat{b}_{0}\right)^{G^{s} S}$, since $j=\sum_{r=1}^{q-1} e_{r} j$ in $\left(\mathcal{O} \Gamma \hat{b}_{0}\right)^{G^{s} S}$ and $\pi_{\delta}$ is an interior $S$-algebra homomorphism, we have $e_{t} \cdot\left(j \mathcal{O} \Gamma \hat{b}_{0}\right) \neq 0$ if and only if $\overline{e_{t}} \cdot\left(\pi_{\delta}(j) \cdot \hat{V}\right) \neq 0$ for $t \in \mathbb{Z}$.

Note that an indecomposable direct summand $Z$ of $\mathcal{O} \Gamma \hat{b}_{0} \downarrow_{G^{s} S \times \Gamma}$ is determined by $Z \downarrow_{G^{s} \times \Gamma}$ and $e_{t}$ such that $e_{t} \cdot Z \neq 0$.

Since a canonical character of $\hat{b}_{0}$ is the canonical extension of a canonical character of $b$ by [36, p.558], from the isomorphism (3.2.2) in the proof of Lemma 3.2, Lemma 3.3 and above remarks, we have the following isomorphism of $\left(\mathcal{O} G^{S} S, \mathcal{O} \Gamma\right)$ bimodules for some $\left(\mathcal{O} G^{S}, \mathcal{O} G b\right)$-bimodule $\mathcal{N}$ :

$$
\left(\mathcal{O} \Gamma \hat{b}_{0} \downarrow_{G^{S} S \times \Gamma}^{\Gamma \times \Gamma}\right)_{\Delta D} \simeq \lambda^{0} \widehat{f \mathcal{O} G} \oplus\left(\bigoplus_{i=0}^{q-1} \lambda^{i} \hat{\mathcal{N}}\right)
$$

where, for an $\left(\mathcal{O} G^{S}, \mathcal{O} G b\right)$-bimodule $\mathcal{M}$, we denote by $\lambda^{i} \hat{\mathcal{M}}$ the extension of $\mathcal{M}$ to $\left(\mathcal{O} G^{S} S e_{i}, \mathcal{O} \Gamma \hat{b}_{0}\right)$-bimodule.

Hence, by Lemma 5.3 for $t=0$ below, we have

$$
\left(b_{0} \mathcal{O} G\right)_{\Delta D} \simeq\left(\lambda^{0} \widehat{f \mathcal{O} G} \oplus \lambda^{0} \hat{\mathcal{N}}\right) \downarrow_{G^{S} \times G}^{G^{S} S \times \Gamma} \simeq f \mathcal{O} G \oplus \mathcal{N}
$$

and

$$
\left(b_{l} \mathcal{O} G\right)_{\Delta D} \simeq\left(\lambda^{q-l} \hat{\mathcal{N}}\right) \downarrow_{G^{S} \times G}^{G^{S} S \times \Gamma} \simeq \mathcal{N}
$$

Hence the statement follows.
Similar for the case of $q=2$.

Lemma 5.3. Assume Condition 4.1. With the above notations and for any integer $t$, we have the following $\left(\mathcal{O} G^{S}, \mathcal{O} G\right)$-bimodule isomorphism:

$$
b_{i} \mathcal{O} G \simeq\left(e_{t-i} \mathcal{O} \Gamma \hat{b}_{t}\right) \downarrow_{G^{s} \times G}
$$

Proof. We have the following isomorphisms of $\left(\mathcal{O} G^{S}, \mathcal{O} G\right)$-bimodules:

$$
e_{t-i} \mathcal{O} \Gamma \hat{b}_{t}=\sum_{j=0}^{q-1} e_{j+t-i} \hat{b}_{j+t} \mathcal{O} \Gamma \hat{b}_{t}=b_{i} \mathcal{O} \Gamma \hat{b}_{t} \simeq b_{i} \mathcal{O} G b
$$

For the last isomorphism, see Lemma 2.7.
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