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The Theory of Construction of Finite Semigroups I

By Takayuki TAMURA

By a semigroup we mean a non-void set of elements x, y, zy •••
closed under an associative binary operation: (xy)z = x(yz). If the number
of elements of a semigroup S is finite, we call S a finite semigroup.
The structure of a finite semigroup or a semigroup satisfying some
conditions like finiteness was studied by Suschkewitsch, Clifford, Rees,
and Schwarz [1], [2], [3], [4], [5]. However the classification of all
finite semigroups and theory of construction of finite semigroups have
not yet been discussed systematically. Though all types of semigroups
of order 2, 3 and 4 wτere determined in [9], [10], the method was so
unsystematic or inconvenient that it was not applicable to the general
case. The author has investigated finite semigroups from the standpoint
of a greatest semilattice decomposition, and this new method has been
already applied to the case of order 5 [11].

Generally a semigroup is decomposed into a sum of special semigroups
called s-indecpmposable semigroups. Since ^-decomposable semigroups
are constructed out of a semilattice and s-indecomposable semigroups by
means of the process of compositions, the study of finite semigroups is
reduced to that of semilattices and s-indecomposable semigroups. Semi-
lattices and s-indecomposable semigroups are subdivided into a few
classes, and their construction must be considered in the different way
from the case of ^-decomposable semigroups.

In the series of these papers, we shall construct theoretically all
finite ^-decomposable semigroups and all finite s-indecomposable semi-
groups, except finite non-commutative simple groups, by induction with
respect to the number of elements. Here, of course, the discussion on
the construction of finite groups will be excluded, except only one case
of c-indecomposable, non-simple groups.

The present paper is the first part of this series of the papers which
consist of six parts:

I Greatest decomposition of a semigroup.
II Compositions of semigroups and finite ^-decomposable semi-

groups.
Ill Finite c-indecomposable groups.
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IV Finite unipotent semigroups.
V Finite ^-indecomposable semigroups.

VI Finite s-indecomposable semigroups.
The author wishes to express his best thanks to Prof. K. Shoda for

his kind guidance and suggestions as to these papers.

I. Greatest Decomposition of a Semigroup

In the previous papers [12], [13], [14], we obtained the theory of
greatest decomposition of a semigroup of special type. Afterwards the
writer found that our discussion was connected with the theory of
algebraic system due to Prof. K. Shoda [6], [7], and furthermore the
writer has recently obtained that the theorems as to the greatest de-
composition are proved by introducing a closure operation.

The purpose of this paper is to treat the problem of the greatest
decomposition as extensively as possible, and to refer to a remarkable
property of semilattice decomposition. In § 1 and § 2 we shall arrange
lemmas and theorems on closure operations defined in a complete
lattice, and in § 5 and § 6 we shall apply the results to the proof
of the existence of the greatest /^-decomposition of a semigroup which
is not necessarily finite. It is interesting that a semigroup S is de-
composed into a union of s-indecomposable subsemigroups in the case
of the greatest semilattice decomposirion of S (§9). The analogous
property, however, is not always seen in the greatest idempotent de-
composition and the greatest commutative decomposition (§10). Finally
we shall refer to a classification of finite s-indecomposable semigroups

(§11).

§ 1. Closure Operations (1)

In these paragraphs § 1—3, A is a complete lattice having an order-
ing <1 in which a symbol sup XΛ or \J XΛ denotes15 the least upper bound

cύ oti

of a family {xa}, and inf XΛ or f\ XΛ doesυ the greatest lower bound of
a a,

{x»}. Consider a closure operation2) φ in A, i.e. an operation which
maps any x 6 A to φ(x) G A satisfying conditions

(1.1) x ^φ(x) , (1.2) x <y implies φ(x] <φ(y) .

Let C be the set of all ^-closed elements x by which we mean χ=φ(χ).
C is not empty because the greatest element of A belongs to C. The

2) Regarding closure operations, see [8].
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following lemma is very familiar [8],

Lemma 1. C is a complete lattice in which a greatest lower bound
of any two elements coincides with one defined in A.

The following corollary will be useful later.

Corollary 1. All φ-closed elements x in which a ̂ x form a complete
lattice.

Let Γ be the set of all closure operations in A : Γ = {φy 7 e (£} . Γ
is a complete lattice in which an ordering φ <Lψ is defined as φ(x) <ψ(x)
for all xy so that a least upper bound s\ιpφa (or denoted by \JφΛ) and a

a, a>

greatest lower bound inf <prt (or f\φΛ) of a family {<pΛ}, <*£
Λ 0}

given as

(1. 3) (sup φΛ) (x) = sup φΛ(x) , (inf φΛ) (x) = inf φΛ(x) .

If a multiplication <p^ of φ and ψ is defined as (φ^}(x}=φ(^r(x}}^ then
Γ forms a semigroup with respect to this multiplication. The following
inequalities are easily shown by the above definitions.

(1.4) φ^ψ implies ηφ^η^ [and φη<Lψη for every ^eΓ. So
η^ξ imply φ

(1.5) φ

In particular, if φψ = ψ , we say that ψ is φ-inυariant.

Lemma 2. The following (1.6), (1.7), (1.8) and (1.9) are all equivalent.

(1.6) ψ<φ = φ\ (1.7) φ^ = ̂ φ^φ = φ\

(1. 8) -ψ ̂  = φ = φ2, (1. 9) ^ψ1 = φ = φ2.

Proof. We can prove them in the following way,

(1.6)-»(1.7): by (1.4) and (1.5), φ<^φψ^φ2 = φ and
(1. 7)->(l 8) and (1.7)-*(1.9) are trivial, (1.8)-*(1.6) and (1.9)->(1.6)
are due to (1. 5).

Lemma 3. Let φ = s\ιpφΛ. An element x is φ-closed if and only if

3) Especially we denote φφ φ by φ".
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it is φΛ-closed for all a.

Proof. If φΛ(x)=x for all tf, then (suρ^Λ) (x) = sup (φ«(x)) = x.
Λ Cύ

Conversely if φ(χ)=χ, then φΛ(x)<Lφ(x) = x, so φΛ(x) = x. Similarly we
have

Lemma 4. Let φ = φτ<p2 φk. An element x is φ-closed if and only
if it is ψi-closed for ι=l, •••, k.

Now we define φ for <p6Γ in the following manner.

φ(x] = inί{y x ̂ y = φ(y}} ,

which means the greatest lowest bound of the set {y x<y =
Immediately we see that φ(x] fulfils not only (1.1) and (1.2) but also

(1.10) φ*(x}=φ(x}* i.e. Φ2 = φ\

φ is an idempotent closure operation in A, and we shall soon see that
φ(x) itself belongs to the set {y x<Ly = φ(y}} because of (1.12). Since
φ(x) is a lower bound of the set {y x<^y = <p(y)} i.e. φ(x) ^φ(y) =y
(cf. (1.2)), we have

(1.11) φ<>φ.

By Lemma 2 and (1. 10), we get

(1. 12) ψ <,φ implies tyφ = φty = φ .

From this, φ(x) 6 {y x <Ly = ψ(y)} and so ^(x)^φ(x). Hence

(1. 13) ψ <,φ implies ψ <±φ .

Similarly, since x <±φ(x) =φ2(x], ψ(x) <±φ(x) so

(1.14) Ψ = Φ.

Thus the mapping φ->φ is also an idempotent closure operation in Γ.

Lemma 5. φ2 = φ if and only if φ = φ.

Proof. If <p2 — φ, then x<Lφ(x) =φ(φ(χ)) and by the definition of
φ, we get φ(x) <^φ(x) for all x, so that φ = φ because of (1.11). The
converse is clear as (1. 10) shows.

Lemma 6. φ = inf [ξ φ <,ξ = ξ} (1. 15)

4) See [8].
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= inf{f; φ^ξ = ξ2} (1.16)

- inf {ξ ;φξ=:ξφ = ξ = ξ2} (1. 17)

= inf{ f ; φξ = ξ = ξ2} (1.18)

= inf{f ; ξφ = ξ = ?} (1.19)

= inf{£; φξ = ξ} (1.20)

= inf{ f ; 0£ = f9>=f} (1.21)

Proof. £> = (!. 15) is obvious since φ^φ is considered as a closure
operation in Γ. We get (1. 15) = (1. 16) by Lemma 5, and (1. 16) = (1. 17)
= (1.18) = (1.19) by Lemma 2. We prove ^ = (1.20) and ^ = (1.21).
For all ξ such that φξ — ξ, we have φ <^ξ because x<Lζ(x] = φ(ξ(χ))
therefore φ <(1.20). Meanwhile φφ=φ by (1.11) and (1.12), so that
9?;>(1.20). Thus we have proved ^=(1.20). We can easily see (1.20)
^(1.21)^(1.17), while we have had φ = (1.20)=(l. 17). Hence ^=(1.21).

§ 2. Closure Operations (2)

Let Γ = (φ^ 7 e (£} . For a family {φa} , cί e SI c S, of elements of Γ, we
define f as

ξ(x) =inf{u; x<,u = φΛ(u) for all oί e 31} .

f(#) is easily proved to be an idempotent closure operation in A, con-

sequently ξ = ξ. As ζ(x)^>mf{u; x <u = φa(u}} = φΛ(x)y we get

(2.1) φΛ^φ*^ξ^ζ for all a 3%.

This ζ is denoted by \JφΛ9 especially when a = l, 2, it is denoted by
Λ

ξ=φίVφ2. Then it is easily shown that

(2.2) if φΛ£γΛ for all α, V^-^VΨ1-
α ct

and particularly if φΛ =
 tη for all <x, then \/φΛ = η. From (2.1)

Accordingly we have

Lemma 7. = V 9><* •
oί αJ

In the same way as Lemma 6,

Lemma 8. ? = \/φΛ = inf {? ^^1 = 1
Oι

= inf {I φa ̂  ξ = I2

for all α:} (2. 3)

for all a} (2.4)
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= inf {ξ φΛξ=ξφΛ=ξ=ξ2 for all a} (2. 5)

= inf {ξ φΛξ = ξ = ξ2 for all a} (2. 6)

= inf { ξ ; ξφΛ = ξ = ξ* for all a} (2. 7)

= inf {ξ ] φ«ξ = ξ for all a] (2. 8)
= inf {ξ φΛξ = ξφΛ = ξ for all a] (2. 9)

and the equalities are valid even if φΛ takes place of φΛ.
Moreover we prove

Lemma 9. ξ = sup φΛ = sup φΛ .

Proof. Since φΛ <:sup φΛ ̂ ζ from (2.1), φΛ^φΛ<,sup φΛ

where we see supφΛ£ {ξ φΛ<,ξ = ξ for all α}, so that supφa^ζ (See

(2.3)). Therefore we get ξ = supφΛ = supφΛ where the last term is
Λ Λ

obtained from Lemma 7.

Now sup φn

Λ\ φlk

k denotes a least upper bound of the set of all φfc—φll
*>. ... /».. λ κ 1 «

k fixed

where αM •••, cίk vary throughout 2ί but the positive numbers ky nly ••-, »Λ

are fixed. Also sup 0£1 "9>*ί denotes a least upper bound of the set
*.*!,-,** '

{«,-> /ί^rf
of all elements φn

Λ\ ~φn

Λ

k

k where aί9 ••-, α;Λ, and k vary but the sequence
nί9 -"y nkf ••• of positive numbers are fixed. We easily see

Lemma 10. ξ= sup ^ι...^j= sup

We add that these equalities hold even if the range where aly •••, ΛΛ

vary satisfies one of the following conditions :

(1) «ί=t=^, iΦj

( 2 ) (<*!,•••, ^) is a combination of k different elements which are
taken from St. Of course we can replace φΛi for φΛ. in the equalities
of Lemma 10. Particularly, for a finite number of φΛ,

Lemma 11. (2.10) φ v ψ = φ v ψ = φ wψ = <ρψ> = ψ^> = ̂ Λ/Λ =

(2.11) V 9>« = sup ^α =

(2. 12) 9> = sup ^>* = sup φnh .
k k

Finally we shall discuss a relation between φψ and φψ. Since
and ψ<Lφψ>, generally it holds that φψ<Lφψ by (1.4) and (1.10).
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However the equality φ^^=φ^r does not necessarily hold.

Lemma 12. The following conditions are equivalent :

(2. 13) φty is ^-invariant :

(2.14)

(2. 15)

(2. 16)

Proof. (2. 13)->(2. 14) : As φ f f i ) = (φφ)γ = φψ by (1.12), φψ is

ψ—invariant as well as ^-invariant. According to (2.8),

(2. 14)-»(2..15) : By (2. 10) 9? vψ = ̂ ^φψ>. Hence φψ = φγ. (2. 15)

(2.16) : By (2.10) and (2.15), φ^ = φ^ = ̂ φ = ̂ φt Lastly (2.16)->(2.13) :
ψ((pψ>) =-ψ>(<ψ><p) = (^r>^r}φ = <\$rφ = φ<^r. Thus the proof has been accom-
plished.

Theorem 1. If φty is ^-invariantL, then

§ 3. Completely Additive Closure Operation.

Let A = {xβ β € 9Jί} be a complete lattice. If a closure operation
φ in A satisfies ^?(sup xβ) <Lsupφ(xβ), /SeϊίcaJί, being equivalent to

β β
<p(sup xβ] =sup^>(^), then φ is called completely additive. Let Δ be the

β β
set of all completely additive closure operations in A.

Lemma 13. (3.1) <p£Δ, ^GΔ imply

(3. 2) φ« G Δ, a 6 Sί C K /wί/y sup ?>* 6 Δ.
rt

(3. 3) Completely distributive : ^(sup φΛ) =sup (tyφΛ
Λ a

(SUP φΛ}ψ = sup (φΛψ
Λ Λ

particularly,

Proof. As far as (3. 1) and (3. 2) are concerned, it is sufficient to
prove the complete additivity

(3. 1) : (^)(sup xβ) = ^>(^(sup xβ)) == ^(sup^(^)) = sup(HΦβ))
β β β β

(3. 2) : (sup φΛ) (sup xβ) = sup(^Λ (sup xβ)) = sup (sup φΛ(xβ))
Λ β Λ β Λ β

= SUp(sUp(φΛ(xβ))) = SUp ((SUP φΛ) ( x β ) ) .
β Λ β (A

(3. 3) : For any xzA, (f (sup φΛ))(x) = ψ(sup ^-U)) = sup ((ψ^J (x))
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). Similarly ((suρφΛ)ψ)(x) = (sup

Theorem 2. // ψΛ e Δ, a G 81, then sup ^>Λ = sup φΛ.
a a

Proof. By the completely distributive law and Lemma 10,

(SUP ^*)(SUP φΛ) = SUp((sUp φΛ)φΛ) = SUp(sUp φyφΛ) = SUp φyφΛ = SUp φΛ.
Λ a a oe> a γ yta ot>

According to Lemma 5, we have sup φΛ = sup φΛ .
Λ Oί>

Corollary 2. If φeΔ, then φ = supφn. (See (2.12))
n

§ 4. Examples

Example 1. Let E be an abstract set and Ω be the system5) of all
subsets X of E. Ω is a complete lattice under the inclusion relation of X.
Let / be a mapping which associates an element x of E with a subset
f(x) of E. An operation which associates X£Ω, with φ(X)£Ω, is defined
as follows :

Then £> fulfils not only (1. 1) and (1. 2) but also complete additivity :

Λ Λ OJ

/ is called a fundamental mapping on E, and ^> is called a closure
operation constructed from /.

Example 2. Let E and ί2 remain as they are in the former example.
Let En be a product set i.e. the set {(xly •••, *J Λ, €£, i = l, • • • , w}. If
we are given a mapping / which associates x£En with a subset f(x) of
E, and if φ is defined as

φ(X)=χv Σ/W where X"= {(^, -, Λj ^,eX,/ = l, .-,«},
*€^»

then 9> is a closure operation in O. This / is called a fundamental
mapping on En, and 9? is called a closure operation constructed from /.

Remark. Generally there is no dependency between the two condi-
tions : φty^tyφ and φψ = ψφ. The following two examples show this
fact.

5) Empty set is contained in Ω.
6) Σ and v_j mean set union.
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Example 3. Let 7 be the set of all positive integers. The system
12 of all subsets of / is a complete lattice under the inclusion relation.
Two closure operations φ and ̂  in Ω are defined as follows.

φ(X) = X^ 2/(*) where /(*) = {*+2},7)

X£X

{X if X is finite,
\
\χv Σ g(x) if -X" is infinite,

x£X

where g(x) = {# -f 1} . It is easily shown that φ 6 Δ and ψ 6 Γ.

If X is finite, φ(γ(X)) = ψ(X) = γ(φ(X)) ,

if X. is infinite, φ(γ(X)) =Σ {ΛΓ, Λ + l, Λ+2, Λ + 3} = 8)

Hence φιty = *\rφ. However φψΦψφ. In fact, for example,

, 4, 6}) = φ({2, 4, 6}) = {2n nϊ>l} ,

Example 4. Let /, 12, and #(#) remain as they are in Example 3.
Two operators ξ and η are defined as

ξ(X) =X^Σί g(*} , ^/(-X) = *u Σ *(Λ) where A(Λ) = {2x} .
X£X *£X

Of course f, ^eΔ. Then ξη=ηξ though ξηφηξ.

In fact
f f7( {1, 2}}=ξ( {1, 2, 4} ) = {1, 2, 3, 4, 5} ,

(̂{1, 2}) = ̂ ({1, 2, 3}) - {1, 2, 3, 4, 6} ,

hence ξη Φ ̂  ,

while, for any finite or infinite subset {#,-}, i = l, 2, ••-,

^l,ί = l,2, -}) = {Λ f,^ +

»^1, ι = l, 2, — })={^., Λf

therefore ξη = ηξ .

§ 5. Decomposition of a Semigroup

If a semigroup S is homomorphic to a semigroup T, then S is divided
into disjoint classes of elements which are mapped to the same element
of T. This is called a decomposition of S. All decomposition form a

7) {#+2} shows a set of only one element x+2.
8) {x, #-K, *4-2, #4-3} is a set of four elements x, #4-1, #4-2, #4-3.
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partially ordered set under the ordering Sl^S2 meaning that a decom-
position δ2 is a refinement of a decomposition δ l β

Let S be a semigroup and F(S) be the free semigroup generated by
elements of S. X denotes a set of relations in F(S) i.e. a set of for-
mulas showing which elements are equivalent. -X" is also regarded as a
set of ordered pairs of elements of F(S). Let F(S, X) be a factor semi-
group of F(S) which is got by using the relations, which compose X,
finitely many times. According to [6], [7],

Fundamental Theorem. F(S) is homomorphίc to S, and F (S, A] is
isomorphίc to S for a suitable A. If BcC, then F(S, B) is homomorphic to
F(S, C), and the converse is also true.

Let F(S, A) be isomorphic to S. If a semigroup S is homomorphic
to a semigroup T, then a decomposition of F(S) is obtained, i.e. there
is a set X of relations in F(S) such that F(S, X) is isomorphic to T and

. We can restrict X to be one which fulfils

(1) (*, x)eX for all *eF(S),
( 2 ) (Λ, y) € X implies (y, *) e -X" ,
( 3 ) (*, j) € X, (Λ 2) 6 X imply (*, *) € X,
( 4 ) (x, y) £X implies (ax, ay) eX , (xa, yd] 6 X for every a G F(S).

Such an X is called a congruent set of relations. Thus the decomposi-
tion of S is associated with congruent set X of relations in F(S).

In these paragraphs § 5 and § 6 E denotes the set of all ordered
pairs of elements of F(S) : E— {(*, y) \ x , y £ F ( S ) } > and Ω, denotes the
system of all subsets X of E. We define four fundamental mappings
/ι,/2> £» and /4 as follows :

ί
= 1 f

I

empty if y1

Lί(*ι,Λ)} if Λ
= {(ax, ay), (xa, ya) for any

where /x, f2, and /4 are fundamental mappings on E, and /3 is a funda-
mental mapping on E2 (See Example 2). Denote by cί9 c2y c3 and c4 the
closure operations in Ω, constructed from /ι,/2,/3, and /4 respectively.

Let c0 = CT^CZ^C^CI. Immediately we have

Lemma 14. X is a congruent set of relations in F(S) if and only if
X is Co-closed.^

9) See § 1.
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Let A be a congruent set of relations in F(S) and let S be isomor-
phic to F(S, A). The system of all decompositions of S and the system
of all congruent sets X containing A are isomorphic as partially ordered
sets, in which the ordering of the latter is considered as set inclusion
relation. Since all congruent sets which contain A form a complete
lattice by Corollary 1, we have

Theorem 3. All decompositions of a semigroup form a complete lattice.

This theorem has been also established in [6], [7].

§ 6. /^Decomposition

Let us consider a power-product of variables x19 x2J •••, xn varying
over S and constant elements a, by ••• of S where we may have no con-
stant element at all but we must contain a variable at least. Such a
form is termed a monomial of x19 •••, xn and is denoted by f ( x ί 9 •••, xn)
etc. or by / if we need not specify variables. For example, f(x) = ax,

Now T8 denotes a factor semigroup of S due to a decomposition δ
of S. Consider a set ® of all decompositions δ of S such that Tδ

satisfies the following conditions :
There is a system of monomials of variables xjl9 •••, xjn and constant

elements #λ'(λ = l, ~ , k ) in Tδ,

Pji(Xji, "•> *jn)> qji(*ji, •••> Xjn)> i = 1> •'•> *«y, my depending on /,

f j \ X j i 9 '"> Xjn) 9 Sj(Xj\y ""> ^y») > 7 == 1> ""> ^

such that, for each j (j = l, •••,/),

imply r^, •••, -̂J = Sy(*yi, -•-, Λyn) ,

where the constant elements «λ

/(λ = l, •••, fe) contained here shall be homo-
morphic images of the fixed elements #λ(λ = l, •••, k) of S respectively,
and #λand the forms of the monomials pji9 qjiy rjy Sj do not depend on δ.
Then a decomposition δ is called μ(pjiy qjiy rj9 Sj) -decomposition of S or
/^-decomposition of S, and the set ® is called the set of /^-decomposi-
tions, and we say that a factor semigroup Tδ fulfils /^-condition. If Tδ

satisfies two /^-conditions μ19 μ2 at the same time, then Tδ is said to
satisfy an adjoint condition μ^ μz of μ± and μ2.

We give simple examples of /^-conditions :

Example 5. The semigroup {x} composed of only one element x
fulfils every /^-condition, because pji = qji = rj = Sj = x
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Example 6. ^-condition (cόίϊimutativity): x = xy y=^y^χy=yχ where
"x = x, y=y" means "every xy y".

Example 7. /-condition (idempotency) : x = χ->χ = χ2.

Example 8. ^-condition (semilattice) : this is an adjoint condition of
/ and c,

X = χ, y=y-+χy = yχ9 z = Z-+Z = Z2.

^-decomposition, ^-decomposition, and /-decomposition will play an im-
portant role in our theory.

Example 9. raz-condition (right cancelation) : xz=yz-^x=y.
/c<z-condition (left cancelation): zx = zy->x=y.
^-condition (cancelation) : adjoint condition of rca and lea.

xz = yz -> x = y, uv = uw -> v = w .

Example 10. w-condition (unipotency or non-potency) :

X2 = X, y2=y-+χ=y.

Example 11. ru(a)-condition is the condition that the homomorphic
image a! of a fixed element a of S is a right unit of Ts.

x = χ^χa' = x .

lu(b)-condition that the homomorphic image bf of a fixed element b
of S is a left unit of Tδ. x = x->b'x = x.

u(ά)-condition is an adjoint condition of lu(ά) and ru(a) :

x — x->xaf = x , y = y->a'y = y .

Example 12. rz(a)-condition that the homomorphic image a' of a
fixed element a of S is a right zero of Tδ. χ = χ-*χa'=a'.

lz(b)-condition that the homomorphic image b' of a fixed element b of
S is a left zero of Tδ: χ = χ->bfx = b'.

z(a)-condition is an adjoint condition of rz(ά] and lz(a).

x = x->xd = a', y = y-^a'y = d.

Remark. As we shall state in § 7, the following examples are not
/^-conditions.

w-condition that Ί\ has a zero,

^-condition that Tδ has a unit,

the condition that Tδ is a group.

Hereafter we shall prove that ® has the greatest by utilizing a
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closure operation given in the preceding paragraphs.
Consider the decompositions of S which make S homomorphic to

semigroups satisfying ^-condition: ρji = qji(i = ί, •••, wij) imply rj-=^sjy

.7 = 1, •••, /. First, let us define the fundamental mappings fj(j=l, •••, /)
on Emj whose element is denoted by ((x^y^ (x2>y2)> •••, ( X m j 9 y m j } ) . If
there are xjl9 ••-, xjn£F(S) such that the homomorphic images of xt and
Pji(Xji> •••> Xjn) in*0 S are equal and the homomorphic images of y{ and
Qji(Xjι> "•> Xjn) into S are equal (ί = l, ••-, m \> in other words, #,• =
Pji(Xjι, * * • > */J> yi = 4ji(Xji> '"> Xjn} where consider them as elements of
S9 then

otherwise

fj((Xι,yι)> (ΛΓ 2 ,Λ), •-, (ΛΓm y ,yw y )) = ^ (empty).

Now ψj(j = ~L, •••, /) denote closure operations in O constructed from
fj(j = l, •••, /) respectively, and futhermore let

where C0 = c1'
uc2

}uc3'
uc4 (cf. §5), and 9?μ is called the congruent closure

μ-operation.
It is easily seen that F(S, Z) satisfies ^-condition if and only if X

is ^-closed and ^--closed C/ = l, •••,/). By Lemmas 3 and 4, ^C is Co-
closed and ^—closed (y = l, •••,./) if and only if X is ^-closed.

Lemma 15. F(S, JQ satisfies μ-condition if and only if X is φ^-closed.
Remember that A is a congruent set of relations in F(S) and S is

isomorphic to F(S, -4), so we see that φ^A) is the least ^-closed subset
containing A. It follows that F(S,φμ,(A)) gives the greatest /^-decom-
position of F(S) and of S. Hence we have

Theorem 4. When μ is fixed, there is the greatest μ-decomposition
of a semigroup.

F(S> Φμ,(A)) will be often called the greatest /^-homomorphic image
of S.

§ 7. Counter Examples

In this paragraph we give examples of decompositions which have
no greatest.

10) We may have more than one system of elements xjίt ••-,xjn so that we consider the
set of pairs (rjO^, •••, xjn), sj(xjίt •••, ^«)) of rj and sj.
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Example 13. ^-decomposition, the decomposition of S to a semigroup
having a zero.

Let S be an additive semigroup of all positive integers. For example,
the following decomposition is a ^-decomposition.

Zn'- S = ΣJST where S0 = (x x^n], Sf = {/}, i = 1, 2, — , w-1.
T^=0

Suppose that there is the greatest ^-decomposition z of S. Since S itself
has no zero, there are two positive integers i<^j which belong to the
same class in z. On the other hand, considering the decomposition zjy

we have z^iZj. This is a contradiction. Hence there is no greatest
^-decomposition of S.

Example 14. ^-decomposition, the decomposition of S to a semigroup
having a unit. S is the same semigroup as Example 13. The following
un is a ^-decomposition of S.

un: S = Σ
T = 0

where ST={#; x=τ (mod. n}}, and T is a group of positive integers
modulo n. It is similarly proved that there is no greatest w-decomposi-
tion of S.

§ 8. A Relation between Two Kinds of Greatest Decompositions

Consider two /^-decompositions μl9 μ2 of a semigroup S, which cor-
respond to the congruent closure /^-operations φ^ and φ^2 in O respecti-
vely. Furthermore μ>3 denotes an adjoint /^-condition of μ>λ and μ2y and
φ^ denotes the congruent closure /^-operation corresponding to μs. Of
course F(S> φ^(A}} and F(S, φμ2(A)) give the greatest μ19 ^-decompositions
of S respectively.

Does the greatest ^-decomposition of F(S, φ^(A)) coincide with the
greatest /^-decomposition of F(S, φ^A}} ? Also, do they give the greatest
/*3-decom position of S ? Lemma 12 answers these problems : if and only
if Ψ»2Φ^ is ^-invariant,

We have the following theorem as special case.

Theorem 5. // the conditions μl and μ2 are preserved by any homo-
morphίsπiy then φ^φ^^φ^φ^^^φ^, in other ivords, the greatest μ2-
decomposition of the greatest μλ-homomorphic image of S equals the
greatest μ^-decomposition of S.
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Since commutativity and idempotency are preserved by homomor-
phism, Λve get the following theorem :

Theorem 6. Let T and U be the greatest c-hσmomorphic image of S
and the greatest ί-homomorphic image of S respectively. Then the greatest
i-decomposition of T coincides with the greatest c-decomposition of U, and
consequently with the greatest s-decomposition of S.

If the greatest μ-homomorphic image of S is a semigroup composed
of only one element, then S is called μ-indecomposable.

Corollary 3. If S is s-indecomposable, then either S is c-indecom
posable or the greatest c-homomorphic image of S is i-indecomposable.

We show that ^-decomposition and z(a) -decomposition do not fulfil
the condition of Theorem 5. See Examples 6 and 12 regarding ca-
condition and £(<z)-condition.

Example 15. Let 7 be the additive semigroup of all positive integers,
and let A be a semigroup of order 2 defined as

A = {0, 1} , O2 = Γ = 01 = 10 = 0 .

S denotes a direct product of / and A: S— {(/, j) zl>l, .; — 0, 1} where
the multiplication is

(ί, 1)(k, /) = (*+*, 0).

The greatest c<z-homomorρhic image of S is isomorphic to I and the
element (2, 0) of S is mapped to 2 of /. The greatest 2(2)-homomorphic
image T of / is isomorphic to A, where the inverse image of the zero
of T is the subset {2,3,4, •••} of I. On the other hand the greatest
z((2y 0))-homomorphic image B of S is {°o, (1, 0), (i, 1), 2l>l} where °o
is the image of {(ί, 0), /I>2} and whose multiplication is given as
χy = oo for all x9 y£B. We see that B is αz-indecom posable. Hence
ΦzKz.wΦca^ΦcaΦzίζ.z.w We remark that c<z-condition is not necessarily
preserved by homomorphism.

§ 9. Greatest s-Decomposition

In this paragraph we shall point out an important property of s-
decomposition, i.e., we shall prove that a semigroup S is decomposed
into a union of s-indecomposable subsemigroups in the greatest s-
decomposition of S. We, however, can not now discuss it generally from
a standpoint of congruent closure /^-operations.

We suppose that a subsemigroup S' of a semigroup S is decomposed
into a semilattice T of order ^2 : S7 = Σ S/. Make σ(x) of T correspond
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to #ES' such that ΛrGS^ The ordering σ <Lτ in T' means that σp = T
for some p 6 T'.

Lemma 16. (1) // S' is an ideal of S, then σ(x] <Lσ(xa], σ(x) <Lσ(ax)
for any # e S' and any a£S.

(2) .σ(x)=σ(y) implies σ(xa)=σ(ya)=σ(ax)=σ(ay) for any x,y£S'
and any a£S.

Proof. Proof of (1). Suppose that σ(x0) ^σ(x0a) for some x0£S'
and some a£S. Let Tl={τ\ r^σ(x0a)}, T0 = T-Tl. Then T0 and
T1 are non-void subsemilattices of T', and clearly

so that TO and 7\ form a factor semilattice T* of order 2. Accordingly
S' is decomposed into T* :

SoΆS/^ where 7* = {0,1}., S0' = {x σ(x) 6 T0} ,
/ = {x σ(*) € TJ and x0 € So', Jtr0a 6 S/.

Now let us consider an equality: (x<0)z = x0(az) where we choose
especially. Since Sr is an ideal of S, az£Sf and so the right hand side
of this equality shows xQ(az] G S0'S' C So7, while we see (xQa)zeSι in the
left hand side. This contradiction makes it impossible that σ(x0) ^σ(x0a).
Utilizing an equality (za)x0 = z(ax0) where 2GS/ and σ(x0) ^σ(ax0), we
can prove similarly σ(x) ^σ(ax}.

Proof of (2). First we shall prove that σ(x) = σ(y) implies σ(xa) = σ(ay).
Suppose that σ0 — σ(xa)φσ(ay) =σ1 for some x, y£S' and some a£S.
Since σ(x) <Lσ(xa), σ(y) <Lσ(ay) by (1), we have

σ{(xa}y] = σ(xa}σ(y] = σ(xa}σ(x] = σ(xa) = σ0,
σ{x(ay}} = σ(x)σ(ay) = σ(y]σ(ay) = σ(ay] = σ19

contradicting the equality <r{(xa}y] —σ{x(ay)}. Hence it has been proved
that σ(x)=σ(y) implies σ(xa}=σ(ay). If we take x=y in particular,
we get σ(xa)=σ(ax), <r(ya}=σ(ay}. Thus (2) has been proved.

Theorem 7.. If an s-decomposition ξQ of a semigroup S, S=XJST, is
T£Ί'

greatest, then each class Sτ is an s-indecomposable semigroup. Conversely
if each Sr is s-indecomposable, then such an s-decomposition of S is greatest.

Proof. Suppose that there is ^-decomposable STo , TO e T, in spite of
the greatest s-decom position ξ0 of S. Let S!=ΣST and S0 = S— Si-
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Then it is easily shown that S0 is an ideal of S, and STo is an ideal of
Si. On the other hand, we have supposed that STo is decomposed into
a semilattice T of order :>2: STn = Σ S0.

/. Now let σ 0 be an element
° σ£2"

which is not greatest in T'. By Lemma 16, if a£S19 then either (i) or
(ii) holds:

(i) S;0*CS;0.
(ii) There is σ € T such that S ^CSΛ σ0<σ .

Set R = [a S;otf C S j and Q = S-R. Of course & φ7? C &, S0 C Q. Then
a£R and 6 € # imply that S'σQ(ab} = (S'σQa}b C S^b C S^, hence # is a subsemi-
group of S. Next we shall prove that Q is an ideal of S, namely that
a e Q and x e S imply a* 6 Q and #<z e Q. When one at least of # and #
belongs to S 0CQ, we get Λ r α G S 0 C Q , <z#£S 0 CQ because S0 is an ideal
of S. It is sufficient to consider the case where a^S^Q and #€S ι .
By Lemma 16, we get

S;>*) = (S;oβ)jc C SU C S;/ for some σ, σr G Tx, σ-0 < σ ̂ σ
and, if Λ G /?, S;O(ΛΛ) = (S'σQx)a C S^ C S/ for some σ € Tr, <r0<σ ,

otherwise, S^α) = (S^)« C S'σιa C S 2̂ for some σl9 σ2 € T', σ0<σ-1^σ2.

Therefore we have proved ##£(?, xaeQ. Thus Q is an ideal of S so
that the partition S = Q^R is an ^-decomposition. However we see that
STo intersects with both Q and R, and that Q contains elements of some
of classes Sτ other than STo. Hence this new ^-decomposition, S = Q^R,
is incomparable with the ^-decomposition ξ0: S = Σ Sτ, contradicting

T£T

the assumption that ξ0 is greatest.
Conversely suppose that an ^-decomposition ξQ in which every class

is s-indecomposable is not greatest. Then, denote by £0' the greatest s-
decomposition of S, ξQ

f^>ξQ. It follows that a certain class STo in ξ0 is
decomposed into another semilattice of order ;>2 in the decomposition
fo' However it is impossible because of s-indecomposability. Thus the
proof of the theorem has been completed.

The following corollary is obtained easily,

Corollary 4. Let f be a homomorphism of a semigroup S to a semi-
lattice T which causes the greatest s-decomposition of S. Further let Tf

be any sub semilattice of T, and S' be an inverse image of T by /. Then
the contraction of f to S', SX->TX comes, to be the greatest s-decomposition
of S'.

§ 10. Counter Examples (2)

We shall show that Theorem 7 does not necessarily hold in the case
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of /-decomposition and ^-decomposition.

Example 16. Let S be a semigroup of four elements a, b, c, d, with
multiplication by the following table :

abed

a
b
c
d

a c a
a b c a
a b c b
a b c a

The greatest /-decomposition of S is S — S^S2 where Sl= {a, b, d}y

S2 = {c}. However Sx is not i~ indecomposable. In fact, S1= {a, d} w {b}.

Example 17. Let S be a semigroup with multiplication

abed

a
b
c
d

a
a
a
a

b
b
b
b

a
a
a
a

a
a
c
d

The greatest ^-decomposition of S is S~S1

WS2 where Sl={aί b, c},
S2={d}> while Sx is not ^-indecomposable, for S1 = [a, b} w {c} .

§11. Classification of Finte s-Indecomposable Semigroups

A finite commutative semigroup S is decomposed into the union of
mutually disjoint finite commutative idempotent subsemigroups Sf :

which gives the greatest ^-decomposition of S (See [12], [10]). The
finite unipotent semigroups are classified into the two kinds : one is a
unipotent semigroup which contains a group of order ;>2, the other is
a unipotent semigroup whose idempotent is a zero. The former is called
a unipotent semigroup with group (or without zero), the latter a unipotent
semigroup with zero or z-semigroup.

Lemma 17. // a finite semigroup S is s-indecomposable and c-
decomposable, then the greatest c-homomorphic image is unipotent.

Proof. Suppose that the greatest £-homomorphic image T of S is
not unipotent. T is decomposed into the sum of commutative unipotent

semigroups : T = Σ T, , t > 2 ,
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so that T is ^-decomposable. This contradicts the assumption.

Corollary 5. A finite s-indecomposable commutative semigroup is
unipotent.

Theorem 8. Finite s-indecomposable semigroups are classified into
the four categories:

(1) c-indecomposable semigroup except gronps,
( 2 ) unipotent semigroup with zero (z-semigroup],
( 3 ) unipotent semigroup without zero,
( 4 ) c-decomposable, non-commutative, non-unipotent semigroup,

where a group belongs to (3).

Finally we express many thanks to Mr. Y. Utumi and Mr. T. Fujiwara
for their kind advices regarding the present paper.

(Received November 15, 1956)
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