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1. Introduction

To find and to calculate generating sets for invariant rirgga fundamental prob-
lem in invariant theory with a long tradition. With the pregs of computers, the sig-
nificance of computational methods in this field has incréa3de SAGBI bases are
the sets of generators of a subalgebra of a polynomial ringchwhave certain com-
putational property. These are the natural “Subalgebraoyoa to Grobner Bases for
Ideals” introduced at the end of 1980’s by Robbiano and Sieeg@0] and Kapur
and Madlener [8], independently. There are indeed someicapipihs of the SAGBI
bases to invariant theory. The algorithm of Stillman andiT28] gives a method for
computing generating sets for certain invariant rings bingighis notion. However,
compared with the theory of Grobner bases, that of SAGBebddsas made a slow
progress, and many basic problems remaining unsolved. Thgoge of this paper is
to investigate the properties of a SAGBI basis for the keofeh derivation on a poly-
nomial ring.

The kernel of a derivation on a polynomial ring is closelyatetl to an invari-
ant ring. It is an important object in the study of invariahesory and the fourteenth
problem of Hilbert. It is well-known that some kind of deriien corresponds to an
action of one-dimensional additive group, and the kernel e invariant subring are
the same. Moreover, various counterexamples to the fauttgeroblem of Hilbert can
be described as the kernel of a derivation. Nagata’'s coexdenple [17] and Roberts’
counterexample [22] were described as this by Derksen [d] lanDeveney and Fin-
ston [4], respectively. Nowicki showed that the invarianbsng for a linear action of
a connected linear algebraic group on a polynomial ring isiobd as the kernel of
a derivation [18]. Recently, new counterexamples to thetémnth problem of Hilbert
were constructed by using the kernel of a derivation by sdveeople (cf. [1], [6],
[10], [13]). We believe that a computational methods wilvegius further progress in
this field.

In this paper,k is always a field of characteristic zero excepttion 6. Let
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K[X] = k[x1, ..., x,] and k [, x 1] = k[x1, ..., x,, x7 %, ..., x, ] be the polynomial and
the Laurent polynomial rings im  variables over , respebtjvand k ) the filed of
fractions ofk k]. For eacha = 41,...,a,) € Z", we denote byx* the monomial

x{t---x@. Let Q denote the set of total orders on Z" such thata < b implies
a+tc=b+cforanya,b,c € Z", and Qg the set of< € Q such that the zero vec-
tor is the minimum amongZ(>o)" for the order relation<. Here, we denote by >
the set of nonnegative integers. An elementxfis called amonomial orderon & [x].
When an order= is given, we writea < b if a < b anda # b for a, b € Z". We
sometimes denote by’ < x’ instead ofa < b. The lexicographic order< on k[x]
with x;, < x;, < --- < x;, is the monomial order o x] which is defined bya < b if
0 < ¢;, for the maximal integef witlr;, # O fora, b € 2", whereb—a = (c1, . . ., ¢)-
Let < be an element of2 . Fof 3, .. taX® € k[X, x~1], we define thesup-
port supp(f ) of f by

(1.1) suppf ) ={a | pa # O}

The convex hull of supp( ) iRR" is denoted by New( ), and called tidewton poly-
tope of f. If f # 0, then we sew<(f) to be the maximal element of supp( ) for
<. The maximum exists, since supp( ) is a nonempty finite subset’. For any f ,
g € k[x,x71]\ {0}, it follows that v<(fg) = v<(f)+v<(g). We define thenitial term
in<(f) of f by

(12) |nj(f) :MUj(f)ij(f)

if f #0, while we define iR(0) = 0. Then, it follows that

(1.3) in<(fg) =in<(f)in<(g)

for any f, g € k[x,x"1]. For ak-vector subspac& dfx][ we define theinitial
vector spacen<(V) to be thek -vector space generated ig<(f) | f € V}. If Ais

a k-subalgebra ok ¥, then in<(A) is ak -algebra. It is called thimitial algebra of A.
A subsetS of A is said to be &SAGBI basidor A if it is a generating set fod over
k such that

(1.4) in<(A) = k[{in<(s) | s € S},

We say thatS is a universal SAGBI basifor A if it is a SAGBI basis forA with
respect to any< € Q. We remark that, if< is in o, then the condition (1.4) implies
that S generatesA ovek by [20, Proposition 1.16]. Hence, if thishis tase, then
S is a SAGBI basis forA . In particular, a subsStis a universal SAGBI basis for
A if and only if the subsemigrouguv<(f) | f € A\ {0}} of Z" is generated by
{v<(f) | f € S\{0}} for any < € Q, since it is equivalent to the condition that (1.4)
holds for any=< € Q.
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By definition, there exist the following implications:

A has a finite universal SAGBI basis.

i3
A has a finite SAGBI basis for somg ¢ Q.

4

A is finitely generated ovet.

However, the converse of each implication is not always.tArually, Robbiano and
Sweedler [20, Example 4.11] showed tHat, x1x2 — x2, x1x3} is a SAGBI basis for
k[x1, x1x2 — x2, x1x2] with respect to=< € Q with x; < xp, but this k -algebra does
not have a finite SAGBI basis fok € Q with xo < x1. We also give such examples
as the kernel of a derivation in Section 5. We showed in [1leofem 2.2] that cer-
tain finitely generated invariant rings do not have finite AGases for any< € Q.
This theorem also says that each of these invariant ringsuhasuntable cardinality
of distinct initial algebras. Therefore, we may ask thedwihg questions for a finitely
generatedk -subalgebr&d  6fx][

Question 1. DoesA have a finite SAGBI basis?
Question 2. How many distinct initial algebras does  have?

These questions are generally difficult to answer. In sonse,cQuestion 1 is closely
related to the fourteenth problem of Hilbert as we will seeSiction 5. In the present
paper, we will give a sufficient condition on derivations foeir kernels to have finite
universal SAGBI bases, and an upper bound for the numberstihdi initial algebras
of them.
For a commutativé -algebra ,ka -linear mAp A — A is called ak-derivation

on A if D(fg) = D(f)g+ fD(g) for any f,g € A. For ak -vector subspacé of
we denote by

(1.5) vP ={feVv|D(f)=0}.

If V is a k-subalgebra ofA , ther? s/ -subalgebralof . We will sttity ker-
nel k[x]? of a k-derivationD onk X]. We note thatk %] is not necessarily finitely
generated (cf. [1], [2], [6], [10], [13]), and this is a kind the fourteenth problem of
Hilbert.

We define thesupportsupp® ) of D by

(1.6) suppD ) _Jsuppg; D (x:)).

i=1
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The convex hull of supfd ) ilR" is denoted by New ), and called tiNewton poly-
topeof D. For eachd € supp@ ) and < i < n, there existsss; € k such that

(1.7) D)= Y kX

desuppD )

Then, define a homomorphispy: Z" — k of additive groups by

(1.8) As((aa, - -5 an)) = arksa + -+ ankis .

We define a subset supf®) of supp@ ) as follows. Sefp = supp® ) and
(1.9) Sis1={6 € S; | & — & & ker)\s for somed’ € S;}

for eachi € Zxo, inductively. Then, define supfD) to be the set o € supp® )
contained in the convex hull qf)5,S; in R”. For a subsetS ¢ R”, the dimension
dimS of S is defined as the dimension of tievector subspace dR” generated by
{s—1t|s,t€8}if S#0, and—1 if S= (. Since supp(D) cannot be a single point,
the dimension of supy@D) is not zero for anyD . As we see in Section 2, there exist
variousk -derivationsD such that sugp) # supp® ).

In [12, Theorem 1.3], we showed thatx]f is finitely generated ovek if the
dimension of sup@® ) is at most two. We will show a strongeotben below in Sec-
tion 2.

Theorem 1.1. Assume thatD is & -derivation ok[x]. If the dimension of
supp (D) is at most twpthenk[x]” has a finite universal SAGBI basis.

There exist varioug -derivation®  such that the dimensiosupip(D ) is greater
than two but that of supgD) is at most two. Hence, Theorem 1.1 can be applied for
far more cases than [12, Theorem 1.3].

A k-derivation D onk K] is said to betriangular if D(x;) is in k[x1, ..., x;i—1]
for eachi . In this case, we have further the following.

Theorem 1.2. Assume thaD is a triangular derivation drix]. If the dimension
of supg (D) is at most twe then there exists a universal SAGBI basis £§x]” with
at mostn elements.

We will describe the universal SAGBI basis mentioned in Theo 1.2 explicitly
in Section 3. In Section 4, we discuss the number of distinitial algebras oft ],
and show the following.

Theorem 1.3. Assume thatD is & -derivation ok[x]. If the dimension of
supg(D) is two, then the cardinality of{in<(k[x]°) | = € Q} is at most double
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the number of the vertices of the convex hullsapg (D) in R”. If the dimension of
sup@(D) is ong then the cardinality of{in<(k[x]°) | < € Q} is at most two.

In Section 5, we show that the kernel of certain locally niépa derivation is
finitely generated but has infinitely generated initial &lges. In Section 6, we investi-
gate a method for describing the kernel of a derivation imgeof Newton polytopes.

The author would like to express his gratitude to Professasanori Ishida for
his advice and encouragement.

2. A finite universal SAGBI basis

First, we review [12, Lemma 2.1] and its proof. Lat  be a finitgenerated nor-
mal domain overk , an&k the field of fractions af . We assume #hat a regular
extension ofk , i.e.K ®; k is a field for the algebraic closure of k. In that lemma,
we showed the following. Lef. be a subfield &  containihg , and..., g be
elements ofK \ {0}. Then, thek -subalgebra

(2.1) R = Z (Lgi1 g0 A)

i1,...,i, €Z

of A is finitely generated ovek iL. is a simple extensionkof . Axdlyy we have a
more precise statement as follows.

Lemma 2.1. Assume thatL = k(uo/u1) for someug, u1 € A. Then we may
find a finite subse®, C Pkl of closed points such thafor any finite subse C
P,% of closed points containin@o, there existfi, ..., fy € R ®; k with the following
property. Assume that is ibg' - -- g"NA for someiy, ..., i, € Z. Then there exists
h € k[uo, us] \ {0} of the form

q
h =] J(ejuo — Bjua)™
j=1

with (o : §)) € P,%\ Y andm; € Zsg for j=1,...,g such thalu{)u’l”*"f/h is equal
to a product of powers ofi, ..., f, multiplied by an element df\{0} for 0 <i <m,
wherem =3"%_ m;.

Proof. We setl = L&k, A=Ak, K = A®; K and R = Ry k. First, assume
that up/u; is transcendental over . Let: SpecA ---— P,% be the dominant rational
map defined by the inclusion map— K. Then, we may consider the homomorphism

¢*: Div(PY) — Div(SpecA)

of the divisor groups oP,% and Speai. Since the complement of the image ofis a
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finite set, kep* is finitely generated. In the proof of [12, Lemma 2.1], we shdvthe
following.
There exists a finite subsét C Pkl of closed points as follows:
(i) kerg* is contained in the subgroup of DF‘)@ generated by , where we
regardX as a set of prime divisors.
(i) Let p be the generic point of a prime divisor which appears(g;) €
Div(SpecX) for some 1< i <r. Then,¢(p) is in X, unless it is the generic

point of PL.
If X is a finite subset ofPl of closed points as above, then there exist a
finite number of elementg, .. fs € R with the following property. Assume

that f is an element ofgi'--- g N A\ {0} for some () € Z" such that

the supports of zeros and poles of the rational functj‘im(;i1 - giry on P,%

are contained inX . Thenf is equal to a product of powersfof .., f

multiplied by an element of \ {0}.

Let X be a finite subset oIP,% of closed points satisfying (i) and (ii) which con-
tains the supports of zeros and polesugfu;. We show thatZ, satisfies the desired
property. Assume that is a finite subsetR%f of closed points containing@y. Then,
¥ also satisfies (i) and (ii). Hence, there exist a finite nundfeglementsfy, ..., f; €
R as above. Assume that s ibgl--- g N A\ {0}. Puth’ = f/(gt---g"), and
set @) = Zpep%m,,p andE =3 .5 m,p. For each closed poinp € PL, we assign

(ap. By) € k2\{0} so thath [] ,cpa(cvptto—Bpur) ™" is in k\ {0} for everyh € L\{0}
k
with (n) = Z,,Ep%m;,p, and identify p with the ratioq,, : 3,). Then,

H (apuo - 617”1)1"11

1
PEPA\Z

is in k[uo, u1] \ {0}, since n’ is in HO(PL, Opi(—E)). Setm = > pepiyxs Mp, and
, &P}

take any 0< i < m. Then, the supports of zeros and polesu@f}'~'h’/h are con-

tained in X . Hence, those ofouy ™' f/h are also inT . Moreoveryiu' " f/h is in

Lg - gl NA. Actually,

HO(PY, Opi(—E))gtt -8 C Lgt---gy N A,

and ubuy ~'h’/h is in HO(PY, Op:(—E)). Thus, uou’" "f/h is equal to a product of
powers of f1, ..., fs multiplied by an element ok \ {0} by assumption. Therefore,
the assertion is true ifip/u; is transcendental ovér
Now, assume thaio/ui is algebraic overk . Then. #% , sincE is a regular

extension ofk . In this case, the proof of [12, Lemma 2.1] s&d there exist a finite
number of elementys, ..., f; € R such that every element @fi - g N A is equal

to a product of powers off, ..., f; multiplied by an element ok \ {0}. Hence, the
assertion holds foo =0 andh = 1. O
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Now, let I' be an additive groupA @ver A, a I'-graded finitely generated
normalk -subalgebra of x], and D ak -derivation defined on an extensionAdf . Here,
we say that ak -algebr& iE-gradedif R = @'yer R, for somek -vector spaces
R, C R such thatR,R, C R,+, for every~, p € T'. An elementf € R is said to
be I'-homogeneoud f is in R, for somey € I'. SinceA is a domain, the set; =
U, er A+ \ {0} of nonzeroT" -homogeneous elements is multiplicatively edosVe set
B = A;,lA to be the localization oA byAy . Then, the -gradidy EBveF B, is
defined by setting

(2.2) B, = {g ’ (f. 8) € Apsy x (AL \ {0}) for somep € F}

for each~ € I'. Note thatBy is a field containingk . For @ -domaiR , we denote by
trans degR the transcendence degrekof  aver

Theorem 2.2. Assume thatd? = D, cr AP andin<(AP) = D, cr in<(AP) for

any < € Q. If trans deg B < 1, then A? has a finite universal SAGBI basis.

Proof. For eachf € AP and < € Q, there exists " -homogeneous element
f' € AP such thatv<(f) = v<(f’) by assumption. We will show the existence of
a finite number of elementsy, ..., f; € AP such that, for anyi" -homogeneous el-
ementf € AP\ {0} and < € Q, there existas,...,a, € Z>o such thatv<(f) =
av<(f1) +--- + a,v<(f;). Then, the remark after the definition of universal SAGBI
bases in Section 1 implies thd{f, ..., f;} is a universal SAGBI basis foA”

The assumption trans deg? < 1 implies that the fieldBY is a simple exten-
sion of k. Actually, if trans degB = 1, then BY is a rational function field of one
variable overk by Luroth’s theorem, whilBg’ = k otherwise. Letug, u; € A\ {0}
be I' -homogeneous elements witlf’ = k(uo/u1). Then, we may find a finite subset
¥ C P,% of closed points such that, for any finite subdetC Pkl of closed points con-
taining X1, the Newton polytopes ofiug — Su; are the same for any( 3) € k?\ {0}
with (a: 8) € X. If this is the case, then it follows that

(2.3) v<(auo — Buz) = v< ()

for all («: p) € P,%\ ¥ for somee € {0, 1} for each=< € Q.

Similarly to the argument after [12, Lemma 2.1], we may fifid ordegeneous
elementsgy, ..., g, € B2\ {0} such that, for each € T, there existiy,...,i, € Z
such thatA? = Bpg - - g N A. SinceA” =@ . AP, we get

AP = Z (Bé)gil---gi"ﬂA).

By Lemma 2.1, there exist a finite subsetc P,% of closed points containing,, and
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a finite number of elementg/, ..., f/ € AP @k which satisfy the following property.
Let f € A2\ {0} be aT -homogeneous element. Then, there eistsk[uo, u1] \ {0}
of the form i =[]’ (a,juo — Bju1)™ with (a; : ;) € P\ £ andm; € Z>o for j =
1,...,q such thawhuy " f/h is equal to a product of powers ¢f, ..., f/ multiplied
by an element ok \ {0} for 0 < i < m, wherem :ijlmj. Note that there exist a
finite number of elementyy, ..., f; € AP such that, for each ¥ j < s and < € ,
we havev<(fj) = v<(fi) for some 1< 7 <t. We show thatfy, ..., f; are what we
are looking for. Take any € Q. Then, it follows that

j=1

=V

q
v=(/) = v (% [ tevjuo — 51M1)’"")
=1
_ f
- ¥ (ﬁ + ijvj(ajuo — Bju1)
<

)
)+

>

)=

mjvj(ue)

J
()

for somee € {0, 1} by (2.3). Choosei], ..., a, € Z>o such thatu) f/h is equal to
(s - (f)* multiplied by an element irk \ {0}. Then, v<(f) = S, a/v<(f)).
By the choice of f1,..., f;, we have Y i a/v<(f/) = Y- av<(f;) for some
ai,...,a; € Zxo. Thus,v<(f) = Z;Ilaivj(ﬁ). Therefore, the proof is completed.
O

1
=

Let D be ak -derivation ork ¥. For eachd € supp(® ), we define

(2.4) D5 =X ( ks 1)61i +ooot /fa.nxni .
’ 8)61 8-xn,

Then, it follows that
(2.5) Ds(x*) = As(a)x**®

for anya € Z". For a subsetS of supp( ), we defimgs =;_; Ds. Of course,
Dsuppp)= D-

Proposition 2.3. Assume thaD is & -derivation dtfx], § € supp® )and < €
Q. If ¢/ <6 for any &' € supp@ ),then v<(f) is in ker)\s for each f € k[x]” \ {0}.
In particular, each vertex of the Newton polytope pfe k[x]” \ {0} is in ker\s for
some vertex of New(D).
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Proof. It suffices to show the former part. Actually, eachtererof New(f ) is
equal tov<(f) for some= € @, and the maximum of supp( ) for is a vertex of
New(D). Suppose that<(f) is not in kerhs. Then, Ds(in<(f)) # 0 by (2.5). Since
D(f) =0, the termDs(in<(f)) is eliminated in the expression

D(f) = Ds(in<(f)) + Ds(f — In<(f)) + Dsuppp {53 (f)-

Since suppp f )) is contained in sugp( ) + supp( ), there eXise supp@ ) and
a’ € supp(f) such that’ +a’ =§ +v<(f) andd’ #4d or a’ # v<(f). Sinced’ < § and
a’ < v<(f), this is a contradiction. Thusi<(f) is in kers. [l

We defineMp to be the submodule @f generated by — 4’ for 4, 6" € supp@ ),
and setl'p, =Z"/Mp. Then, thel'p -grading X = @verp k[x]., is defined by setting
k[x]., to be thek -vector space generatedywith a € (Z>0)" whose image in"p
is equal toy for each~ € I'. Note that we have

(2.6) kX”= @Y and in(k[X]P)= @ in<*kXP) (2 e

v€lp YETD
To show Theorem 1.1, we need the following lemma.
Lemma 2.4. Assume thatD is & -derivation ot[x]. We set
S={a €(Z>0)" | a € ker); for all § € supp )\ suppg(D)}.

Then it follows thatk[x]? = k[{x* | a € S}]”°, where D° = Dsyps(p)-

Proof. We use induction on the number of elements of sDpp( ut. ¥ =
supp® ) andS° = suppg (D). If S # S§°, then there exists a vertex of New(D) such
that o € S\S° and S +{—d} C ker)s. Then, it suffices to show that

(2.7) k[X]? = k[{x" | a € (Z>0)" Nker\s}]Ps\ior
by the following reason. Note that the right hand side of \2s7equal to
K[{x* | a € (Z>0)" Nkeris}] Nk[x]Ps\to1,

Since supp(Dy\ ¢53) = SUpF(D), we getk KIPs\tor = k[{x* | a € S’}]P° by induction
assumption, where

S'={a € (Z>0)" | a e ker)s forall & € S\ ({6} U S°)}.
On the other hand, we have

K[{x* | a € (Zs0)" NkerAs I NA[{x | a € S'YP° =k[{x" | a € S*".
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Therefore, (2.7) impliek X|? = k[{x? | a € S}]P".

First, we show that every < k[x]” is contained in the right hand side of (2.7).
Without loss of generality, we may assume thfat Tis  -homogese8inces is a
vertex of the convex hull ofS irR", there exists<x € Q such thaté is the maxi-
mum amongS for<. Then,v<(f) is in ker\s by Proposition 2.3. Sincé {-¢} C
ker\s, we have M C ker\s. Moreover, suppf ) {—v<(f)} C Mp, since f is
I'p-homogeneous. Thus, sugb(C) kerAs, so f is ink [[x* | a € (Z>0)" N kerAs}].
Furthermore,Dg\ (5,(f) = 0. Actually, we have

(2.8) Dg\ (53 (f) = Ds\(5y(f) + Ds(f) = D(f),

since Ds(f) = 0 by (2.5). Thus,f is in the right hand side of (2.7). Cowsedy, if f
is in the right hand side of (2.7), then the equality (2.8)dsolHence,f is ink »]°.
Therefore, we get (2.7), and the proof is completed. ]

Proof of Theorem 1.1. We set % {)f* | a € S}]. Then, A is a finitely
generated normak -subalgebra bfx],[since S is a finitely generated normal sub-
semigroup of Z>¢)". Here, we say that a subsemigrospof Z" is normal if S =
(O sesZ8) N (D ;cs R>08), whereRxo is the set of nonnegative real numbers.

We setI” to be the image of the submodule

M={ae€Z"|ac ker)s for all 6 € supp® )\ suppg (D)}

of Z" in Tp.. Then, x* is in P, -k[X], if and only if a is in M + Mp. for
a € (Z>0)". Since Mpo C M andS = M N (Z>0)", it is equivalent toa € S.
Thus, A =@, k[x],. In particular, we haveA?’ = D, cr k[x]fo and ing(AP°) =
D, crin<(k[x]2") for any < € @ by (2.6).

Let us denote byB %P, . B, the localization ofA by J, . k[x], \ {0}, and by
k(Mp-) the subfield ofk X) generated by{x* | a € Mp-} overk. Then,By C k(Mpo).
Since the dimension of supfD) is at most two, the rank o#/p. is at most two. This
implies that trans degk Mp-) < 2. First, assume that trans dégM£-)" = 2. Take
§ € supg (D), and define & -derivatio® on k(x) by D'(f) =x9D°(f) for eachf .
Then, it induces & -derivation ok Mp-). Moreover,k (Mp-)?" = k(Mp-)P°. Since
k(Mp-) is a separable algebraic extensionkoM 4-)°°, it implies thatD’ is zero on
k(Mpo) (cf. [14, Chapter X, Proposition 7]), sb Mp-) = k(Mp-)”°. Hence, by [12,
Lemma 3.2] and its proof, we havex]P’ = k[{x? | a € So}] for some finitely gen-
erated subsemigrouy of (Z>0)". Then, A?* = AN KX = k[{x* | a € SN So}l.
By Gordan's lemma [19, Proposition 1.1.(ii)], the semigyafl N Sp is finitely gener-
ated. HenceAP” is generated by a finite set of monomials ower . This set isrlglea
a universal SAGBI basis for?". Sincek k] = A?° by Lemma 2.4, the assertion of
Theorem 1.1 is true in this case. If trans gkng@)DO <1, then trans dqué)O <1
Hence,A?® = k[x]” has a finite universal SAGBI basis by Theorem 2.2. We have thu
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proved Theorem 1.1. O

As mentioned in Section 1, there exist varidus -derivatiédh®n k[x] such that
the dimension of sup@f ) is greater than two but that of $(pp is at most two. Let
us consider the& -derivation

0 0 0 0
(2.9) D :x§8_x1 + (xfxaxg + ngxf)a—xz + (r1xpxa + 5X2X3xf)a—x3 + X2x§a—x4

on k[x] for n > 4. Since

X7 1D(x1) = x; tx3

—1 _ 2.—1 2
x, "D(x2) = X1X5 X3X4 + 2x0x}
-1 _ 41 2
x5 D(x3) = X1Xox3 x4+ 5x2x]
—1 _ 2
X, "D(x4) = XoXy

and x; 'D(x;) = 0 for i > 5, we have supgl ) %61, 6, d3, 44}, where

61=(-1,200Q0Q...,0), &2=(2-1,1,10Q...,0), 6&3=(1,4-1,1,0...,0),
94=(0,,024Q...,0).

We see easily that the dimension of supp( ) is three. Furtberm
As;((az, ...,an))=a; (=12 3) ANs,((a1,...,an)) =2a2+5a3+ay

for (a1, ...,a,) € Z". We show that sugi§D) = {01, d2, d3}. Since\s,(5; — d4) = 0 for
any i, we haveds ¢ S1. On the other hands,(5; — d;) # 0 for anyi,j € {1, 2 3}
with i # j. Hence,S; ={d1, 8, d3} for i > 1 and so(\5,S; = {41, d2, d3}. More-
over, the intersection of supp( ) and the convex hul{éf, 5,, 63} in R" is equal to
{61, 62, 63}. Therefore, supi{D) = {01, 62, 93}, whose dimension is two. Thus, x]P
has a finite universal SAGBI basis by Theorem 1.1.

The following is an example oD  which is not zero but sti@p) = 0. Let D be
a k-derivation onk X] defined by

(2.10) D) =20 (xl +xlid+ x4l
l
fori =1,...,n. We setd; =ie for eachi , wheresy, ..., e, are the coordinate unite
vectors ofZ". Then, suppl ) <6, | i =1,...,n}. Hence, the dimension of sugp( )
is n — 1. Furthermore,
as a;
As, coay T
il a)) =ar+ 5+ 3 :

fori =1,...,n. We show thatS; ={¢;,...,d,—;} by induction oni . Ifi =0, then
the assersion is clear. Assume that- 0. Then, S;_1 = {61, ..., d,—i+1} by induction
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assumption. Since\s,_,,(6; — 6,—;+1) =0 for j =1 ...,n —i+1, the vectors,_;+1
is not contained inS; . On the other hank (6,—;+1 — &) =—-1for/ =1 ...,n—1i.
Hence, we getS; Hé1,...,d,—;}. Therefore,\.5,S; =0, and hence supgD) = 0.

A k-derivation D on ak -algebr& is said to lbecally nilpotentif, for each f €
R, there exists' € Z>q such thatD” § )= 0. We see easily that a triangular derivation
is a locally nilpotent derivation o x]. We note that a locally nilpotent derivatiob
on R defines an actiom: R — R[s] of the one-dimensional additive group scheme
G, = Spec § ] by

(2.1) (=Y S0r()

p=0 "

for each f € R. Since D is locally nilpotento(f) = Z;\,’:"Osl’Dl’(f)/p! for some

Ny > 0. The invariant subringr®« ofR for this action of, is equal R’
(cf. [16]).

The vertices of the Newton polytope of a locally nilpotentidation have the fol-
lowing property.

Lemma 2.5. Assume thatD is a nonzero locally nilpotent derivation im].
Then exactly one component of each vertexN#gw(D) is equal to—1.

Proof. Letd be a vertex of New ) and suppose that it is K6)". We seta
to be an element ofZ(>0)" \ kerAs if A\s(d) = 0, whilea =¢ if A\s(d) # 0. Then, it
follows that As(a + jd) 7 0 for any j € Z>o. By a repeated use of (2.5), we get

! -1
Dl(X“) = Z .. Z (H s, (a + Z@)) @O H)
j=1

S1€supp@)  SEsupp) \ =1

for eachl . Since’ is a vertex of NewD ), we havé, +---+¢§;, =16 if and only if ; =
...= 8, =0 for 81,...,6 € supp@ ). Hence, the coefficient af*® in D!(x%) is equal
to Hlj;é As(a + j&). By the choice ofa , it is not zero. This contradicts that x*)(= 0
for sufficiently largel . Thusy ¢ (Z>0)". It implies that exactly one component 6f
is equal to—1. O

By this lemma, Proposition 2.3 is considered as a genetmlizaof [7, Theo-
rem 3.2] which states that each vertex of Ngw( ) forc k[x]” \ {0} lies on a co-
ordinate hyperplane iD is a nonzero locally nilpotent dation onk K]. Actually, if
the i -th component ob is —1 for somei , then thé -th component of every element
of ker); is zero.

The dimension of sugigD) is one of the measure which shows the “complexity”
of k[x]?. If it is —1, thenk K]” is a semigroup ring of a finitely generated normal
subsemigroup of4>o)". For a locally nilpotent derivation, we have the following
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Proposition 2.6. Assume thatD is a nonzero locally nilpotent derivation on
k[X]. Then supg (D) # supp@ )if and only if supg (D) = 0. If this is the casgthen
we haveD = f(9/0x;) for somel <i <n and f € k[x1, ..., Xi—1, Xi+1, . - . , Xu] \ {O}.

Proof. SinceD # 0, it is clear that sugi{D) # supp@ ) if supp(D) = 0. As-
sume that sugi{D) # supp® ). Then, supgf{ )0} C ker)s for some vertexs of
New(D). By Lemma 2.5, the -th component &fis —1 for somei . Thengs; 7 0
and ks ; =0 for j #i. Since suppl ) {—d} C ker)s, thei-th component of every
element of suppg® ) is-1. Thus,D =f 0/0x;) for some f € k[x] which does not
involve x; . Moreover,\s, (62 — d3) = 0 for any d1, d2, d3 € supp@ ). This implies that
supp (D) = 0. O

We note that, if the dimension of suj(®) is greater than two, thek x]° does
not always have finite SAGBI basis. Actually, there exist¢ derivation D onk X]
with the dimension of supgD) greater than two whose kernel is not finitely gener-
ated. Consider thé -derivation

_um O m O , 0 m O 0
(2.12) D_Xné)_)m+x]8_x5+xn8_m+x]8_m+x88_x8
on k[x] for n > 8, whereny, m2, 13, na € (Z>0)" whose lastn — 3 components
are zero. We seb; = n, —esz3 fori = 1, 2, 3, 4 andds = 0. Then, suppd ) =
{01,...,05} and X5, ((a1, ..., a,)) = aix3 for i = 1,...,5. We may easily verify that
supp(D) = {61, ..., 04}. We setD° = D — xg(0/0xg) and S = (Z>0)" NkerAs,. Then,
by Lemma 2.4, we have

(2.13) kKIP = k[{x | a € SNP° =k[x1, ..., x7. %0, ... xa]>".

Furthermore, [13, Theorem 1.4] says that there exist a lagmber of four-tuples
(m1, m2, m3, na) of vectors such that the right hand side of (2.13) is not dlgitgen-
erated.

3. A triangular derivation with two-dimensional support

Maubach [15] and Khoury [9] studied in respective papers kbmels of some
triangular derivations ork x]. They showed the finite generation of them by giving
generating sets explicitly. In this section, we consider kernelk k]° of a triangular
derivation D onk k] with the dimension of supgi{D) at most two. We will determine
a universal SAGBI basis for it explicitly. This implies thesults of both Maubach and
Khoury as special cases.

Let D be a nonzero triangular derivation @nx].[We set N, to be the number
of indicesi € {1,...,n} such thatD £; )# 0. Since a triangular derivation is locally
nilpotent, supp(D) 7 supp ) impliesNp = 1 by Proposition 2.6. In this cage; |
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j # i} is a universal SAGBI basis fok x[” for somei . In case oV, = 2, we
will determine a universal SAGBI basis fdr x]’ with n — 1 elements explicitly in
Corollary 3.5 below, as a consequence of a fact on the kerinal locally nilpotent
derivation. Our main result of this section is for the casesrehvp > 3.

Lemma 3.1. Assume that: > 3, and D is a nonzero triangular derivation on
k[x]. If the dimension oBupp )is at most twp then Np is at most three. IN, is
threg then by a change of indices of the variablese may writeD as

+ /flxélxul_l

— 1]
D = kX
8xn_2 n=2 8-xn—l

(3.1) 0

v
9 up—1 v (y01—90 U1
+X Xn—2 xn—lE :Kz-j(x Xn—2Xn—1 Ox ’
n
j=0

where dg, 01, 62 € (Z>0)" whose last three components are zeyg, up, v € Z with
ui, up > landv >0, and ko, K1, k2 j € k for j=1,...,v with ko, K1, k20 7 0.

Proof. First, we claim that we may change indices of the em so that
D(x;)) =0fori <n—NpandD(;)# 0 fori > n— Np. We use induction on
the number of indices € {1,...,n} such thati < j and D ;) # 0, wherej is
the maximal index withD X; ) = 0. Let be the maximal index suchtthac j and
D(x;) # 0. Then,D remains triangular if we exchange aghd . Hence, bydiion
assumption, we may change indices as claimed.

Suppose thalvp is greater than three. Then, we may assum®that;) £ 0 for
0<i < 3. Takeq; € suppf, %, D(x,—;)) for eachi . SinceD is triangular, we have

a; —as ...=10 0
ag—az | =1....... -1 0
ap — a3/  \eeeieviieinn -1

Hence,a; — as, a1 — az andag — az are linearly independent ov&. This contradicts
that the dimension of supp( ) is at most two. Thig; is at masteth

Assume thatV, is three. Then, we may assume ihat, ;J #0 for 0< i < 2.
We show thatD is written as in (3.1). Take any € suppf, *, D(x,_;)) for eachi .
Then, it suffices to show that supg(, D(x,_:)) = {a;} for i =1, 2, and thatiy—aj €
Z(a1 — ap) for everyal € suppf, 1D(x,)). First, suppose that there exists # a) €
suppf, %, D(x,—2)). Then, sinceD is triangular, we have

ab — ay ... 0 O
ai—ay|=|----10
apg—az/  \.e.eeon. -1

Hence,a} — az, a1 — a2 andag — ay are linearly independent. This contradicts that the
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dimension of suppp ) is at most two. Hence, sugng(xn,z)) ={az}. In a similar
way, we see that supp(; D(x,-1)) = {a1}. Sincea; — a; and ag — a, are linearly
independent, sup@( ) is contained in tRevector subspace dR” generated by them.
Hence, each € suppf, 1D(x,)) satisfiesag — ay = a(ar — az) + B(ao — az) for some
«, B € R. Note that then -th components af — af anda; — a, are both zero, while
that of ap — a2 is —1. Hence,5 = 0. Since the { — 1)-st component ofi; — ap is —1,
that of ag—a( is equal to—«a. Thus,« is an integer. This completes the proof. [

Let k[x][y] = A[X][yo, Y1, - - -, ym] @nd k [x, x [yl = k[x, x *1[yo, y1, - - -, y] de-
note the polynomial rings inn  + 1 variables ovérx] [and k [x, x ], respectively.
We express monomials ik x[x][y] as x?y? for (a,b) € Z" x Z"*'. For each
f € k[x,x71[y] \ {0}, we sete(f) to be the unique element & such that
(@ x* f e k[X][yl-

(b) x¢f € k[x][y] implies thata — e(f) € (Z>0)" for everya € Z".
Then, definep(f) = x f.

In the situation of Lemma 3.1, we replage hy +3 andi, x,+2, x.+3 bY Yo,

y1, y2, respectively. Then, thé -derivation (3.1) is describedhask -derivation

9 1 9 5 1y 51—5 T
(3.2) D =X —— + kX’ y§t +X%2yp27 Ty Y ko (X ypty )J
dyo 3)’1 0 ; 7

on k[x][y] for m = 2, wheredg, 01, 62 € (Z>0)", u1, uz, v € Z with u1, up > 1 and
v > 0, andkog, K1, k2 j € k for j =1,..., v with ko, k1, k20 # 0. We note thatD
extends uniquely to a locally nilpotent derivation brx, X~ 1][y].

We sete; ; =8; — §; for i, j. Then, define two elements &fx,[x—*][y] by

1 XEl'Oyul
Kot 1

(3.3) F=y —

and

v 14
(3-4) G=y— Z (Z qﬁ(p, q)) Xl’fl.0+62.oy([)7!41+uzy;71;7

p=0 q=0

where

_ (m)’ ey v-g-r+l
(3.5) o(p,q) = 0 q+1 q+l) H (g +r)us+uz

for p, g. Then, it follows thatD £) = D(G) = 0. It is easily checked thab F{) = 0.
We verify the equalityD G) =0 only.
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We set

—g-1

(k)P ko (v —p+1) T v—g—r+1 s purtl b

P(p, = > — 1 ° = | yperotoz,purtuz v—p
(p CI) < Kgfq(v —q +1) H yO y]_

for p, ¢. Then, it follows thatD () = 37, P(p, p),
D(¢(p. q)xPerotzoybiitizyi =Py = P(p. q) — P(p+1,q)

for0<g<p<wv,andP @ +1¢q)=0 for < ¢ <v. Hence, we have

v v p
D(G)=> P(p.p)— > > (P(p.a)— P(p+1,4q))

p=0 p=0 ¢=0

=y <P(q, q)— > (P(p.q) = P(p+1, q)))
q=0 P=q

= Plv+1lg)=0
q=0

We seté =3, o &(v, q), uj =u;/gcdlus, up) for i =1, 2 and
(3.6) n=ujero—uber0 and  w =ujv+ub.

If £ #0, then set

w

1 A
(Kouz)w&"

(37) ]:[ = XUF‘W _ (—l)U)+“:ll

We defineF =p(F) and G =p(G). If ¢ #0, then defineH =(H), else setH = 0.
In the notation above, we have the following.

Theorem 3.2. Assume thatn = 2, and D is ak -derivation onk[x][y] as
in (3.2). Then {x1,...,x,, F, G, H} is a universal SAGBI basis fof{x][y]”. In par-
ticular, k[x][y]” is generated by at most+ 3 elements ovek .

Before proving Theorem 3.2, we recall a fact on the kernel ¢dcally nilpotent
derivation. LetR be a& -algebra, and  a locally nilpotent dstion on R . An ele-
ments € R is said to be aslice of D if D(s) =1. Assume thatD has a slice . Then,
for each f € R, we define

(3.8) w()=3 D)

p=0
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Since D is locally nilpotent\; ) is inR . By definition, it follosvthat ¥, ) = 0
and ¥, (f) = f for anyf € RP. The following fact is well-known (see [5, Corol-
lary 1.3.23] for instance).

Lemma 3.3. The mapR > f — W,(f) € R is a homomorphism of -algebras.
Its image ¥, (R) is equal toR? . In particulay if S generatesR ovek, then {W(f) |
f € S} generatesR? ovek .

The following is a consequence of Lemma 3.3.

Corollary 3.4. Assume thatD is a locally nilpotent derivation drix] with
D(x1) € k\ {0}. We sets = x1/D(x1). Then {¥,(xz), ..., ¥(x,)} is a SAGBI ba-
sis for k[x]” with respect to< € Q satisfyingx; = in<(¥,(x;)) for i =2,...,n.

Remark. Assume thatD is triangular and x;) # 0. Then,D §;) is in k \ {0}.
Moreover, the lexicographic order on k[x] with x; < --- < x, satisfies thaty, =
in<(Ys(x;)) for i =2, ..., n, wheres =x1/D(x1).

Proof. By Lemma 3.3,{W(x2),...,¥,(x,)} generatesk ¥]° over k, since
W, (x1) = 0. So, it suffices to show that itk[x]°) = k[x2, . . ., x,].
First, we prove that

(3.9) trans deg in(A) < trans deg A

for any k -subalgebrad  of x|. Take f1, ..., f, € A so that their initial terms form a
transcendence basis of<(A) over k. Suppose that there exists a nontrivial algebraic
relation

(3.10) Z Qiy, ..., {1 e fr=0 (i, €K).

(i1, .ir)E(Z >0)

Choose 4, . . ., iy) € (Z>0)" with a;, ;, # 0 such thaw<(f{*--- f) is the maximum
among Uj(f][_':/l"'fri:) for (i1,...,i}) € (Z>0)" with «y; _;» # 0. Then, there exists
(i1, v i) 7 (s - -» Jr) € (Zs0)" such thato<(fit--- fir) = v<(f* - 7). Actually,
if such (j1, ..., j,) did not exist, then the initial term of the left hand side 8f10)
would be o, ., inj(fl"l---f,"") # 0. This is a contradiction. However, the existence
of such (, ..., j,) implies the algebraic dependence ok(tf1), ..., in<(f,) overk.
This contradicts the choice ofy, ..., f,. Thus, we get (3.9).

Since D # 0 andk is of characteristic zero, the transcendence dedrépx]d is
less tham (cf. [14, Chapter X, Proposition 7]). Hence, tHailng(k[x]D) is less than
n by (3.9). On the other hand, gqu[x]D) D k[xz, ..., x,] by the choice of<. Hence,
no element in in(k[x]") involves x;. Therefore, in(k[x]”) = k[x2, . .., x,]. O
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Assume thatD is a triangular derivation dnx] [with Np = 2. Then, D &, ),
D(x,) 7 0 for some 1< p < g < nandD ;) = 0 for anyi # p, g. We set
s = x,/D(x,). Then, D extends uniquely to a locally nilpotent derivation k [x][s].
Write W, (x,) =h/h’, whereh ,h’" € k[x] with gcd(h, h’) = 1.

Corollary 3.5. Assume thatD is a triangular derivation otjx]. If there exist
1< p < g <n such thatD(x,), D(x,) 7 0 and D(x;) =0 for any i # p, g, then

(311) {x17 s Xp—1, Xp+l,y - - e Xg—1, Xg+1, - - -5 Xpry h}

is a universal SAGBI basis fat[x]”.

Proof. We setk X1 = k[{x; | i # p,q}]. Then, kK]” D k[x']. Since ¥, ¢, ) =
W, (s) =0, we have

K[X]P = k[XI[s] ® N k[X] = W(kIXI[s]) NA[X] = &[X'] [R/R'] N k[X]

by Lemma 3.3. Note that’ is in k[x1, ..., x,_1]. Actually, D(x,) is ink[x1, ..., x,_1]
andh/h’ is an irreducible fraction irk X|[x,/D(x,)]. Since D ¢/h’') = 0, this implies
that 2 is ink k]°. We show thatk %]” = k[x'][A]. Clearly, k[x]° D k[x'][A]. Suppose
that there exists € k[x]”\k[x'][4]. Then, we may writef =fo(h/h') + fi(h/h') ~1+
.-+ f,, where f; € k[X'][h] for eachi. Assume that is the minimum among such ex-
pressions. Thery; is positive. Moreovéf, does not dividefy. Actually, if 4’ divides
fo, then foh /' + f1 is in k[X'][h]. Since f = (foh/h'+ f1)(h/h') ~1+-- -+ f,, this con-
tradicts the minimality ofr . Thusf’ = foh” + fih" ~*h' +--- + f,(h')" is not divisible
by h’. This contradicts thayf ¥'/(h’)" is in k[x]. Therefore,k k] = k[x'][A].

Now, we show that in(k[x]") = k[x'][in<(h)] for any < € Q. It suffices to verify
that in<(k[x]?)  k[X'][in <(k)]. Assume thatf is ik §]°. Then, f =foh" + fih" 1+
---+ f, for somer andf; € k[x] for eachj. We set; to be the -th component
of v<(h) for i = p, ¢q. Then, eithera, owm, is not zero, since each monomiak of
involvesx, orx, . Fori =p 4 andj withf; #0, thei -th component of<(f;h" /)
is (r — j)a;. Hence,v<(f;h"™) # v<(f;h"~7) for anyi # j with f;, f; # 0. This
implies that inc(f) = in<(f;h"~") for somei . Since in(f;h" ) is in k[X'][in<()],
we have in(f) € k[X]lin<()]. Thus, in(k[x]”) C k[x'][in <(R)]. O

We will show Theorem 3.2 as a consequence of Theorem 3.6 béleiw be a
submodule ofZ" x Z"™* of rank two which is not contained in

(3.12) L ={(a, (bo, b1, ..., by)) € Z" x 2™ | by = 0}.

Let W: k[X][y1, .-, ym] — k[X,x"][y] be any homomorphism of x]-algebras satis-
fying

(38.13) W)y €klx.x "lylyo and suppf W(v)C M (i=1....m).
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Let @: k[x, x"Y[y] — k[x,x"1][y] be the homomorphism which substitutes zero for
vo- We consider th& -subalgebra

(3.14) A =V kKly1 -, yml) NAIXILY]

of k[X][y]. Put F; = p(¥(y,)) for i = 1,...,m. Taken = (7, 7") € Z" x Z"** such
that M N L = Z75. Setn] to be the vector obtained from” by replacing the neg-
ative components by zero ang = 77 — i’ Define H(B) = x7 W(y™') — BW(y™)
and H (3) = p(H(3)) for each3 € k. Then, there exist a finite number of elements
1o, 41, - - - it € k \ {0} such that

() New(H () # New(H () if i # J:

(i) New(H(Mo)) contains supp(’’ \l/(y"1 )) and suppy 3(’72 ).

(ili) New( () = New(f (o)) for all 3 € k\ {0, pua, ..., 1. }.
In the notation above, we have the following.

Theorem 3.6. The set{xi,...,x,, F1,..., Fy, H(11), ..., H(u,)} is a universal
SAGBI basis forA .

Proof. Note that¥ ¢ ( )) =f forf € W(k[X|[y1,...,ym]). We setl’ =
(2" x 2™ /M, and define a' -grading x[x~[y] = D, er kIx, x [yl similarly
to that explained before Lemma 2.4. We show that & - A,, where A, =
ANk[X, x—l][y]V for v € T'. Clearly, A contain@wer A,. To show the reverse inclu-
sion, take anyf € A. Then, it is written asf =__ f,, where f, € k[X, x—l][y]7
for each~. Since the supports of, and f,, do not intersect ify # ~/, we have
f~y € k[X][y] for each~. Moreover, it follows thatf, = ¥(®(f,)) for each, since
F=9(@(f) = X er W(O(f)) and ¥ @ (f,)) € k[x, x [yl,. Hence, £, is in A,
for eachy, and sof is inP, . A,. Therefore, A <P A,

Now, take any=< € Q, and defineS to be the subsem|group26‘f>< Z"*! gener-
ated by Z>o0)" x {0}, v<(F;) for i = 1,...,m and v<(H(w;)) for i = 1,...,r. To
complete the proof, it suffices to show that(f) is in S for any I' -homogeneous
elementf € A\ {O}. First, we show thawv<(H(y)) is in S for any u € k \ {O}.
It is true if u = p; for somei ={1,...,r}. For u € l?\ {0, pa, -+, pr } WeE
have Newfd (1)) = New(H (uo)) by (iii). Hence, U<(H(,LL)) = v<(H(no)). So, we
will verify that v<(H(M0)) is in S. By (i), we get U<(H(,LLO)) = v<(h;) for some
j € {12}, wherehy = x7W(y") and h, = W(y™). Since H f10) = x&H®¥o) fT(110)
and; =x"%")p(h;), we have

v<(H (o)) = (e(f (0)) — &(h;), 0) + v<(p(h))-

The condition (ii) also implies thae(l:l(ﬁj)) — e(h;) is in (Z>0)". Since p(h;) is a
product of powers offy, ..., F,, we havev<(p(h;)) € S. Thus, v<(H (u0)) is in S.
Now, let f be aI’ -homogeneous element of\ {0}. Then, there exist € Z",
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by, ....,by, 1 €Z>pando; €k for i =0,...,[ with g, a; 7 O such that

!
(3.15) O (F) =Xy Y oy (xTy Ry TR
i=0

by the following reason. Sincg B -homogeneous, every € supp® (f )) satisfy
c—d € Zi. Hence,® ) =xey?’ S ci(xTy™'~"')i for somea € Z", b’ € 2", I €

Zspanda; € kfori=0,...,1 with g, oy # 0. Since® § ) is ink X][y1, ..., yul, the

first component ob’ is zero andy’, b'+[(1} — 1) are in €>o)™**. This last condition
implies b’ — 117} € (Z>o0)™*'. Setb; € Z>¢ such thaty’ — I} = (bo, b1, . .., by). Then,
we get (3.15). Let31, ..., 4, € k be the solutions of the equation_,c; X' = 0 in

X. Sinceag, oy #0, we haves; # 0 for anyi . Then, we may write (3.15) as

1
D(f) = aox'ypt - oy [T yE T — )
i=1

[
=Xyt b T[Ty — By™).
i=1
Since f =W ( (f)), it follows that

l
f= aoxa\.p(yl)hl co. \p(ym)bm H(X’T\D(y’ﬂ') _ ﬁ;\lf(yﬁé,))

i=1

m 1
= aox” (H F}’f) (H H(@-)) :
Jj=1 i=1

wherea’ = a — Y b;e(¥(y;)) — Xi-, &(H(8;)). Hence, we have

m 1
v<(f) =@, 00+ bju<(F))+ > v<(H(5)).

j=1 i=1

Clearly, 2?:1 bjv<(F;) is in S. As we showed in the preceding paragrapl(H(5;))
is in S for eachi . We show that{, 0) is in S. Suppose the contrary, that is, the -th
component ofa’ is negative for somg . Then[[(_, F;’f')(]_[ﬁ:1 H(3;)) is divisible by
xj, since f is ink K][y]. However,x; does not divide(g) for any g € k[x, x!][y] \
{0} by definition. This is a contradiction. Hencey’(0) is in S. Thereforey<(f) is

in S. This completes the proof. [l

To prove Theorem 3.2, we need the following two lemmas. Asstinat D is a
k-derivation onk K][y] as in (3.2). Then,s =yo/(kox%) is a slice of D . We set
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to be the submodule dI" x Z® generated by(ex,0, (u1, —1, 0)) and (ez0, (uz, v, —1)).
Then,M N L =2Z(n, (0, w, —u})).

Lemma 3.7. () K[XI[y]” = W,(k[X][y1, y2) N k[X][Y]-
(i) The mapk[X][y1, y2] > f — ¥,(f) € k[X][y][s] ? is an isomorphism. Its inverse is
KIXIYILS 2 2 f = @(f) € kIX][y1, yal.
(i) Wy(y1) = F and W,(y2) = G.
(iv) Wy(y:) — yi € k[x, x""[ylyo and supp@; *W,(y:)) C M for i =1, 2

Proof. (i) By Lemma 3.3, we get X[[y][s]? = WA X][YI[s]). Since ¥ (yo) =
W,(s) =0, it is equal tow k X][y1, y2]). Therefore,

kIXILy1” = KIXYIs) ® N AIXILY] = Wo(kIXILyz. v2]) O AIXITY].

(i) For f € k[X][y1, y2], we have W, ) = f — sZ;‘;l(—s)l’—lDP(f)/p!. Hence,
O(W,(f)) = . Moreover, ¥,  K[yo. y2]) = K[X][y][s] ” by Lemma 3.3.

(iii) Note that ', G are in k K][y][s]°. Since ®(F) = y; and ® G) = y,, we have
W, (y1) = F and ¥, (12) = G by (ii).

(iv) Since F — y1, G — y2 € k[x,x 1[ylyo and suppf; *F), suppf, *G) ¢ M, the
assertion follows from (iii). ]

We sety] = w and 7 = uj. Then, definef () = x"W(y1)™ — B¥,(y2)" and
H(0B) = p(H(0)) for eachg € k \ {0}. If £ #0, then put

w
K1

(KJOM 1)11)5141 ’

and setu to be any element ok \ {0, u1}. If £ =0, then setup to be any element
of k\ {0}

(316) ‘LLl = (_1)11)+L¢1

Lemma 3.8. Assume that # 0. Then we have
(i) New(H (10)) # New(H (111)). B B
(if) New(H (uo)) containssupp&”W(y1)™) and supp@ ()").
(iii) New(H (3)) = New(H (110)) for all 8 € k \ {0, u1}.
Assume that = 0. Then we have
(iv) New(H (110)) containssupp&” ¥ (y1)™) and supp §2)%).
(v) New(H(3)) = New(H (110)) for all 8 € k \ {0}.

Proof. Note thatx"W,(y1)™ = x7F” and W, () = G+ by Lemma 3.7 (ii).
Assume thaté # 0. Then, the sets of the vertices of Ne¥,(y1)™) and

New(W, (y2)) are {a1, a2} and {b1, bo, b3}, respectively. Here, we set

a = (nv (Ov w, 0)) by = (Ov (07 0 I/lg_))
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az = (n + wey,o, (urw, 0, 0)) bz = (ui(e2.0+ ve o), (ui(u1v +uz), 0, 0))

b3 = (uiez,0, (uhuz, uiv, 0)).
Note thata, = by, since
n+wero = (€20 — user0) + (v +up)ero = ui(e2,0 + ver o)

and ugw = u)(urv + uz). We show thatas, az, by and bz are in New@(3)) for any
B € k\ {0, u1}, anday is not in New(d(u1)). The assertions (i), (ii) and (iii) fol-
low from this. Take anys € k \ {0, u1}. Then, a1, b1 are in NewfH(B)), since
a1 ¢ supp@; 2)) and by ¢ supp&’W,(y1)™). The coefficients ofx**<toyit” in
XMW, (y))n and W, (o) are (—r1/(kou1))” and (-€)“1, respectively. Henceg; is
in supp@(3)) if and only if 3’ = puy for B/ € k. So, ap is in New(H(3)). Since
b3 = (1 — ub/w)ay + (uh/w)az, we getbs € New(H()). Therefore,a, az, by and b3
are in New@(3)) for any 8 € k \ {0, 1} If v > 0, thenas, by and bz are not equal
to ap, while b3 = a, if v = 0. In each case, the first componentw of the second
factor of ap is greater than the first component of the second factor of edagnent
of {a1, b1, b3} \ {az}. Hence,u,w is greater than that of any element hyt of the
convex hull of {a1, az, b1, b3} in R". Since suppf{(m)) is contained in this convex
set anda, ¢ supp@(u1)), we conclude thats, is not in New(H(u1)). Therefore, the
lemma is true wherg # 0.

Assume that = 0. Then, the coefficient at7** <oy in W (y,)™ is zero, while
that in X”\Ils(yl)ﬂ/ is not zero. Hencey, is in supp@(3)) for any 8 € k. In a similar
way as above, we see that, b1 and b3 are also in Newf(3)). This implies (iv)
and (v). We have thus proved the lemma. O

Let us complete the proof of Theorem 3.2. Assume that 0. Then, by Theo-
rem 3.6, Lemma 3.7 (i), (iv) and Lemma 3.8, the set

(3.17) {xa, o x, p(Ws (1)), p(Ws(2)), H(1a) }

is a universal SAGBI basis fok x][y]”. Since ¥, (1) = F and ¥, () = G by
Lemma 3.7 (iii), we havep(¥,(y1)) = F and p(¥,(y2)) = G. Moreover,H f{i1) = H by

definition. Thus, the theorem is true §f# 0. Similarly, we see thafxi, ..., x,, F, G}
is a universal SAGBI basis fat x[y]” if ¢ =0. Therefore, the proof of Theorem 3.2
is completed.

Now, Theorem 1.2 is a consequence of the results above. Icttize theorem
follows from what we mentioned before Lemma 3.1, Corollary @nd Theorem 3.2.
In each case, we described the universal SAGBI basis ethplici

In [15], Maubach studied the kernel of a triangular dervatD onk k] for n=4
such thatD £; ) is a monomial multiplied by an elementiof for eachkle showed
that k [x]” is generated by at most four elements by giving them explicAs a con-
sequence of our result, we know further a SAGBI basiskfod” [
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Corollary 3.9. Assume thak = 4. Let D be a triangular derivation o®[x] such
that D(x;) = k;x;x% for somex; € k and d; € Z* for eachi . Ifx; = O for somei,
then k[x]? has a universal SAGBI basis with at most four elements; I 0 for all
i, then {W,(x2), W,(x3), ¥;(x4)} is @ SAGBI basis fox € Q with d; < dy for i =2, 3,
4, wheres = x1/D(x1). In particular, it is a SAGBI basis for the lexicographic order
on k[x] with x; < -+ < xa.

Proof. The former part follows from Theorem 1.2. Assume thdk;) # O for
any i . Then, the condition that; < 4; for i = 2, 3, 4 implies thaty; = ia(¥,(x;))
for i = 2, 3, 4. Actually, supp( *¥(x;)) is contained inz;q’:1 R>o(d; — d1) for each
i. Hence,{W,(x2), W,(x3), ¥,(x4)} is a SAGBI basis for< by Corollary 3.4. SinceD
is triangular, the lexicographic order as above satisfies$ th = in<(W,(x;)) for each
i, as we noted after Corollary 3.4. O

Assume thatn =2, and consider the -derivationkor][\]] of the form

(3.18) D :X(soi +X(sli '|'X(szi (00, 01, 02 € (Z>0)").

dyo oy dy2 -
For eachi ,j , we define}; to be the vector obtained from, ; = §; — d, by replacing
the negative components by zero, and &g} Xmy, — xfzfyj. Khoury [9, Corol-
lary 2.2] showed thatk [y]” is generated byLio, Lo and Ly over k[x]. As a
consequence of Theorem 3.2, we have further the following.

Corollary 3.10. Assume thatm = 2 and D is ak -derivation onk[x][y] as
in (3.18). Then {x1,...,x,, L1, L2o L2 1 is a universal SAGBI basis faf[x][y]”.

Proof. Note that (3.18) is a special case of (3.2) whages k1 = k20=1, u1 =
up =1, andv =0. In this case = y; —X0yy, G = y2 — X%y, andn = d2 — 1 = €2.1.
Sinceey 1+ €10 = €20, We have

H = X21(yg — X0y0) — (y2 — X20y0) = X21y; — y,.

Fori, j, it follows thatp(y; —x“iy;) = xeffy,- —xezfyj. Therefore, the assertion follows
from Theorem 3.2. ]

4. The number of initial algebras

In this section, we prove Theorem 1.3.

First, assume that the dimension of stfip) is two. Letvy, ..., v, be the ver-
tices of the convex hull of sugpD) in R”, and H =Mp- ®zR, where D° = Dsypp (p).
For eachi , we seh,, = \;, L; = HN(ker);) ®z R andl; =dink L;. By the definition
of supp (D), there exists) € supp (D) such thatd — v; & ker);. Hence,l; is at most
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one. So, there exists; € R" such thatL; =Rw;. For eachi and X j < [;, we
define ©; ; to be the set ok € @ such thatd < v; for any § € supg@(D), 0 < n;
if j =0, andn; < O otherwise. Then2 [, ]_[5‘2:1 Q; ;. Recall thel" -grading on
k[x]? defined in the proof of Theorem 1.1. We will show that,(f) = v<,(f) for
any I -homogeneous elemeyite k[x]” \ {0} and =<1, <> € Q; ; for i, j. This implies
that ins, (k[x]”) = in<,(k[x]”) for any <1, <, € @;; for i, j, so the number of the
initial algebras ofk X]° is at most .

By Lemma 2.4 and the definition df -grading, isl'g.-homogeneous element
of k[x]DO. Hence, supp( ) is contained iw<,(f)} + H for e = 1, 2. We setS =
supp(f )N kerA;. Then,v<,(f) is in S by Proposition 2.3. Moreover,

(4.1) S C (o= ()} +H)Nkerd € fu< (A} +Li  (e=12)

If ; =0, thenS ={v<,(f)} for eache by (4.1). Hencey<,(f) = v<,(f). Assume
thatl; = 1. If j =0, thenS is contained ifv<,(f)} + R>o(—n;) for eache by (4.1),
since 0<, n;. This implies thatv<,(f) = v<,(f). Similarly, we get this equality when
j = 1. Therefore, the theorem is true if the dimension of S¢pp is two.

Now, assume that the dimension of s@f) is one. Then, there exists € R" \
{0} such thatH =Ry. Let Qo and Q1 be the sets o< € Q such that 0< 7 and
n < 0, respectively. Then2 €U Q5. So, it suffices to show that<,(f) = v<,(f)
for any I'-homogeneous elemerit € k[x]” \ {0} and <1, <, € @; for i = 0, 1.
Similarly to the preceding case, this equality follows frampp(f ) C {v<,(f)} + H
for e =1, 2. We have thus proved Theorem 1.3.

Note that, if the dimension of supfD) is —1, thenk K]” = in<(k[x]”) for any
=< € Q, sincek K]” is generated by monomials. Thus, together with Theorem we3
get an upper bound for the number of the initial algebrag &f” [in the case where
the dimension of supgD) is at most two.

For anyk -subalgebrat  of x], the cardinality of{in<(A4) | < € Qo} is finite if
in<(A) is finitely generated for eack € Qo by [11, Lemma 1.7 and Proposition 1.8].
Hence, we can also deduce from Theorem 1.1 that, if the dimers supp (D) is at
most two, therk §]” has only finitely many initial algebras faRo.

5. A finitely generated Gs-invariant ring without finite universal SAGBI
bases

We showed in [11, Theorem 2.2] that the invariant subring gfodynomial ring
for certain action of a finite group does not have finitely gated initial algebras for
any < € Q. However, it seems unknown whether there exists an invagahring of
a polynomial ring for an action of a connected affine algebgabup which is finitely
generated but has infinitely generated initial algebraghis section, we give an exam-
ple of a locally nilpotent derivation on a polynomial ring iwh has a finitely gener-
ated kernel with both finitely generated and infinitely gexed initial algebras. Since
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the kernel of a locally nilpotent derivation is equal taGg variant subring, this im-
plies that a finitely generated invariant subring of a polyie ring for an action of a
connected affine algebraic group can have infinitely geadratitial algebras.

Let D be a locally nilpotent derivation ok x]J, and s an indeterminate ov&rx][
We define ak -derivatiorD on k[X][s] by D(x,) = D(x,) fori =1...,n and D(s) =
—1. Then,D is locally nilpotent, and-s is a slice of D. Hence k {(][s]D is generated

by

(5.1) o () = Z D”(x,) (i=1...,n)

p= O

over k by Lemma 3.3. Lek; be an elimination order ok X][s] with respect tos ,
i.e., a monomial order o X][s] such that irz,(f) € k[x] implies f € k[x] for each
f € k[X][s], and <> a monomial order ork X[s] such that ins,(¥_,(x;)) = x; for i =
1,...,n. An example of=<; is the lexicographic order ok X]J[s] with x3 <; --- <1
x, <1 s. If the locally nilpotent derivationD is triangular, thenettlexicographic order
on k[X][s] with s <2 x1 <2 --- <2 x, satisfies in,(V_,(x;)) =x; fori =1,...,n, as
mentioned after Corollary 3.4.

Theorem 5.1. Assume thatD is a locally nilpotent derivation difix] whose
kernel k[x]? is not finitely generated over . Theim, (k[x][s] ©) is not finitely gen-
erated while in<, (k[X][s] ©) = k[X].

To show Theorem 5.1, we use Vasconcelos’ method [25, Sedtiéh of com-
puting a generating set for @, -invariant subring of a polyi@mng using SAGBI
bases as follows (see also [23]). Let k[x] — k[X][s] be the G, -action onk X] de-
fined by the locally nilpotent derivatio®® . We sat k=o(k1),...,o(x,)]. Then, we
havek K]” = k[x]% = A Nk[x]. Assume thatS’ is a SAGBI basis forA with respect
to <1. We setS = {f € &' | in<,(f) € k[x]}. Then, since=<; is an elimination order,
S is a SAGBI basis fork §]” with respect to=;. In particular,S is a generating set
for k[x]”.

Now, we prove Theorem 5.1. First, we show thak.ifk[x][s] 13) is not finitely
generated. Since(x;) = ®_(x;) for eachi , we haveA = X|[s]”. Suppose that
in<, (k[X][s] ?) is finitely generated. Thend has a finite SAGBI basls for <.
Hence, the cardinality of the s&& of f € &’ such that i, (f) € k[x] is finite.
This contradicts thak x|? is not finitely generated, sincé generates AP over k.
Thus, in<, (k[X][s] D) is not finitely generated. The equallty<gg(k[x][s]D) = k[x] fol-
lows from Corollary 3.4. Therefore, Theorem 5.1 is proved.

Various triangular derivations with infinitely generate@rikels have been con-
structed as counterexamples to the fourteenth problem tfeHi(cf. [1], [6], [10],
[13]). Hence, there actually exists a finitely generat@d vaiiiant subring of a poly-
nomial ring which does not have finite universal SAGBI bagisTineorem 5.1.
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6. Construction of the kernel of a derivation

If Dis a nonzero locally nilpotent derivation anx][ then its kernel is expressed
as

(6.1) kX]P = k[ Wy(x1), ..., W,(x,)] Nk[X]

for somes € k(x). Actually, for g € k[x]\k[x]”, there existd > 1 such thatD' ¢ ¥ 0
and D'*(g) = 0. SinceD §{ ) = 1 fors =D'~1(g)/D'(g), we get (6.1) by Lemma 3.3.
However, if D is not locally nilpotent, then it is generallyrdato describe its kernel.
In this section, we investigate a method for doing this cetaty.

Throughout this section, let be a field of an arbitrary chemastic, and=< an
element of¢2 . Consider the produEf,.,. kx* of one-dimensionak -vector spacks
for a € Z". It containsk k, x~1] naturally. We define the support of each element of
[I.cz kx¢ as in (1.1), which can be an infinite set. Lef(x, <)) denote the set of
f € Il.ezr kx* such that supp( ) is reverse well-ordered, i.e., every sutifssupp(f )
has the maximum for<. For eachf € k{(x, <)), we definev<(f) and inz(f) as
in the case wherg’ is a polynomial. We claim that the -vectacsp((x, <)) is a
field with multiplication defined by

oo () (o) () e

acZ" bezZ" ceZ" \a+b=c

Before proving this, we notice some properties of reverst-aevdered sets.

Lemma 6.1. (i) A subset ofZ" is reverse well-ordered if and only if it does not
contain any infinite ascending chain.
(i) A subset of a reverse well-ordered set is reverse well-edieThe union of two
reverse well-ordered sets is reverse well-ordered.
(i) If 81, S, c Z" are reverse well-orderedhen S;+S, is reverse well-ordered. More-
over, the number ofla1, az) € S1 x Sz such thata; +a; = b is finite for eachb € Z".
(iv) Assume thatS is a reverse well-ordered subseZ’bfsuch thata < O for every
a € §. Then |J5,iS is reverse well-ordered. Moreovethe number ofi € Z( such
that a € iS is finite for eacha € Z".

Proof. (i) and (ii) are clear. We show (iii) and (iv).

Suppose thas; + S» is not reverse well-ordered. Then, there exists an infinite a
cending chain#; ;) C S1 + S» such thaty; =ay; + ax; with a;; € S; for eachi ,j .
Note thata;; < a;+1 for somej € {1, 2} for eachi . Hence,af ;); or (az;); contains
an infinite ascending chain. This contradicts tiSatand S, are reverse well-ordered.
Thus, $1 + S, is reverse well-ordered.

Suppose that there exi$t € Z" and an infinite number ofaf, az) € S1 x S2
such thata; + a, = b. Then, we may find an infinite descending chain;§; C S;
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such thatay ; +ay; = b for someay; € S, for eachi , sinceS; is reverse well-ordered.
However, @2,;); is an infinite ascending chain &b. This contradicts thas, is reverse
well-ordered. Therefore, (iii) is proved.

By [21, Theorem 2.5], there existd r <n andwy, ...,w, € R" such thata < b
if and only if w; - a < w; - b for the lastj withw; -a 7 w; - b for everya ,b € Z".
Suppose thatJ;5,iS is not reverse well-ordered. Then, there exist an integers1<
r and an infinite ascending chain; (%) C Z" with a; = Zlle a; j for somel; € N and
a;,j € S such thatw, - a; ; =0 for anys <t <r and 1< j <[; for eachi . Actually,

r satisfies this property for any infinite ascending chain §f,iS. Take suchs and
(a;); so thats is the minimum among those. Singg < 0 andw; - a; ; = 0 for every

s <t <r, we havew,-q;; <0 foranyi,j. So, for each , we assume thatg; ; <0
for 1 < j <m; andwy -a;; =0 form; < j <1[; for somem; . Sincay; < a;+1 and
wr - a; = wy - a;+1 for everys <t <r, we havews - a; < wy - a;+1 for eachi . On the
other handw; -a; < —m;n for eachi , where; = min({|w; -a| | a € 2"} \ {0}). Hence,
there existsn € N such thatm; < m for eachi . Puta] = Zj’;’l_la,-_j for eachi . Then,
(@) € U~yiS. By (i) and (iii), Ui~,iS is reverse well-ordered. Hencey)); does
not contain any infinite ascending chain. This implies thistexce of a subsequence
(bi); of (af); with b1 < b; for everyi. By replacingd; ;) with its subsequence, we
may assume that/,, < a/ for everyi. Puta] = a; — a] for eachi . Then,d’); is an
infinite ascending chain of". Moreover,a/’ = Z’szmi a;,j With w; - a; ; = 0 for every
s—1< 1t <randi,;. This contradicts the minimality of . Therefotg=,iS is
reverse well-ordered.

Suppose that there exist € Z" and (; J5, € N with [; < [;4+1 such thata =
Z’Jf:la,-_j for someaq; ; € S for eachi . We claim tha{a; ; | i, j} is an infinite set.
Suppose the contrary. Then, there existss R" such thatw - a; ; < 0 for anyi, j,
sincea; ; < 0. Then,w -a < [;n’ for eachi , wherey = max{w - a; ; | i, j} < 0. This
is a contradiction, sincérn’ < w -a for sufficiently largei . Thus{a; ; | i, j} is an
infinite set. By replacingi(;) with its subsequence, we maymmssthat, for eachi |,
there exists X p; <[; such thata; ,, 7 a;»; for anyi’ <i and 1< j <[y. SinceS
is reverse well-ordered, we may assume g} < a;+1,,, for everyi by replacing
(ai p,)i with its subsequence. Pd & — q; ), for eachi . Then, 4 ;) is an infinite
ascending chain. Since; 3, a; € (I — 1), this contradicts that)Z,iS is
reverse well-ordered. Thus, the numberiof such thatiS is finite for eacha € Z".
Therefore, (iv) is proved. [l

Now, we verify thatk((x, <)) is a field. By Lemma 6.1 (iii), we see easily that

multiplication (6.2) is well-defined. We show that the irserelement off # 0 is
given by

1_ 1 &, N
(6.3) ?_in<(f),z=:(1 in<(f))'
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Without loss of generality, we may assume thag(ifi) = 1. PutS = supp(% f). Then,
S is reverse well-ordered, and< O for everya € S. By Lemma 6.1 (iv), the number
of i such thata € iS is finite for eacha € 2", andJ.5,iS is reverse well-ordered.
Hence,> 5,1 — f)" is in k((x, <)). Note that

00 00 N-1 00
6.4) fY (A—fY =1=fY (A=fY+f> A=f)=1=f> 1-f)-@- Y
i=0 i=N i=0 i=N
for any N > 0. The support of the right hand side of (6.4) does not coné&sich
a € Z" for sufficiently largeN . Hence, (6.4) is zero. Thug =,(1 — f)' = 1.

For example, if< is an element ok2 such that < b if the last nonzero com-
ponent of b — a is negative fora ,b € Z", then k{(x, X)) is equal to the field
k((x1)) - - - ((x,)) of multi-Laurent series.

Now, let D be ak -derivation ot x|, and o the maximum of supgd ) for=.
Since k((x, <)) is transcendental ovet x)}, we may extendD to & -derivation on
k({x, <)) im many ways. We define an extension by

(6.5) D (Z ,uax") = Z 1a D(x).

acz" aczZ"

Then, similarly to Proposition 2.3;<(f) is in ker\s, for any f € k((x, <))” \ {0}.
Let k((x, =))s, denote the set off € k((x, <)) such that supp( J= ker)s. It is a
subfield ofk((x, <)). We define ak -linear mapy,: k((x, =))” — k((x, =))s, DY

a ; _ | pa it Xs(a) =0
. a a ’ h a — H
(6:6) agz:nu X Haély X5, Where v { 0 otherwise.

Then, ¢5, has the following property.

Proposition 6.2. The k-linear map ¢s, is injective. Moreover in<(f) =
in<(¢a,(f)) for each f € k((x, <))”.

Proof. Suppose that there existse k((x, <))”\ {0} such thatgs,(f) = 0. Then,
supp(f )N kerXs, = 0. This contradicts that<(f) is in ker\s,. Hence,¢s, is injective.
The rest of the assertion follows from the definitions¢gf and in<(f). [l

We construct the inverse df((x, <))’ 3 f — ¢5(f) € ¢sk((x, <))") con-
cretely. SetS =supgd ) anf’ =S\ {dp}. For eachd € §’, putes = —dp, and define
a linear operatoiE; € End,  [x, x~1]) by

)\J(a) Xa+€5

(67) E(;(Xa) = 7)\6 (a " 65)
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if Asp(a +¢5) 7 0, and Es(x?) = O otherwise fora € Z". SetE =} s o Es. Then,
defineys, € End, k((x, <))) by

(6.8) Yo (X) = Y (—E) (x)

i=0

for a € Zn!'and ¢50(g) = Zan" /j“awtso(xa) for 8 = ZHGZ” Maxa € k<<X, j>>
Since suppf’ X*)) < iS’ + {a} for eachi, we haveys(x?) € k{{x,=)) by
Lemma 6.1 (iv). SincelJ5,iS’ and suppg ) are reverse well-orderegls,(g) is in
k{(x, <)) by Lemma 6.1 (iii).

Theorem 6.3. It follows that s, (¢s,(f)) = f for each f € k((x, =))".

To show Theorem 6.3, we need the following lemma. Take @myk((x, <)) and
a € Z" \ suppg ). For eaclh € supp@ ), we putas = a — ¢5, and setu; to be the
coefficient ofx® in s,(g).

Lemma 6.4. In the notation aboveit follows that

(6.9) wsX' == usEs(x*).
ses’

For b € ker)\s,, the coefficient ok’ in vs,(g) is equal to that ing .

Proof. First, we show the last statement. letind 3’ be the coefficients ok’
in g and 15,(g), respectively. Suppose tha # 3. Then,b is in suppf’ X)) for
somei > 0 andc € suppg ). Hence, there existsc S’ such thatEs(x’—<) # 0. This
contradicts that\s,((b — €5) + €5) = A5, () = 0. Thus,5 = 3.

Now, we verify (6.9). We may assumge x£ for somec € Z" by the following
reason. By Lemma 6.1 (iii), the number ofc suppg ) such thats € suppbs,(x))
is finite for eachd € S. Actually, as € suppfs,(x©)) implies thats +c = as
for somes € (J5,iS’. Hence, we may replace by an elementkok, '], say
g =Y wix%. Letus; be the coefficient ok in ws,(x“) for eachs andi. Then,
wilts, i X' = —w; Y s usi Es(X?) by assumption. By adding each side of this equal-
ity for i =1,...,m, we get (6.9).

Let = be the set of sequence§){_, C S’ such thatr € Z>g andc +>_;_; €5 = a,
and X5 the set of §;)/-; € = such thaté, = ¢ for eachd € §’. Then, it follows that

U X' = Y (—Es) 00 (—Es)(X)

(51');:162
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and

ux = 3 (<Ej )o---0 (~E5)(X)

(81 )= €25

for eaché € S’. Hence, we have

ugpX' = Y (=Es) oo (—Es)(X)

(5,‘);:162
=S Es| Y (“Es_)o-o(-Es)x)
ses’ (i), €5
= - Z usEs(x%).
ses’
Therefore, the lemma is proved. O

Proof of Theorem 6.3.  Take ang € k((x, <))”\{0}, and puth =s,(¢s,(f))—
f. We show that: = 0. Suppose thatZ 0. We seta =v<(h) and, for eachy € S,
put as = a — e5 and letus and us be the coefficients ok® in f and s,(¢s,(f)),
respectively. Thenys, 7 uj,, sincea is in supp( ). Moreovens,(a) # 0. Actually, if
As,(a) = 0, thenuj is equal to the coefficient ok® in ¢;,(f) by Lemma 6.4. How-
ever, it is equal to that iy’ . This contradicts that # uj5. Hence,\s,(a) # 0.

The coefficient ofx**% in D(f) is > ses UsAs(as) by (2.5) and (6.5). It is equal
to zero, sinceD [ )=0. Hence, we get

(6.10) wn = Z 'S As(as)

56 S’ A50 (a)

Since suppfs,(f)) C kers,, we havea ¢ supps,(f)). Hence,

(6.11) wh X' = — Z W E(x) = — Z ugka(aa)xa

ses’ ses’ )\JO(a)

by Lemma 6.4. We have; ¢ supp ) foré € §’, sincea < as anda =v<(h). So,
us = uz for 6 € §'. Thus, we getus, = uj, by (6.10) and (6.11). This is a contradic-
tion. Therefores,(ds,(f)) = f- U

Lemma 6.5. Assume thag is ink((X, <))s . If As(a +¢€5) # O for eacha €
supp@s,(g)) \ kerAs and & € §', then s, (g) is in k((x, <))”.

Proof. Suppose thaD §,(g)) 7 0. We putb =v<(D(¢s,(g))) and, for each
0 € S, setas =b—¢ andu; to be the coefficient ok® in s,(g). Then, the coefficient



A FINTE UNIVERSAL SAGBI Basis 789

of x> in D(vs,(g)) is equal tow = scs UsAs(as) # 0. First, assume thats,(as,) # 0.
Then,as, € Z"\suppg ), since supp( § kerls, by assumption. Note thats = as,—e5
for eachd € S’. Hence, we get

A
uéoxaso - _ Z u(sEé(X[lé) - _ Z 5(06) X450

us
ses’ ses Aaoldso)

by Lemma 6.4. This contradicts that # 0. Now, assume thak;,(as,) = 0. We show
that us\s(as) = 0 for eachd € S’. Suppose thatis\s(as) # O for somed € S’. Then,
as is in suppfs,(g)) \ kerAs. However,\s,(as +€5) = As,(as,) = 0. This contradicts the
assumption. Henceys\s(as) = 0 for § € §’, and sow = 0. This is a contradiction.
Therefore,D {5,(g)) = 0. O

We setk K5, = k[{x* | a € (Z>0)" NkerAs,}]. Then, there exist a finite number
of elementsvy, ..., v, € (Z>0)" Nkerls, such thatk X]s, = k[x™, ..., x”]. Actually,
the semigroup 4>0)" N kerXs, is finitely generated by Gordan’s lemma [19, Proposi-
tion 1.1.(ii)]. We set

(6.12) C=> Rsoes and F=Cn(kerhs) @z R.
ses’

Note that suppfs,(g)) is contained inC + suppg ) for eaclg .
For a convex seC C R", a subsetF C C is called aface of C if there exists
w € R" such that

(6.13) F={aeC|w-b<w-aforall beC}.

Theorem 6.6. Assume thatF is a face ofC, and ker\s;, C ker)s for eachd €
S’ with As,(e5) = 0. Then ¢s,: k((x, =) — k((x, =))s, is an isomorphism of fields.
In particular, we have

(6.14) k1P = ks (X™), - . s, (X)) N AIX].

Proof. It suffices to show thab §,(g)) = 0 ands,(g1g2) = ¥s,(g1)Vs,(g2) for
any g, g1, 82 € k({x, <)),

Take anya € supp(s,(g)) andd € S’ such thaths,(a + ¢5) = 0. We show that
As(a) =0. Then,D {)s,(g)) = 0 follows from Lemma 6.5. Note that & +b for some
a’ € suppg ) andb € C. Since\;,(a’) = 0, we havels,(b+es) = As,(a+¢5) = 0. On the
other handp +s5 € C, sinceb ,e5 € C. Hence,b +s € F. This implies thatb €5 € F,
since F is a face ofC. So, we have\s,(es5) = 0. Hence,\s5,(a) = As,(a + €5) = 0 and,
by assumption, kexs, C kerAs. Thus, As(a) = 0. Therefore, we geD (5,(g)) = 0.

Now, put f =1s,(8182) — vs,(81)%s,(82), and suppose thaf 7 0. Since f is in
k((x, =))"\ {0}, we havev<(f) € ker)s, as mentioned before Proposition 6.2. We
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note thatf is expressed as

(V5,(8182) — 8182) — (Vso(g1) — 81)82 — 81(V5,(82) — 82) — (¥50(81) — 81)(V50(82) — 82)-

Hence,v<(f) is contained in one of

supp()s,(g182) — g182), S1+Suppgz), suppgi)+ Sz, S1+So,

where S; = suppfs,(g:;) — &) for i = 1, 2. By the last statement of Lemma 6.4,
supps,(g182) — g182), S1 and S» do not contain any element of k&g, since
suppg; ) C kerds,. The same is true for supp( )& for = 1, 2. Thus(f) is

in Sy + S>. Takeq; € S; for i =1, 2 such thab<(f) = a1 +a2. Eachg; is written as
b; +¢; for someb; € suppfg; ) ande; € C\ F. Then, it follows that

0 = Xs(v=(f)) = Ago (b1 + b2 + c1 + ¢2) = Agp(c1 + c2).

Hence,c1+cy is in F. Sincecy, c2 € C and F is a face ofC, we getcy, ¢ € F. This
is a contradiction. Thereforef =0. O

We remark on the case wheke is of characteristic zero ;and isnaeno lo-
cally nilpotent derivation ork ¥]. By Lemma 2.5, the -th component 8§ is —1 for
somei . Then, keks;, is equal to the set of elements &f' whosei -th components
are zero. Hencek((x, <)), is equal to the set of elements bf(x, <)) which do not
involve x; . Moreover, we have the following.

Lemma 6.7. Assume thak is of characteristic zero afmd  is a nonzero Igcall
nilpotent derivation onk[x]. Then F is a face ofC. Moreover As,(es) = O implies
that ker\s = ker)\s, for eachd € S.

Proof. By Lemma 2.5, thé -th component &fis —1 for somei . Then, thé -th
component ofes is nonnegative for each € S. So, fora € C, thei -th component of
a is zero if and only if—e -b < —e - a for all b € C. Hence,F is a face ofC. If
As,(€s) =0 for § € S, then thei -th component af is —1. This implies that kek; =
kers,. U

By Lemma 6.7, the assumption in Theorem 6.6 is satisfidd if fisharacteristic zero
and D is a nonzero locally nilpotent derivation érx].[

References

[1] D. Daigle and G. Freudenburgd counterexample to Hilbert's fourteenth problem in dimen-
sion 5, J. Algebra221 (1999), 528-535.



A FINTE UNIVERSAL SAGBI Basis 791

[2] H. Derksen:The kernel of a derivatignJ. Pure Appl. Algebra4 (1993), 13-16.

[3] H. Derksen, O. Hadas and L. Makar-LimanoMewton polytopes of invariants of additive
group actions J. Pure Appl. Algebrd56 (2001), 187-197.

[4] J. Deveney and D. FinstorG,-actions onC3 and C7, Comm. Algebra22 (1994), 6295-6302.

[5] A. van den Essen: Polynomial automorphisms and the Jacatonjecture, Progress in Mathe-
matics 190, Birkhauser, Basel, Boston, Berlin, 2000.

[6] G. FreudenburgA counterexample to Hilbert’s fourteenth problem in dimensix Transform.
Groups5 (2000), 61-71.

[71 O. Hadas and L. Makar-Limanowewton polytopes of constants of locally nilpotent deriva-
tions; Comm. Algebra28 (2000), 3667—3678.

[8] D. Kapur and K. MadlenerA completion procedure for computing a canonical basis for a
k-subalgebra in Proceedings of Computers and Mathemat8% (E. Kaltofen and S. Watt,
eds.), MIT, Cambridge, Mass, 1989, 1-11.

[9] J. Khoury: On some properties of elementary monomial derivations medision sixJ. Pure
Appl. Algebra156 (2001), 69-79.

[10] H. Kojima and M. Miyanishi: On Roberts’ counterexample to the fourteenth problem of
Hilbert, J. Pure Appl. Algebrd22 (1997), 277-292.

[11] S. Kuroda:The infiniteness of the SAGBI bases for certain invariangsgitDOsaka J. Math39
(2002), 665-680.

[12] S. Kuroda:A condition for finite generation of the kernel of a derivatial. Algebra262
(2003), 391-400.

[13] S. Kuroda:A generalization of Roberts’ counterexample to the fountiegproblem of Hilbert
Tohoku Math. J., to appear.

[14] S. Lang: Algebra, Addison-Wesley, 1965.

[15] S. Maubach:Triangular monomial derivations oR[X1, X2, X3, X4 have kernel generated by
at most four elementsl. Pure Appl. Algebra53 (2000), 165-170.

[16] M. Miyanishi: Lectures on Curves on Rational and UniratibSurfaces, Tata Institute of Fun-
damental Research, Springer, Berlin, 1978.

[17] M. Nagata: Lectures on the fourteenth problem of Hilp@uta Institute of Fundamental Re-
search, Bombay, 1965.

[18] A. Nowicki: Rings and fields of constants for derivations in charact&rigerg J. Pure Appl.
Algebra 96 (1994), 47-55.

[19] T. Oda: Convex Bodies and Algebraic Geometry, An Intritbn to the Theory of Toric Va-
rieties, Ergebnisse der Math. (3)5, Springer-Verlag, Berlin, Heidelberg, New York, Tokyo,
1988.

[20] L. Robbiano and M. Sweedler: Subalgebra bases, in CoatmetAlgebra (W. Bruns and A.
Simis, eds.) 61-87, Lecture Notes in Mattd3Q Springer, Berlin, Heidelberg, New York,
Tokyo, 1988.

[21] L. Robbiano:On the theory of graded structured. Symb. Comput2 (1986), 139-170.

[22] P. Roberts:An infinitely generated symbolic blow-up in a power serigggrand a new coun-
terexample to Hilbert's fourteenth problerd. Algebral32 (1990), 461-473.

[23] M. Stillman and H. TsailUsing SAGBI bases to compute invarignis Pure Appl. Algebrd 39
(1999), 285-302.

[24] B. Sturmfels: Grobner Bases and Convex Polytopesyéssity Lecture Serie§, Amer. Math.
Soc., 1995.

[25] W. Vasconcelos: Computational Methods in CommutatidgeAra and Algebraic Geometry,
Algorithms and Computation in Mathematis Springer, Berlin, Heidelberg, 1998.



792 S. KurobDA

Mathematical Institute
Tohoku University
Sendai 980-8578
Japan

Current address:

Research Institute for Mathematical Sciences
Kyoto University

Kyoto 606-8502

Japan

e-mail: kuroda@kurims.kyoto-u.ac.jp



