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1. Introduction

Let us consider second order nonlinear differential equati

(1.1)+ x" = Pt

(12):|: x// = :I:eo'lxl+oz

where’ = d/dt, the double signs correspond in the same order in every iequand
«, B, o are parameters. Using Chapter 7 of [1], we can state valueleing these.
First these can be derived from an important second ordelinean differential equa-
tion

d du
1. — [ tP— ) £tu" =0,
(1.3) d:( dt) !

p, o, n being parameters, which contains the Emden equation ofpdstsics and the
Fermi-Thomas equation of atomic physics and so has sevaeaksting physical ap-
plications. Second (1.3) is mathematically interestingcause (1.3) is nontrivial, non-
linear and has a large class of solutions whose behavior eaasbertained with as-
tonishing accuracy nevertheless these cannot be genetaifyned explicitly. In addi-
tion (L1), (1.2). are examples of differential equations positive radialisohs of a
nonlinear elliptic partial differential equation satisfgf. [17]).

Actually many authors have considered (11)Y1.2). and (1.3) in more general
form in [2], [5] through [9], [13], [20] and so on. In these pap they mainly dis-
cussed asymptotic behavior of the solution continuablectoOn the other hand, ini-
tial value problems of (1 1) (1.2),, (1.2)- and (1 1) were considered in [10], [11],
in [14], [16], in [15], [16] and in [17] respectively in casef & > 0 and asymptotic
behavior of all the solutions was studied.

In the casex < 0, the initial value problems of (1 1) (1.2). are not considered
yet, while in [5], [8], [20] etc. this case was already comrsetl for differential equa-
tions with more general form than .(141) (1.2). and for the solutions continuable to
oo0. So in this paper, we shall consider. (1 2yhere—1 < o < 0 as a first step. Since
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it is convenient to put = o\, the equation to be considered has the form
(E) x// - ea)\lxl+oz

where—1 < a < 0, A < 0. It is noteworthy that the case > 0 can be reduced to our
case if we replace with-t. A domain where (E) will be considered is given as

(1.4) —oo<t<oo, 0<x<oo.

Notice that if p is a positive number and is a real number, thenughout this pa-
per p” always takes its positive branch.
The initial condition given to (E) is

) x(to))=a, x'(t))=b
where

—0<fh<oo, a>0 —oco<b<oo.

to will be fixed arbitrary anda suitably. For evely , we shall stumsympototic be-
havior of all solutions of an initial value problem (E), (1).

For this, we shall use the method which follows the argumemiginally done
in [10], [11] and applied in [14] through [19]. In this methode adopt a transforma-
tion

(M y=e) %0, 2=y

where (1) = A= (A2 = (\)Y) is a particular solution of (E) ane(t) is a
solution of (E). This transforms (E) into a first order ratimlifferential equation

dz _ (a— 1)z% + 20\ yz — a?X%(y? — y®)

R
(R) dy ayz

Using a parametes , we rewrite this as a 2-dimensional dycensystem

@y =ayz
ds
(D) dz
% =(a— 1)Z2 + 20\ yz — 012)\2(}’2 - yS)‘

Graphs of solutions of (R) have the same shape as orbits afi@wd of (D) except
on they andz; axes. Since from (1.4) only a positive solutionE)fi§ consideredy
is always positive. Finally we note that

_ ¢'(1)
(1.5) Z =ay ()\+ (b(l))

got from (T) will be often used.
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2. On solutions of (E) obtained from orbits of (D) connectingits two singu-
larities

The singularities of (D) are points (0 0),,(1 0). From orbits (&) connecting
these points, we get the following through (T):

Theorem I. Let ¢(¢) be a solution of the initial value problefE), (1) and sup-
pose

0 < a < Y(t).

Then there exisbi, ba(b1 < b2) such that
() if b=b1, ¢(t) is defined for—oco < t < oo so that in the neighborhood af= o,
o(t) is represented as

(2.1) o) = N2/ A1 4 Cel/a) 4 Zan {Ce(“l/a)’}n]
n=2

where C, a, are constants and
w1 = A +vV31i+ta)a),
and ast — —oo,

(Cl)l+a

(2.2) o) =ct+d + 202

e“M(1+0(1))

wherec(< 0), d are constants
(i) if b=1bo, &(¢t) is defined for—oco < t < oo so that in the neighborhood af= oo,
o(t) is represented as

(2.3) o(r) = N/ e [1 + (A +gBN 1)t/ + peli/ o)
3 an (44 gB et/ {Bewz/a»}"}
m+n>2
where A, B, g, an, are constantsB Z0, N =p1/u2,

2 =(1—v31i+ta)ar

and g # O only if u1/up is a positive integerand in the neighborhood of = —cc,
o(t) is represented as

(2.4) () = N ecY/« {1 + i an(Ceo‘)")”}

n=1
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where C, a, are constants
(iii) if b1 < b < by, ¢(¢t) is defined for—oco < t < oo and represented af2.3) in the
neighborhood of = oo and (2.2) in the neighborhood of = —co .

Let us start the proof. First we consider, (1 0). Putting
y=1+n, z=¢

we get from (D)

d_n:a§+...
(2.5) §
¢ _ 22
=at A n+2aN(+---
ds

where - -- denotes terms whose degrees are greater than the previmss fEhe coef-
ficient matrix of the linear terms of (2.5) has eigenvalygs p,. Since -1 < a < 0,
we get

(2.6) p1 > p2 > 0.

A linear transformation

(77> ) (O‘ O‘) (7j>
¢ pa pi2) \§
transforms (2.5) into
di . I
— = + ... — = + ...,
as M T ods #al

Owing to Theorem A of [3] and its proof, a transformation

holomorphic in the neighborhood ofv{, w,) = (0, 0) transforms this into

dwz
ds

dw
(2.7) = wg + gwd,

= ppw
ds Hzt2

where g is a constant such that# 0 only if u1/u2 is @ positive integer andvn =
,ul/,uz. That is

(2.8) w1 = (A +gBVs)eMS,  wy= Bel?
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where A , B are arbitrary constants. Therefore an arbitrarytisol of (D) converging
to (1, O) is given as

(2.9) y = l+awi +awy + Z AppWT WY
m+n>2
(2.10) 7 = prwi + powy + Z binn w7 WY

m+n>2

in the neighborhood ofuf1, w,) = (0, 0), namely ofs =—oco. From (2.7), (2.9) we get
2=y = {a(paws + gwd) + appwa +- - }s'.
If we fix s, s’ and varyA ,B and compare this with (2.10), then since

8(w1, u)2) -

(na+p2)s
a(A, B) 70

and hencew;, w, can attain arbitrary values, we conclude

t
s=—+C
«

where C is an arbitrary constant. So if we replace (gB"C "9, g/a and Bet2C
with A, g and B respectively, then since

BNeC = (Bet )N
in case ofg # 0, we get

y = 1+a(A +gBVt)el /o + qBelta/o) + Z Amn (A + g BN p)elra/@)tym (Beliz/edtyn,

m+n>2
Because — oo ass — —oo, this is valid in the neighborhood of . Consequently
we get the following through (T):

Lemma 2.1. From (2.9), (2.10) we obtain a solution¢(z) of (E) with the
form (2.3) valid in the neighborhood of = co.

Note that B of (2.3) is not always nonzero in Lemma 2.1.Bf # 0, then
from (2.9), (2.10) we have

(2.11) m = =#2
s——00 y — 1 «

However if B = 0, then we get

(2.12) m = =#
s——00 y — 1 o
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Therefore there exists uniquely a solution of (R) satisfy(2.12). Indeed from (2.9),
(2.10) andB =0 this is represented as

(2.13) e =20 b -1
n=2
in the neighborhood ofy = 1. Conversely we get (2.10) from Sulisig (2.9)

into (2.13). In this way we get (2.9), (2.10) from (2.13). Kenif we takeA =C ,
B =0 in Lemma 2.1, we obtain

Lemma 2.2. From (2.13) we get a solutions(¢) of (E) with the form(2.1) in the
neighborhood of = occ.

For further discussions, we examine the sigrdefds in (D). So we putdz/ds =
0. Then we gett =Z.(y) where

ze)= £y {14 a— @ Dy ).

Z+(y) are defined fory > —a/(1 — «) and

2
. (_ a >:_(1012)2, 2.0)>2.(y) for y> -

1-a o

Z+(y) is monotone increasing. i < —1/3, then Z_(y) is monotone decreasing. If
—1/3 < a <0, thenZ_(y) has a minimal value and a maximal value and is monotone
increasing in the interval between these extremums and tooneadecreasing outside
this interval. Moreover we get

im Z.(y) = +oo.
y—00

Lemma 2.3. If y < —a/(1—a) or z> Z.(y) or z < Z_(y), then

dz
= <o,
ds <
if z=2Z4(y), then
dz _
a5 0
and if Z_(y) < z < Z+(y), then
&,
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Let us consider how the solution (2.9), (2.10) of (D) behamsgmptotically as
s — oo, if B=0. For this we introduce a curve

2= f() =ary — 2.
Owing to the proof of Proposition 4 of [14], we get
d
(2.14) @ () = (@+1)a”Ny(1—-y) > 0
when a solution ¥, z ) of (D) passes the curye f=y ( ) where @ < 1. Moreover

we have

H1 oA ’
— =< —a)\= f'(1).
ol el @

It follows from (2.12) andZ’ (1) = —a)\/2 that (2.13) lies between F y( ) and
z = Z+(y) in the yz plane. Hence from Lemma 2.3 and Poincaré-Bendixtireorem,
(2.9), (2.10) whereB =0 tend to (0 0) as— oco. Since (2.13) is obtained uniquely
from (2.9), (2.10), we get

Lemma 2.4. There exists the unique solutian= z;(y) of (R) defined for0 <
y < 1 such that(2.13) holds. Moreover we obtain

yIquOZ1(y) = yﬂrln_oa(y) =0.
Next let us consider the singularity,(0 0) of (D). As prepanatof this, we show

Lemma 2.5. If there exists a solutiory = y(x) of a Briot-Bouquet differential
equation

(2.15) FLAS fxy)
dx

where f(x, y) is a holomorphic function in the neighborhood @f, y) = (0, 0) with
the form

(2.16) fey)=Aytax+ Y apxlyf, A<0
k2

and if the accumulation points of(x) contain 0 as x tends to0 with boundedargx ,
then y(x) is the unique holomorphic solution.

Proof. It is known that if\ is not a positive integer, then there exists the unique
holomorphic solutiony =i X ) of (2.15) such that (0) = 0. So we put y — h(x).



602 |. TSUKAMOTO

Then we get

dz _
X zg(x, 2)

where g &, z) is a holomorphic function in the neighborhood of { )(& 0) and
g(0, 0) = A. Hence it suffices to show that the solutignx () of (2.15) $gitig the
assumption of this lemma is identically zero, when we get

(2.17) e y)=Ay (l+ > ajkxjy")
jH>1
instead of (2.16).

Suppose the contrary. Thenx ( ) is not identically zero. Now(if 0) is an ac-
cumulation point ofy £ ) asx tends to O with bounded arg , themethexists a com-
pact neighborhood/ of 0 such that¢ U. Sincey § ) intersects the boundary of
U infinitely many times and the boundary 6f is compacts y( ) Hasaccumulation
point on the boundary o/ as tends to O with boundedrarg . Sihcan be taken
sufficiently small, we may suppose that is so small tlifat, c( # Q. Hence we get
from (2.15)

dy f(x,y)

which implies the contradictiomr = 0 from Painlevé’s theorem (cf. Theorem 3.2.1
of [4]) and the uniqueness theorem. Consequently ( ) coegetg O asx tends to
0 with bounded arg .

Substitutingy =y £ ) into (2.15), we have from (2.17)

xd—y =Ay(1+0(1))
dx

asx tends to O with bounded arg . Therefore for sorpen the neighborhood of O
and yo = y(xo) we get
y X
/ d_y:)\/ 1+o(1)
Yo Yy X0 X

where |x| < |xo| andy =y ). From Cauchy’s theorem we take as a path of inte-
gration of the righthand side so that.if € T, then |x| and argc vary monotonously
alongT" . Then we get

/x 1+0(l)dx:/x dx_x(l+0(l))

0 X 0
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and thus
log 2~ = \ (Iog i) (1 +0(1))
Yo X0

whose real parts deduce a contradictionxas tends to O witmdeabiarge . Hence
y(x) is identically zero. ]

Lemma 2.6. Letz =z(y) be a solution of(R) such that
ylenOz(y) =0.
Then we have

(2.18) limy~1z = a\.
y—>0

Proof. Since Lemma 5 of [14] is valid also in our case, we get

-1

lim y™“z=a), =oo.
y—>0

If lim 0y 1z =400, we putw =yz~1. Then as in [14] we obtain

yd—w =2 w2+ ar?(1— y)w.
dy «
Since Y« < 0, it follows from Lemma 2.5 that this has the unique holonmicpsolu-
tion w = 0. This is a contradiction and (2.18) is valid.

Concerning a solutiony = y( ) of (R) converging to 0 as— 0 and satisfy-
ing (2.18), we shall get some lemmas. U

Lemma 2.7. There exists uniquely a solution = z,(y) of (R) such that(2.18)
holds and

(2.19) limy~tv =\

y—0
where

v=y 7z -\
Furthermore in the neighborhood af= 0 we get

(2.20) z22(y) = Ay + AP+

Proof. Puttingw =y~lv — \, we get

w—0 asy—0
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from (2.19) and

dw _ —(a+ 1Dy +))? — P w

dy ay(yw + Ay +al)
This is (27) of [14]. Hence if we follow discussion of [14] aft(27), then the proof
is completed.
Using (2.20) and (T), we have ]

Lemma 2.8. From zy(y) we obtain a solutiony(r) of (E) with the form(2.4) in
the neighborhood of = —cc.

Here in the same way as in [16] we conclude

Lemma 2.9. A solution of(R) satisfying(2.18) and not satisfying2.19)is given
as

_ a®Ay log|log |||
ey s g (1o (Sgh)) o

In the neighborhood of =0, we get

(2.21)> aXy > f(y) > z2(y)

since —1 < a < 0. However a solution of (D) satisfies

d_y—o g:

2422 .3
-0 - a"A(y*—y°) <0

on the segment &< y < 1, z = 0. Therefore from (2.14) and Poincaré-Bendixon’s
theorem we have

(¥, 22(y)) — (L, 0) ass — —oo.

Namely z(y) is defined for 0< y < 1 and
le_Om()’) =0.

Because only;;(y) satisfies (2.12) and only,(y) satisfies (2.18) and (2.19), we con-
clude

Lemma 2.10. On0< y <1, we get

z1(y) > z2(y) >0
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and z1(y) is represented a$2.21) in the neighborhood of = 0 and zx(y) as (2.9),
(2.10) where B # 0 in the neighborhood of = 1.

Now we continue the argument of [16] used for obtaining Lenr@ and have
o(t) ~ct ast— —oo.
Moreover integrating both sides of (E) twice, we conclude

Lemma 2.11. From (2.21) we get a solutiony(¢) of (E) with the form(2.2) as
t — —o0.

Finally, note that from (T) and (1.5) the initial conditioh) @ives an initial con-
dition

(2.22) z(v0) = 20
to (R). Here
(2.23) Yo = (o) "a®, 2= ao (A : g) .

Sincezi(y), z2(y) are defined for 0< y < 1, we take
O<yo< 1l
This is equivalent to
(2.24) 0< a < Y(t).

Fix tp arbitrarily anda so as to satisfy (2.24). Then varyihgyo,is fixed andzo
varies. Suppose that from (R) and (2.22) we ggty) if b= b; and z2(y) if b= b,.
Then from Lemma 2.10, we obtaiy < b, since zp is monotone decreasing i . If
b1 < b < by, then we have a solution y( ) of (R) and (2.22) such that

z1(y) > z(y) > za2(y).

Thus the unique existence of(y) and zz(y) implies

Lemma 2.12. Let z(y) be a solution of(R), (2.22)with b; < b < b,. Thenz(y)
is defined for0 < y < 1 and represented af2.21) in the neighborhood of = 0 and
as (2.9), (2.10)where B # 0 in the neighborhood of = 1.

Consequently in Theorem I, (i) follows from Lemmas 2.2, 2410, 2.11 and (ii)
from Lemmas 2.1, 2.8, 2.10 and (iii) from Lemmas 2.1, 2.1122.
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3. Preliminaries for the further discussions

Before considering the cases not treated yet, we need tlwviog discussions.
If we puty =1/5in (R), we get

dz (o — 10322+ 2a ?z — a?)%(n — 1)
(3.1) il 2 .
n an’z

If we putz =1/¢ in (R), then

d¢ _  (a—1)C+200y¢% — a®N3(y* - y¥)°

(3.2) 0 -

Furthermore if we puty =25, z = 1/¢, then we have

d¢ _ (a = 1)pPC+ 200’ — o?N(n — 1)¢°

(3.3) i g

Moreover if we put
w = 77—3/2(’ 5 - 771/2’
then we obtain a Briot-Bouquet differential equation

g”;—? = —%Zw F AW — —aNX(E? — 1wl

Let z =z(y) be a solution of (R). Then through (T) we obtain a dolutx = ¢(¢)
of (E). If (w_, w+) denotes a domain af(¢) and if y is a function obtained from(z)
through (T), then we get

(3.4)

Lemma 3.1. y — o0 ast — wy imply thatw, are finite respectively.

Proof. If a solutionz of (R) is bounded, then (3.1) implies atradictionn = 0.
Hencez is unbounded.

So we consider (3.4). I€ = 0, then the righthand side of (3.4) vanishes if and
only if w=0, +p where

_i a+2
) 2

p

Here letc be an accumulation point of a solutian  of (3.4)¢as> 0, namely
y — oo. Suppose that # 0, +p, +oco. Then from (3.4) we get a contradictigh= 0.
Hencec =0,+p, too.
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If ¢=0, then we get from (3.4)

m+n>1

w = Cgm ) [1+ > amng'"{cf—‘l*z/a>}"]

where C is an arbitrary constant and the power series corvergéhe neighborhood
of £ = 0, since—(a +2)/a > 0 and the righthand side of (3.4) is divisible hy
Returning the variables, we have

(3:5) yl/a{1+ > bmny—mﬂ*«a*w"} e

il aC aC
where —oo < w_ < wy < 0.
If ¢=+p, we putd =w — c. Then we have

49 2+2) 2+2)
- = + + ...,
d¢ a2\ ¢ a 0

§

Since 2(r +2)/a < 0 and@ is real so that arg is bounded, Lemma 2.5 implies that
0 is holomorphic and represented as

0= i a&".
n=1

Here, return the variables. Then we get

o0
2a
ey~ Y2 _ S —mr)/2 - —
(3.6) 2cy Z =1 t—w_ Or —ws
n=1
where —oo < w_ < ws < 0.
Now we suppose =oo. Puttingw =10, we have

f— 0 as¢— 0,
d¢ _ agl
d9 ~ (o +2)02 — AarEf + 20202(E2 — 1)

These imply a contradictiog = 0. Consequently: # +oo. ]

Corollary 3.2. If ¢ =0, we get

@7 o= )

x {1 + > din(t —w ) (= w )T - w_)<a+2)"/2}

[+m+n>1
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in the neighborhood of = w_ and

)\2/04 —Aws
(38) o) = (= 1)
x 91+ Z dimn (s — 1) (ws — 1) 7" 2w, — r)l@¥2n/2
I+m+n>1

in the neighborhood of = w, where C is an arbitrary constant and,,, are con-
stants. Moreover it = +p, we get

1/a oo
3.9) ()= {%} e (f — w_ )2 {1 +3 et - w_)”}
n=1

in the neighborhood of = w_ and

1/a oo
(3.10) (1) = {LO;; 2)} e M (ws — 1) {1 +> ea(wr — z)"}
n=1

in the neighborhood of = w; wherec, are constants.
Furthermore ifc # 0, 4p, then the solution(¢) of (E) cannot be obtained.

Proof. In the proof of Lemma 3.1, we get =#&p. If ¢=0, then we put
1

=, 771/225
n

y

and get from (3.5)

—“2/a )1 4 5 em—(@#fap \ T W LT we
¢ { > i } — -

m+n>1

Here if we put

—w_ — w+
T= or

o= aC aC

then

9 {1+ Z &mne—(a/z)me((mz)/z)n} =

m+n>1

Hence we have

(311) T—a/Z — 9—&/2 {1+ Z bmne—(a/Z)me((oﬁZ)/Z)n}

m+n>1
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(3.12) Hat2)2 = gla+2)/2 {1 n Z cmne—(a/z)me((mz)/z)/n}_

m+n>1

Applying the inverse function theorem to (3.11) and (3.1, obtain

9—&/2 :T—a/Z {1+ Z &mnT—(a/Z)mT((oﬁZ)/Z)n} )

m+n>1

Therefore we get

yYe =7 { 1+ Y ,;mnT—(a/Z)mT«mz)/Z)n}

m+n>1

and so (3.7) and (3.8) through (T).
If ¢= +p, then from (3.6) and (T) we have (3.9) and (3.10). U

4. On the other solutions of (E)

Let z3(y) be a solution of (R) which exists in > 1 and is represented as (2.13)
in the neighborhood of = 1. Moreover, suppose that we zgét) as a solution of
the initial value problem (R), (2.22), i& > (&) and b =bs. Then if ¢(¢) denotes a
solution of the initial value problem (E), (I) as in Sectionwe have

Theorem Il.  If 0 < a < ¥(to) and b > by, then ¢(¢) is defined forw_ <t < oo
wherew_ > —oo and represented ag3.7) in the neighborhood of = w_ and (2.3)
where B # 0 in the neighborhood of = co.

If a =1(to) and b = —a, then ¢(¢t) = ¥(¢) and if a = (o) and b > —a), then
the conclusion of the caseé< a < ¥(ty), b > b, follows.

If a > (1), then there exist$; such that
() if b = b3, ¢(t) is defined forw_ < t < co wherew_ > —oo and represented
as (3.7) in the neighborhood of = w_ and (2.1) in the neighborhood of = oo,

(i) if b > b3, the conclusion of the case< a < ¥(t), b > b, follows.

For starting the proof, recall (2.14). Then
d 2423
(4.1) 7;@— fO)) = (a+1)a"ATy(1—y) <0,
when a solution ¥, z ) of (D) passes the curye f= () where 1. Therefore

z3(y) < f(y),
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since f'(1) > pi1/a. Thus there existg; (1 < y; < oo) such that
lim z3(y) = —oc.
y—y1

However if y; is finite, then puttingz = 1¢ we obtain (3.2) and a contradictiagh= 0.
Consequently we conclude

y1 =00, yli_rgo z3(y) = —o0.
Furthermore we suppose
b>b, or b>bs.
If zo > 0, then the solutiorz+(y) of (R), (2.22) satisfies
(4.2) 0< z4(y) < z2()-

Moreover in theyz planez+(y) connects at some poiny(~ 0) with a solutign(y)
of (R) satisfying

(4.3) z-(») <0 if y<y<l 2z (y<z(y)<0 if y>1

On the other hand, itg < 0, then the solutiorz_(y) of (R), (2.22) satisfies (4.3)
and connects with a solution.(y) of (R) satisfying (4.2) atX;” 0). Izo = 0, then the
solution of (R), (2.22) is given as:(y) and z_(y) which satisfy (4.2) and (4.3) re-
spectively and connect mutually ago(0). So letz § ) be a many-valued function such
that

(4.4) () =z(y) i Ay =20, z()=z-() i Ay <0

Then the same discussion as was donezfdy) shows
(4.5) ylLrTgo z2(y) = —o0.
Here we state Lemma 4 of [15] as follows:
Lemma 4.1. Let z.(y) be solutions ofR) such that
z+(y) =2-(5) =0
for somey and

z+(y) >0, z_(y)<0 for y#5y
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(i) If zo > 0 and z+(y) satisfies(R), (2.22)and y(r) is a solution of

dy _ _
e z+(y),  y(t) = yo,

then there existg such that

lim y(#) =y

1—1,+0

and y(¢) can be continued in the interval< f; uniquely by

dy

2 z-(y), y(t)=3

(i) If zo < O, we get the similar conclusion.
(iii) If zo =0 and z+(y) satisfy (R), (2.22),then y(t) can be defined uniquely by

dy _ - dy _ &, _
E —Z+(y) if t> 1o, E_O if t =1,
d .

d_i) = Z_(y) if ¢+ <o, y(to) = Yo.

Proof. If (y,z) =(p(). q()) is a solution of

dy _
dr°

(4.6) dz _ (o — 1)22 + 2adyz — &®X*(y* - y°)
dt ay

y(to) = yo.  z(to) = zo,

then it suffices to puy () p t().
Return to our discussion. Then fery ( ) defined as (4.4) weygetar{d) a solution
¢(t) of (E) through Lemma 4.1 and (T). Recall that_(, w:) denotes a domain aj(t).
Since ¢ ¢)z ¢ ¢))) is a solution of (4.6), we have

lim y(t) =00
—w_

from (4.2), (4.3), (4.4), (4.5) and Poincaré-Bendixortiedrem. Hence Lemma 3.1 im-
plies w_ > —oo. Becausezs(y) < f(v), we obtain

—3/27(y) = —oc.

lim y
y—0o0
Hence if we put

w=n"Y%,
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then we get

limw=0
n—0
and a solutionp(t) of (E) represented as (3.7) from Corollary 3.2.

Let us now consider the cagse— w.. Then if b =b3, we have(r) represented
as (2.1) from Lemma 2.2, sinces(y) is represented as (2.13). In this case, we get
w+ = co. Moreover if b > b, or b > b3, then since ¥ « )z X { ))) is a solution of (4.6),
Poincaré-Bendixon’s theorem implies

y—1 z+:(y)—0 ast— ws.

Hencey ,z ¢ ) are given as (2.9), (2.10) and from Lemma 2.1 wep@gtrepresented
as (2.3) whereB # 0 andws = co. Now the proof of Theorem Il is completed. [

Next, suppose
b<by if O0<a<ity), b<—ar if a=y(o), b<bs if a>i(t).
Then the solutiorz ) of (R), (2.22) satisfies

(4.7) () > za(y),  2(y) > z3(y)-

In this case, we get

Theorem IIl. If a > (o), then there exisby, bs(bs < bs < b3) such that
(i) if ba < b < bz, then ¢(¢) is defined forw_ < t < oo wherew_ > —oo and
represented ag3.7) in the neighborhood of = w_ and (2.3) where B # 0 in the
neighborhood of = oo,
(i) if b = bs, then ¢(¢) is defined forw_ <t < oo wherew_ > —oo and represented
as (3.9) in the neighborhood of = w_ and (2.3) where B # 0 in the neighborhood of
t = o0,
(iii) if bs < b < bg, then ¢(¢) is defined for—co <t < oo and represented af.2) as
t — —oo and (2.3) where B # 0 in the neighborhood of = oo,
(iv) if b = bs, then ¢(¢) is defined for—co < t < wy Wherew; < oo and represented
as (2.2) ast — —oo and (3.10) in the neighborhood of = w.,
(v) if b < bs, then ¢(t) is defined for—co < ¢t < w+ Wherew, < co and represented
as (2.2) ast — —oo and (3.8) in the neighborhood of = w..

If a =1(t0), then there existds(< —al) such that replacingbs with —a\ we get
(i), (iv), (v) and if 0 < a < (o), then replacing—aX with b, the conclusion of the
casea = (to) follows.
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Proof. Now in (R) we put

(4.8) y V=g, t=n(—ptu).
Then from (21) of [14] we have
du 2(«+2) 4
i — = + 2+ — + ...
(4.9) ndn a2y ! ( oz) "

In the proof of Lemma 3.1, we put
(4.10) y==, z=2, =92, w=y"¥%, O=w-c

wherec¢ =+4p and obtained the differential equation similar to (4.9nc8i 2 + 4o <
—2, Lemma 2.5 implies that there exists the unique solution) of (4.9) such that
u(0) = 0. Moreoveru 4) is holomorphic in the neighborhood af = 0. Hence we get
a solution of (R) such as

(4.11) z =y%/2 <_p—1 + Z&ny_”/z) )
n=1

Sincey — oo asn — 0, this is valid in the neighborhood of . Moreover from
the uniqueness of n, (4.11) is uniquely determined. So we denote (4.11xAS).
Owing to

- oza(y)
Mg 7O
and (4.1), we have
(4.12) z3(y) < f() < za(y).

Furthermore through (4.11) and (T) we get a solutiofa) of (E) andw_ > —oco
from Lemma 3.1. Using the notation of (4.10), we obtain

w— c#c=—p) as n—0.

Hence from Corollary 3.2¢(t) is represented as (3.8) in the neighborhood ofw =
Moreover since

lim z4(y) = —o0,
y—00
we get

lim =
y—>l+OZ4(y) O
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from Lemma 2.3 and (4.12). Hence we may suppose zh@t) is obtained from (R),
(2.22) if a > Y(to) andb =b4. Furthermore from (4.12) we havg > ba.
If ba < b < b3, then the solutiory y( ) of (R), (2.22) satisfies

(4.13) z3(y) < z(y) < za(y).
Hence we obtain
lim z(y) = —oc.
y—0o0

Therefore definingy andp(s) through (T) and noting thaty(z y( )) is a solution
of (4.6), we get an alternative as— w_ from Lemma 3.1 as follows:

(4.14) w_ > —00, ,Iim o()=0
(4.15) w_ > —00, ,Iim o(t) = 0.
In case of (4.15) we get a contradiction

lim y = lim A2 (1) = 0.

—w_

Next we consider the case (4.14). For this we use

g o 0d'(f)
(4.16) m y=Fz = lm V24(1)°

Since ¢”’(¢t) > 0, ¢(w—) =0, we obtain
0< ¢'(w_) < <.
In the case (< ¢'(w_) < oo, we get

L0 ¢'(t)? _
A Sor T A X emgyE T

Therefore from (4.16) we have

lim w= lim y¥?;7t=0,

—w_ —w_

This implies thato(¢) is represented as (3.7) from Corollary 3.2. On the otherdha
in the cased’(w—) = 0 I'Hospital’s theorem implies
0 ¢/(1)2 B 2)\2
—wo yp(t)? a+2
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and from (4.16) we obtain

-3/2, = -1

lim y —p

—w_

Hence if we putu =9 where@ is defined as (4.10), them is a solution of (4.9) with
u(0) = 0. Sinceu exists uniquely, we get a contradiction =£ 4(y).
Supposeb, < b < bz. Then we have

z3(y) < z(y) < za(y),

y—1 z(y) — 0, ﬂa Hz ast — ws+,
y—1 o
since onlyzs(y) satisfies
) LA asy — 1.
y—1 o

Thereforey ,z ¢ ) are represented as (2.9), (2.10) and from Leer@rh we obtain a
solution ¢(t) of (E) expressed as (2.3) whe#® # 0. Moreoverw, = oo. Now we
conclude (i), (ii) of Theorem lIl.

Next, supposeé < bs. Then we get

(4.17) z()> za(y).

Here we consider the case— w_. If y — o0, z(y) — —oc0 ast — w_, then in
the neighborhood of =c

y~¥2z(y) < 0.

So if we put
_ _1 _ . -3/2 _ . 1/2
(418) n= = g_g’ w="n g’ 5_77 s

then we have (3.4). Supposing that is an accumulation pdinb @s ¢ — 0, we
obtain

c< —p

from (4.17). However ifc =p, then we conclude a contradictiany (=) z4(y). Hence
we get

c < —p.

From Corollary 3.2, this implies that there exists no solutbf (3.4) whose accumu-
lation points containc ag — oo and that

y— o0, z(y) = —oc
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does not occur.
Therefore from Lemma 2.3, we hawey (3 0 or z(y) becomes a many-valued
function such that

2(y)=z() it Ay =20, z()=z-(y) i =y <0
where for somey~z_(y) is defined on K y <y andz+(y) on 0< y <y so that
z+(0)=2z:+(5) =2-(1) =z-(5)) =0, z(y») =0, z—(y) <O
Indeed ifz — v (v # £00) asy — oo, then from (3.1) we get a contradiction =
1/y=0.

Since z4 (y) just defined satisfy the assumption of Lemma 4.1, we defing ag
in Lemma 4.1. If ¢, w:) denotes a domain of ¢ ( ), then we have

lim (y(0), 20:(1))) = (0, 0)
since ( ¢ )z ¢ ¢))) satisfies (4.6). Hence it follows from Lemma® 2hat (2.21) is ob-
tained for ¢ ¢ )z ¢ ¢))). Therefore from Lemma 2.11 we get = —oco and ¢(¢) is
represented as (2.2) as— —oco. Similarly in the casez ) »» 0 we have

lILnOZ(y) =0

from Lemma 2.3 and hence (2.2) as» —cc.
Next we consider the cage— w.. Then there exist the following possibilities:

(4.19) ws < 00, ,ir& p()=0
(4.20) ws < 00, ,ir& o(t) = o0
(4.21) we =00, lim ¢(r) =0
(4.22) wy =00, 0< ’ir& o) < oo
(4.23) we =00, lim ¢(r) = oc.

Here we definepy and through (T).
In the case (4.19) we get

lim y = oc.
—w+

Suppose that

7z —v(y #+o0) ast — ws.
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Then from (3.1) we have a contradiction. Therefore
Z— 00 aSt — w+

since ifz < 0, thendy/dt < 0 andy — oo ast — w. is impossible. Now we
use (4.18) and transform (R) into (3.4).df denotes an acdatiom point of a solu-
tion w of (3.4), then it follows from Corollary 3.2 that in thesighborhood oft =,
we get a solutionp(t) of (E) represented as (3.8) for =0 and (3.10) for p.=More-
over since we get > 0 andc > 0, we do not obtain a solution of (E) far # 0, p.
As is shown in the proof of Lemma 3.1 and Corollary 3.2, (3.50pbtained from the
unique holomorphic solution

[eS)
w=p + Zangn
n=1

of (3.4), namely from a solution

7= p—ly3/2 (1 +Zany—n/2)
n=1

of (R). Existence of this is unique and so we denote thigsgs). Furthermore from
the unique existence afs(y), existence of (3.10) is also unique. So for (3.10) we put

¢'(t0) = bs.
If (3.8) is got from a solutiorz X ) of (R), then from @ p, we get
z5(y) < z(y).
Therefore if we put
¢'(to)) =b
for (3.8), then from (2.23) we have
bs > b.
If the case (4.20), we obtain

im y=0

1—ws

which is impossible. Moreover if the cases (4.21) and (4@2ur, we get

lim y = oo.

1—ws
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This contradicts Lemma 3.1.
Finally we suppose (4.23). Then df (¢) is bounded as — w., we have

jim 20~ i 20

t—ws e_)" 1—ws —)\e_)‘,

=0

and

lim y = lim A‘Z((b(t))a:oo

t—ws t—ws e~ M
This implies a contradiction
W+ < Q.

If ¢'(¢) is unbounded as — w., then from I'Hospital’'s theorem we get

@"(1) - iim 1 ((b(t))lm‘

e~ M

lim M = lim
fows 6= M 1w N2e— M 1—ws \2

On the other hand, since the orbit of the solutionz ) of (D)mz#ncross they axis
twice andz (=dy/dt) does not vanish twice,

lim y

1—ws

exists and hence

im 20

—w+ e_)"

does. Therefore this is equal to 8/, co and we get

lim y=o00, 1, O

—w+

respectively. However

lim y=o0, 0

—w+

cannot occur as above. Thus we have

lim y=1

—w+

This occurs only if the orbit = y ) of (D) gets into the region &b dz/ds > 0 in
the yz plane (cf. Lemma 2.3). Hence we obtain

2(y) < zs(y),  bs < b(=¢'(10))
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and (2.3) whereB # 0 from z(y) as above.
Now the case

O0<a<yt), b<biora=u(), b<—al

is left. However from (3.2) the solution y( ) of (R), (2.22) cent diverge toco as y
tends to a finite value. Moreover #f y( ) converges to Oyas> 1 — 0, then we get the
alternative of (2.11) and (2.12) and therefore a contraafict

2(y) < z1(y).
Thus the present case is reduced to the case
a > ’lﬁ(l‘o), b < by

and the proof of Theorem Il is completed. O
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