MODULAR FORMS OF HALF INTEGRAL WEIGHT AND
THE INTEGRAL OF CERTAIN THETA-FUNCTIONS
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§ 0. Introduction.

Recently G. Shimura [1] constructed modular forms of integral
weight from the forms of half integral weight. His construction is
rather indirect. Indeed, he proved that the Dirichlet series, obtained
from a form of half integral weight, multiplied by a certain L-function,
corresponds to a modular form of an integral weight by means of the
characterization of modular forms due to Weil.

In this paper, we shall give a more direct method of constructing
modular forms of integral weight, using Siegel-WeiΓs indefinite theta
series, and at the same time prove the conjecture related to the level of
such forms (the former part of (A) in §4 of [1]). The relation of the
theory of the theta series and Shimura's result was first pointed out by
T. Shintani [2]. Indeed, he constructed, in contrast to Shimura's result
modular forms of half integral weight, using an indefinite theta series,
and showed that this correspondence is almost reciprocal to Shimura's.
We note that our use of the theta series is, however, different from
Shintani's.

Let $N$ be a positive integer, $\chi$ a character modulo $4N$ and $\chi_1 = \chi\left(\frac{-1}{*}\right)^1$
with a positive integer $\lambda$. We denote by $H$ the complex upper half plane,
and by $x = (x_1, x_2, x_3)$ an element of the vector space $R^3$. For $g \in SL(2, R)$
we define a function on $R^3$ by $f(x) = (x_1 - ix_2 - x_3)\exp\left((-2\pi/N)(2x_1^2 + x_2^2 + 2x_3^2)\right)$. For $\kappa = 2\lambda + 1, z = u + iv \in H$ and for the lattice $L' = Z \oplus N Z \oplus (N Z/4)$ in $Q^3$, we define a theta series $\theta(z, g)$ by

$\theta(z, g) = \sum_{x \in L'} \tilde{\chi}_i(x_1) v^{(3-\kappa)/4}(\exp (2\pi i (u/N)(x_1^2 - 4x_1x_3))) f(\sqrt{v} g^{-1} x),$

where $\sqrt{v} \in R$ is viewed as a scalar of the vector space $R^3$, and
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$g \in SL(2, R)$ operates on $R^3$ through the symmetric tensor representation, that is, $gx = (x'_1, x'_2, x'_3) \in R^3$ is determined by

$$g\left(\frac{x_1}{2}, \frac{x_2}{2}, x_3\right)g = \left(\frac{x'_1}{2}, \frac{x'_2}{2}, x'_3\right).$$

This series is naturally derived from Weil's representation, and therefore a transformation formula in $z$ is guaranteed. Now, we consider the Petersson inner product of $\theta(z, g)$ with a cusp form of half integral weight with respect to $z$. Then, this inner product is a function of $g \in SL(2, R)$ which becomes a holomorphic modular form of integral weight on $H$. Such forms essentially coincide with those constructed by Shimura, as precisely stated below. Let $F(z)$ belongs to $S_\kappa(4N, \chi\left(\begin{smallmatrix}N \\ \ast \end{smallmatrix}\right))$; that is, $F(\sigma z) = \chi(d)\left(\frac{N}{d}\right)j(\sigma, z)^\kappa F(z)$ for every $\sigma = \left(\begin{smallmatrix}a & b \\ c & d \end{smallmatrix}\right) \in \Gamma_0(4N)$, where $j(\sigma, z) = \theta(\sigma z)/\theta(z)$ and $\theta(z) = \sum_{n=-\infty}^{\infty} \exp(2\pi i n^2 z)$. Then, $G(z) = F(-1/4Nz)$ with $w = -1/2Nw$ belongs to $S_\kappa(4N, \chi)$, and has a Fourier expansion $G(z) = \sum_{k=1}^\infty a(k) \exp(2\pi ikz)$. Determine $A_\kappa(n)$ by the relation

$$\sum_{n=1}^\infty A_\kappa(n)n^{-s} = L(s - \lambda + 1, \chi)\left(\sum_{k=1}^\infty a(k)k^{-s}\right),$$

where $L(s, \chi) = \sum_{n=1}^\infty \chi(n)n^{-s}$. Then, putting $w' = \xi' + i\eta' = -1/2Nw$ with $w = \xi + i\eta \in H$ and $\sigma_w = \left(\begin{smallmatrix}\eta^{1/2} \\ 0 \\ & \eta^{-1/2}\end{smallmatrix}\right)$, we obtain

**THEOREM.** Assume $\kappa \geq 7$, then the function

$$\Phi(w) = (2N)^{\kappa - 1}(-2Nw)^{-\kappa}(4\gamma)^{-1}\int_\mathbb{C} v^{\kappa / 2} \tilde{\eta}(z, \sigma_w)F(z) \frac{dudv}{v^2} \quad (z = u + iv)$$

of $w$ belongs to $\mathcal{O}_{1,\kappa}(2N, \chi^2)$ and has a Fourier expansion

$$c \sum_{n=1}^\infty A_\kappa(n) \exp(2\pi inw),$$

where $c = (-1)^{\kappa}N^{1/2 + 1/\sqrt{2}}2^{-1/2 + 1/\sqrt{2}}\Re(\sqrt{2} - i)^{\kappa}$ and $\mathbb{D}$ is the fundamental domain of $\Gamma_0(4N)$ on $H$.

We denoted by $\mathcal{O}_{1,\kappa}(2N, \chi^2)$ the space of integral modular forms $\Phi$ of weight $\kappa - 1$ satisfying $\Phi(\gamma w) = \chi(cw + d)^{-\kappa}\Phi(x)$ for $\gamma = \left(\begin{smallmatrix}a & b \\ c & d \end{smallmatrix}\right) \in \Gamma_0(2N)$. Denote by $\mathcal{O}_{1,\kappa}(2N, \chi^2)$ the subspace of $\mathcal{O}_{1,\kappa}(2N, \chi^2)$ which
consists of cusp forms. Then the function $\Phi$ in Theorem belongs to $\mathcal{S}_{-c}(2N, \chi^2)$ by virtue of the magnitude of the growth of $A_t(n)$.

This theorem assures that the above conjecture related to the level is true when $t = 1$ with the notation of [1]. The more general cases, when $t$ is an arbitrary square-free positive integer, are obviously reduced to this case. Details will be given in §3.

We note that, in contrast to the situation in the theorem, the integral of $\theta$ with respect to $w'$ is, as well known, an Eisenstein series according to the Siegel formula.

I wish to express my hearty thanks to Drs. T. Asai, T. Shintani and Y. Kitaoka, who gave me various important suggestions.

§ 1. Weil representation and theta series.

The purpose of this section is to explain the transformation formula of $\theta$ introduced in the preceding section. For this purpose, we introduce Weil representation under the formulation by Shintani [2]. Let $Q^{(n)}$ be a nondegenerate $n$ by $n$ symmetric matrix of signature $(p, q)$ with rational coefficients, and let $<x, y> = \chi x Q y$ be the inner product of $x$ and $y$ in $\mathbb{R}^n$. For $\sigma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ in $SL(2, \mathbb{R})$ and $f(x)$ in $L^1(\mathbb{R}^n)$, Weil representation $\sigma \rightarrow r_0(\sigma)$ is defined as follows:

$$(r_0(\sigma)f)(x) = \begin{cases} |a|^n/2 |(ab/2<x, x>)]f(ax), & \text{for } c = 0, \\
|\det Q|^{n/2}|c|^{-n/2} \int_{\mathbb{R}^n} e^{a<x, x> - 2<x, y> + d<y, y>}/2c} f(y)dy, & \text{for } c \neq 0, \end{cases}$$

where $e[x] = \exp(2\pi i x)$. Put $r(\sigma) = \varepsilon(\sigma)^{g-p}r_0(\sigma)$ with

$$\varepsilon(\sigma) = \begin{cases} \sqrt{i}, & \text{for } c > 0, \\
i^{1-\text{sgn } d}/2, & \text{for } c = 0, \\
\sqrt{-1}, & \text{for } c < 0. \end{cases}$$

Assume that $<x, x>$ takes integral values on the lattice $L$ in $\mathbb{R}^n$. Denote the dual lattice of $L$ by $L^*$, and for $h \in L^*/L$ and $f \in S(\mathbb{R}^n)$, define the series $\theta(f, h)$ by $\sum_{x \in L} f(h + x)$; then we obtain

**PROPOSITION 0** (Shintani). For $\sigma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{Z})$ such that
where \( c(h,k) \) is equal to
\[
\delta_{k,ah}e[(ab/2)\langle h,k\rangle]
\]
for \( c = 0 \), and equal to
\[
|\det Q|^{-1/2} \operatorname{vol}(L)^{-1}|c|^{-n/2} \sum_{r \in L\cap L} e((1/2c)(a\langle h + r, h + r\rangle - 2\langle k, h + r\rangle + d\langle k, k\rangle))
\]
for \( c \neq 0 \). Moreover, if \( c \equiv c\langle x, x\rangle \equiv 0 \) (mod 2) for every \( x \in L^* \) and \( cL^* \subset L \) are satisfied, then, for \( d < 0 \) and \( c \neq 0, c(h,k) \) is given by
\[
\delta_{k,ah} \sqrt{\frac{i}{(p-q)^{n+e}} |d|^{-n/2}} \sum_{r \in L\cap L} e\left[\frac{b\langle h + r, h + r\rangle}{2d}\right].
\]

**Corollary (Shintani)** 0. Under the same assumption as above, assume that \( f \) satisfies \( r(k(\theta))f = (\cos \theta - i \sin \theta)^{-\sigma/2}f \) for all \( \theta \), where \( k(\theta) = \left(\begin{array}{cc} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{array}\right) \) and \( \kappa \) is a positive integer, and put \( \theta(z,f,h) = v^{-\sigma/2}(r_\kappa f, h) \); then we get the transformation formula
\[
(\sqrt{i})^{(p-q)^{n+e}}(cz + d)^{-\sigma/2} \theta(az, f, h) = \sum_{k \in L^*/L} c(h, k) \theta(z, f, k), \quad (c \neq 0).
\]

Throughout this paper we determine \( \sqrt{z} = z^{1/2} \) by \(-\pi/2 < \arg z^{1/2} \leq \pi/2 \).

Now, we give some examples and explanations for later use.

**Example 1.** We consider the case \( n = 1, Q = (2/N), L = N\mathbb{Z} \) and \( f(x) = \exp(-2\pi x/N)^2 \), then we have \( p = 1, q = 0, L^* = \mathbb{Z}/2, r(k(\theta))f = (\cos \theta - i \sin \theta)^{-1/2}f \) and \( \theta(z, f, 0) = \theta(Nz) \), where \( \theta(z) \) is defined in \$0\$.

From Corollary 0, it follows for \( \sigma = \left(\begin{array}{cc} a & b \\ c & d \end{array}\right) \in \Gamma_0(4N) \) that \( (\sqrt{i})^{n+e}(cz + d)^{-\sigma/2} \theta(Nz) = c(0,0)\theta(Nz) \) and \( c(0,0) = (\sqrt{i})^{n+e} j(\sigma, z)(cz + d)^{-\sigma/2}(Nz/d) \).

We note that \( c(h,k) \) in Proposition 0 does not depend on \( f \). We can interprete this representation by the so-called Fock representation. We define a map \( I : L^4(R) \to H = L^4(C, \exp(-\pi z^2)dz) \) by the integral transformation \( (If)(z) = \int_R k(x,z)f(x)dx \), where \( f \in L^4(R) \) and \( k(x,z) = \exp(-\pi mx^2)e[x\sqrt{mz}] \exp((\pi/2)z^2) \), then \( I \) is bijective and maps the Hermit
function \( \exp(\pi mx^2) \) in \( L^2(\mathbb{R}) \) to the polynomial \( z^e \) in \( H \) up to a constant multiple. Moreover one can easily check, by direct calculations, that \( Ir(k(\theta))f = (\cos \theta - i \sin \theta)^{-i/2}M(e^{it})f \), where \( f \in L^2(\mathbb{R}) \), \( Q = (m) \) and \( M(e^{it}) \) is the map such that \( M(e^{it})g(z) = g(e^{it}z) \) for \( g(z) \in H \).

In this way we can find a function \( f_{1,e} \) in \( L^2(\mathbb{R}) \) satisfying

\[
Ir(k(\theta))f_{1,e} = (\cos \theta - i \sin \theta)^{-i/2}M(e^{it})f_{1,e},
\]

for a positive integer \( e \). Namely,

\[
f_{1,e}(x) = H_x(2\sqrt{\pi}mx^2),
\]

where \( H_x(x) = (-1)^e \exp(x^2/2) \frac{d^e}{dx^e} \exp(-x^2/2) \) is a so-called Hermite polynomial.

Put again \( m = 2/N \) and let \( L \) be as above; then \( \theta(z,f_{1,0},0) = \theta_{1,e}(z) = \sqrt{2\pi} \sum_{k=-\infty}^{\infty} \exp(2\pi i Nzx^2) \) satisfies \( \theta_{1,e}(az) = \left( \frac{N}{d} \right)^{1/2} j(q, z)(cz + d) \theta_{1,e}(z) \) according to the independence of \( c(h,k) \) to \( f \). In the same way \( \theta_{1,e}(-1/4Nz) = (2N)^{-i/2} \sqrt{2\pi} \sum_{k=-\infty}^{\infty} \exp(2\pi i z^2)H_x(2\sqrt{2\pi}zx) \) can be shown with \( \theta_{e}(z) = (2N)^{-i/2} \sum_{k=-\infty}^{\infty} \exp(2\pi i z^2)H_x(2\sqrt{2\pi}zx) \).

**Example 2.** Next we consider the case \( n = 2 \) and \( Q = (2/N) \times \begin{pmatrix} -2 & 0 \\ 0 & -2 \end{pmatrix} \), that is, \( \langle x, y \rangle = (-4/N)(x_1y_2 + x_2y_1) \) and \( L = 4NZ \oplus (N\mathbb{Z}/4) \), then \( p = q = 1, r = r_z \) and \( L^* = Z \oplus (Z/16) \), and \( 4N L^* = L \) satisfies the assumption of proposition 0. Put \( L' = Z \oplus (N\mathbb{Z}/4), h \in L' \): then for \( \sigma = (a \ b \ c \ d) \in \Gamma_0(4N), c(h,k)_z = \delta_{k,ah} \) and \( \theta(r_0(\sigma)f,h) = \theta(f,ah) \) are valid.

If \( f \in S(\mathbb{R}^2) \) satisfies \( r(k(\theta))f = e^{it}f \), and if we define \( \theta_{2,e}(z,f) \) by

\[
\theta_{2,e}(z,f) = \sum_{h \in L'/L^*} \mathcal{Z}_e(h_0) \theta(z,f,h),
\]

then we obtain

\[
\theta_{2,e}(az,f) = \mathcal{Z}_e(d)(cz + d) \theta_{2,e}(z,f).
\]

We explain how to find \( f \) with this property. Put \( Q = m \times \begin{pmatrix} -2 & 0 \\ 0 & -2 \end{pmatrix}, m > 0 \). We define partial Fourier transformation \( F \) by

\[
(Ff)(x_1,x_2) = \sqrt{2m} \int_{-\infty}^{\infty} f(x_1,t) \exp(4\pi i m t x_2) dt,
\]

\[
(F^{-1}f)(x_1,x_2) = \sqrt{2m} \int_{-\infty}^{\infty} f(x_1,t) \exp(-4\pi i m t x_2) dt.
\]
One can easily check that $r(\sigma)f = FR(\sigma)F^{-1}f$, where $(R(\sigma)f)(x) = f((x_1, x_2)\sigma)$, and so $r$ is a representation of $SL(2, \mathbb{R})$ although Weil representation is not always a multiplicative representation. Put $f'(x_1, x_2) = (x_1 + ix_2)^r \times \exp(-2m\pi(x_1^2 + x_2^2))$, $f_{2, i}(x) = (F f')(x) = \sqrt{2} (\sqrt{4m})^{-1}H(\sqrt{4m}(x_1 - x_2)) \times \exp(-2m\pi(x_1^2 + x_2^2))$; then $R(k(\theta))f' = e^{2\pi i \theta}f'$ and $f_{2, i}$ has the required property. Generally, the Weil representation commutes with the action of the orthogonal group of $Q$ on $L^2(R^n)$. In the present case, the elements of that group are diagonal matrices in $SL(2, \mathbb{R})$. Put $f_{2, i}(\eta^{-1}x_1, \eta x_2)$ with $f_{2, i}$ above, and put $m = 2/N$. Put $\theta_{2, i}(z, \eta) = \theta_{2, i}(z, f')$. Then we have

$$\theta_{2, i}(z, \eta) = v^{(1-\epsilon)/2} \sum_{x_1, x_2 \in Z} \chi_i(x_1)$$

$$\times \exp \left( -2\pi iux_1x_2 - \frac{Nv}{4} \pi x_1^2 \eta^2 - \frac{4v}{N} \pi x_1 \eta^{-2} \right)$$

$$\times H\left( 2 \sqrt{\frac{2}{N}} \pi u \left( x_1 \eta^{-1} - \frac{N x_2}{4} \eta \right) \right).$$

Observing that $f_{2, i} = Ff'$ and using the Poisson summation formula, we obtain a different expression of $\theta_{2, i}$:

$$\theta_{2, i}(z, \eta) = \left( \frac{8\pi}{N} \right)^{i+1} (\sqrt{2\pi})^{-1} \eta^{-i-1} v^{-i}$$

$$\times \sum_{x_1, x_2 \in Z} \chi_i(x_1)(x_1 \bar{z} + x_2)^r \exp \left( -\frac{4\pi}{N\eta^2} |x_1 \bar{z} + x_2|^2 \right).$$

**EXAMPLE 3.** We denote by $r_1^{(i)}$ the Weil representation in the vector space $V_i$, $(i = 1, 2, 3)$, and by $L_i, L_i^*$, $r_1^{(i)}$, $h_i \in L_i^*$ and $c_1(h_i, k_i)$, corresponding lattices, etc. If $V_3$ is the orthogonal sum of $V_1$ and $V_2$, then $r_1^{(3)} = r_1^{(1)} \otimes r_1^{(2)}$, $r_1^{(3)} = r_1^{(1)} \otimes r_1^{(2)}$, and $c_2(h_3, k_3) = c_1(h_1, k_1)c_2(h_2, k_2)$ is obvious for $h_3 = (h_1, h_2), k_3 = (k_1, k_2)$. If $n = 3, Q = \frac{2}{N} \begin{pmatrix} 1 & -2 \\ -2 & 1 \end{pmatrix}$ and $L = 4NZ \oplus NZ \oplus (NZ/4)$, then, according to preceding two examples, we have

$$c(h, k) = \delta_{h, a(h)(\sqrt{d})^{en}} j(\sigma, z)(cz + d)^{-1/2} \left( \frac{N}{d} \right)$$

for $f \in L^2(R^n), \sigma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(4N)$ and $h, k \in L'/L$ with $L' = Z \oplus NZ \oplus (NZ/4)$. Consequently, if $r(k(\theta))f = (\cos \theta - \sin \theta)^{-i/2}f$ is satisfied, then, defining $\theta_{f, i}(z, f) = \sum_{h \in L'/L} \chi_i(h)\theta(z, f, h)$, where $\chi_i(h) = \chi_i(h_i), h \in L'/L$. Then we have
\( (h_1, h_2, h_3) \) and \( \kappa = 2 \lambda + 1 \) is an odd integer, we obtain

\[
\theta(\alpha z, f) = \chi(d) \left( \frac{N}{d} \right) j(\alpha, z)(cz + d)^{\kappa} \theta(z, f)
\]

by Corollary 0. One can take here \( f_{1, \varepsilon} (x_2) f_{1, \varepsilon} (x_1, x_2), (\varepsilon = 1, \ldots, \lambda) \), or their linear combinations for such \( f(x) \). In view of \( (x - iy)^{\varepsilon} = \sum_{i=0}^{\lambda} \left( \begin{array}{c} \lambda \\ \varepsilon \end{array} \right) H_{-\varepsilon}(x) H_{\varepsilon}(y)(-i)^{\varepsilon}, f_\varepsilon(x) = (x_1 - ix_2 - x_3)^{\varepsilon} \exp \left( -m \pi (2x_1^2 + x_2^2 + 2x_3^2) \right) \)

is available, too. On the other hand, the action of \( SL(2, R) \) in \( R^3 \) defined in \( \S.0 \) gives an isomorphism of \( SL(2, R) \) with the orthogonal group of \( Q \). Let \( g f \in L^2(R^3) \) be defined by \( (gf)(x) = f(g^{-1}x) \) and \( m = 2/2 \); then \( \theta(z, g) \) defined in \( \S.0 \) coincides with \( \theta(z, gf) \). The action of \( r_\varepsilon(k(\theta)) \) commutes with that of \( g \) in \( L^2(R^3) \), \( gf \) has the same property as \( f \), and the required transformation formula of \( \theta(z, g) \) is

\[
\theta(\alpha z, g) = \chi(d) \left( \frac{N}{d} \right) j(\alpha, z) \theta(z, g).
\]

**Remark.** We note that \( f \) has the property \( f_\varepsilon(k(\theta)x) = e^{2\pi i \varepsilon} f_\varepsilon(x) \), and so \( \theta(z, gk(\theta)) = e^{-2\pi i \varepsilon} \theta(z, g) \).

\( \S.2. \) Construction of the modular forms identical with Shimura's (Proof of the theorem).

Let \( F(z) \) be in \( S_* \left( 4N, \chi \left( \frac{N}{*} \right) \right) \). Since \( F(z) \) is rapidly decreasing at each cusp of \( \mathbb{D} \), while \( \theta(z, g) \) is at most slowly increasing there, the following integral is well defined:

\[
\Phi(w) = (4\pi)^{-1} \int \Phi \phi(z, w) F(z) \frac{dudv}{v^2}.
\]

Put

\[
\Phi(w) = \Phi \left( -\frac{1}{2Nw} \right) (2N)^{-1} (-2NW)^{-2i}
\]

(this is the function given in Theorem). Then, in view of

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} x_1 \\ x_2/2 \\ x_3 \end{pmatrix} \begin{pmatrix} a & c \\ b & d \end{pmatrix} = \begin{pmatrix} x'_1 \\ x'_2/2 \\ x'_3 \end{pmatrix},
\]

i.e.
\[ x'_1 = a'x_1 + abx_2 + b'x_3 \]
\[ x'_2 = 2cax_1 + (ad + cb)x_2 + 2bdx_3 \]
\[ x'_3 = c'x_1 + cdx_2 + d'x_3 \]

and \( a, d \in \mathbb{Z}, c \in \mathbb{N}/2 \) and \( b \in 4\mathbb{Z} \) for \( \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \Gamma = \left( \begin{array}{c} 2 \\ \frac{1}{2} \end{array} \right) \Gamma_0(2N) \left( \begin{array}{c} 1/2 \\ 2 \end{array} \right) \), both lattices \( L = 4\mathbb{N} \oplus \mathbb{N}/2 \) and \( L' = \mathbb{Z} \oplus \mathbb{N}/2 \) are stable by \( \gamma \), and \( x'_1 \equiv a^2x_1 \) (mod 4N) for \( x = (x_1, x_2, x_3) \in L' \), so we obtain \( \theta(z, \gamma g) = \chi'(d)\theta(z, g) \) and consequently.

\[ \Psi(\gamma w) = \chi'(d'(c'w + d'))^2\Psi(w) \]

for \( \gamma = \left( \begin{array}{cc} a' & b' \\ c' & d' \end{array} \right) \in \Gamma_0(2N) \), recalling the remark in the preceding section.

It is easy to see that \( \theta(z, \sigma_w) \) is slowly increasing on \( H \times H \). Therefore, if \( \Psi(w) \) is holomorphic on \( H \), then we can conclude that \( \Psi \) is an integral modular form of weight 2\( \lambda \) and so is \( \Phi \), too. The holomorphy of \( \Psi \) is a direct consequence of Shintani’s result

\[ D_\theta \theta(z, g) = \left( 4\nu^2 \left( \frac{\partial^2}{\partial u^2} + \frac{\partial}{\partial v^2} \right) - 2\nu \kappa \left( \frac{\partial}{\partial u} + i \frac{\partial}{\partial v} \right) \right) \theta(z, g) + \kappa \left( \frac{\kappa}{4} - 1 \right) + \frac{3}{4} \theta(z, g) \]

where \( D_\theta = \frac{1}{4} \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right)^2 + 2 \left( \begin{array}{cc} 0 & 1 \\ 0 & 1 \end{array} \right)^2 \left( \begin{array}{cc} 0 & 1 \\ 0 & 1 \end{array} \right)^2 \) is the Casimir operator on \( SL(2, \mathbb{R}) \), (see [2], \( \S \ 1 \)). By the Green’s formula we have

\[ D_\theta \int_{\mathbb{H}} \psi(r, z, g) F(z) \frac{du dv}{v^2} = \lambda(\lambda - 1) \int_{\mathbb{H}} \psi(z, g) F(z) \frac{du dv}{v^2} \]

equivalently

\[ \left( \gamma^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) - 2\lambda \eta \left( \frac{\partial}{\partial x} \right) \right) \Psi(w) = 0. \]

Put \( \Psi(w) = \sum_{m=-\infty}^{\infty} a_m(\gamma) \exp(2\pi i m \xi) \). Then, from the above partial differential equation, we have \( a_m(\gamma) = b_m \exp(-2\pi m \eta) + c_m \exp(-2\pi m \eta) \times \int_0^\eta \eta^{-2t} \exp(4\pi m \eta) d\eta, (m \neq 0) \) and \( a_0(\gamma) = b_0 + c_0 \eta^{-2t+1} \), where \( \exp(-2\pi m \eta) \times \int_0^\eta \eta^{-2t} \exp(4\pi m \eta) d\eta = 0 (\eta^{-2t+1}\eta^{2\pi m \eta}) \). On the other hand \( \gamma^2 \Psi(w) = 0(\gamma + 1/\gamma) \) uniformly in \( \xi \) as will be showed. Thus \( a_m(\gamma) = 0((\gamma + 1/\gamma) \eta^{-t}) \), since
\[ \int_0^1 \gamma^{2\xi} \theta(w)^2 d\xi = \sum_{m=-\infty}^{\infty} |a_m(\gamma)|^2 \gamma^{2\xi}. \]

Hence we have \( c_m = 0, \) \((m > 0),\) and \( b_m = 0, \) \((m < 0),\) \((c_m = 0, \) \((m \leq 0))\) considering the behavior at \( \infty \) (resp. at \( 0)). Thus \( \theta(w) \) is holomorphic on \( H. \) We show \( \eta^{2\xi}\theta(w) = 0(\eta + 1/\eta). \) Using the notation in § 0, \(|\theta(z, \sigma_{w0})| \leq v^{(3-\xi)/4} \sum_{x \in \Lambda} |f(\sqrt{v} \sigma_{w0}^{-1})| .\)

Put \( M = \mathbb{Z}/4 \oplus \mathbb{Z}/4 \oplus \mathbb{Z}/4, \) then \[
\sum_{x \in \Lambda} |f(\sqrt{v} \sigma_{w0}^{-1})| \leq \sum_{x \in \Lambda} |f(\sqrt{v} \sigma_{w0}^{-1})| = \sum_{x \in \Lambda} |f(\sqrt{v} \sigma_{w0}^{-1})| \quad \text{for } \gamma \in \text{SL}(2, \mathbb{Z}).
\]

If \( \eta > c > 0 \) and \( |\xi| < c, \) then there exist \( 0 < h_j(x) \in \mathbb{S}(\mathbb{R}), \) \((j = 1, 2, 3))\) such that \[
|\begin{pmatrix} 1 & \xi/\eta \\ 0 & 1 \end{pmatrix} f(x) | \leq h_1(x_1) h_2(x_2) h_3(x_3)
\]
for all \( x = (x_1, x_2, x_3) \in \mathbb{R}. \) Thus \[
\sum_{x \in \Lambda} |f(\sqrt{v} \sigma_{w0}^{-1})| = 0((\sqrt{v}^{-1} + 1)^2(\sqrt{v}^{-1} \eta + 1))
\]
for \( w = \xi + i\eta, \) \((|\xi| < c, \eta > c_1 > 0). \) Put \( U = \{ w = \xi + i\eta | |\xi| \leq \frac{1}{2}, \eta > 0, |w| \leq 1 \}. \) Let \( c_1 < 1/2, c_2 > 1/2 \) and choose \( \gamma \in \text{SL}(2, \mathbb{Z}) \) for \( w \in H \) such that \( \gamma w \in U. \) Then \[
\sum_{x \in \Lambda} |f(\sqrt{v} \sigma_{w0}^{-1})| = 0((\sqrt{v}^{-1} + 1)^2(Im \gamma w + 1)) = 0((v^{-3/2} + 1)(\eta + \eta^{-1})) .
\]

Thus \(|\theta(z, \sigma_{w0})| = 0(v^{(3-\xi)/4}(v^{-3/2} + 1)(\eta + \eta^{-1}))\) for all \( w \in H \) and \( z \in H, \) and \( \eta^{2\xi}\theta(w) = 0(\eta + \eta^{-1}) \) for all \( w \in H. \)

We can also give a different proof of the holomorphy of \( \theta \) which is expected to be extended to the case \( \kappa = 3, 5 \) with some modification. For this, it is enough to investigate the generators of \( S_4 \left( 4N, \chi\left( \frac{N}{*} \right) \right) \)
which are given by Poincaré series \( G_n(z) = \sum \chi(d)\left(\frac{N}{d}\right)j(\sigma, z)^n |cz + d|^{-s} \times \exp(2\pi in\sigma z) \), \((\sigma = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \mathcal{G}_\infty \backslash \mathcal{G}/(4N), \ n = 1, 2, \cdots \) . Put

\[
\psi_n(w) = (4\eta)^{-1} \int_0^\infty v^{\nu/\bar{\nu}}(z, \sigma_w) G_n(z) \frac{dv}{v^2} = (4\eta)^{-1} \int_0^\infty v^{\nu/\bar{\nu}}(z, \sigma_w) e^{2\pi inz} \frac{dv}{v^2} .
\]

Then, we can easily evaluate this integral and have \( \psi_n(w) = \sum_{k=1}^{h(n)} c_{n,k} \psi_{n,k}(w) \), where \( c_{n,k} \) are constants and, denoting by \( X_k, (k = 1, \cdots, h(n)) \), representatives of \( \mathcal{G}/(2N) \)-equivalence classes of

\[
\{ X = \left( \begin{smallmatrix} 2^{-1} & x_1/2 & x_2/2 & x_3/2 \end{smallmatrix} \right) (2^{-1} & 2) \left| \det X = -\frac{nN}{4}, x \in L \right. \} ,
\]

\( \psi_{n,k}(w) \) is given by

\[
(c_0 w + d_0)^{-1} \sum \chi'(\gamma)(a\gamma_k w + b)^{-1}(c\gamma_k w + d)^{-1} ,
\]

\( \gamma = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in A_k \backslash \mathcal{G}_k \).

The meaning of the letters \( A_k, \Gamma_k, \cdots \) is as follows: \( \gamma_k = \left( \begin{smallmatrix} a_k & b_k \\ c_k & d_k \end{smallmatrix} \right) \) is determined by \( X_k = \pm \frac{\sqrt{nN}}{2} \gamma_k^{-1} \left( \begin{smallmatrix} 1 \\ 1 \end{smallmatrix} \right) \gamma_k^{-1} \) and \( \det \gamma_k = 1 \). We set \( \Gamma_k = \gamma_k \Gamma_0(2N) \gamma_k^{-1} \). \( A_k \) means the stabilizer in \( \Gamma_k \) of \( \gamma_k X_k \gamma_k \), and \( \chi' \) is a character of \( A_k \backslash \Gamma_k \). Thus, we have proved the holomorphy of \( \psi_n \), and consequently of all \( \psi \).

Now, let \( \Omega(s) \) be the Mellin transform of \( \Phi(i\eta) \), the convergence of which will be shown later; then

\[
\Omega(s) = \int_0^\infty \Phi(i\eta) \eta^{s} \frac{d\eta}{\eta} = (-1)^s (2N^{i}(2N)^{-s}) \int_0^\infty \psi(i\eta^{-1}) \eta^{s-1} \frac{d\eta}{\eta} = (-1)^s (2N^{i-4}s^{-1}) \int_0^\infty \psi(i\eta^{-1}) \int_0^\infty v^{\nu/\bar{\nu}}(z, \sigma_\nu^{-1}) F(z) d\zeta \frac{d\eta}{\eta}
\]

with \( d\zeta = dudv/v^2 \). From the definition of \( \theta(z, g) \) and the relation
\[(x - iy)^i = \sum_{\epsilon = 1}^{i} \left( \frac{\lambda}{\epsilon} \right) H_{i-1}(x)H_i(y)(-i)^s,\]

we have a simple expression

\[\theta(z, \sigma_{\epsilon}) = \left( 2 \sqrt{\frac{2\pi}{N}} \right)^{-i} \sum_{\epsilon = 1}^{i} \left( \frac{\lambda}{\epsilon} \right) (-i)^s \theta_{i-1}(z, \eta) \theta_{i,\epsilon}(z)\]

for \(\theta(z, \sigma_{\epsilon})\), where \(\theta_{i-1,\epsilon}, \theta_{i,\epsilon}\) are the functions defined in §1. Therefore, changing the order of integration formally for a moment, justification of which will be given later, we obtain

\[\Omega(s) = c_i(s) \sum_{\epsilon = 0}^{i} \left( \frac{\lambda}{\epsilon} \right)^i \int_{\mathbb{R}} v^{1/2} F(z) \partial_{1,\epsilon}(z) \left[ \int_{0}^{\infty} \bar{\theta}_{i-1}(z, \eta^{-1}) \eta^{i-1} \frac{d\eta}{\eta} \right] d\omega\]

with \(c_i(s) = (-1)^i (2N)^{i/2} (2\sqrt{2\pi/N})^{-i}\). Note that we can exchange the summation and the integration as above. By virtue of the different expression of \(\theta_{i,\epsilon}\) given in Example 2, the integral in the bracket becomes an Eisenstein series

\[\left( \sqrt{\frac{8\pi}{N}} \right)^{i-\epsilon+1} \sqrt{2\pi}^{-1} \frac{(-i)^{-\epsilon} \lambda^{-\epsilon-1} \left( \frac{N}{4\pi} \right)^{(\epsilon+1)/2}}{2} \int \int \chi \left( \chi_1(z) (x_1 z + x_2)^{i-\epsilon} |x_1 z + x_2|^{-\epsilon-1} \right) \]

Changing the variable \(z\) to \(-1/4Nz\) and using \(G(z) = F(-1/4Nz)(4N)^{-i/4} \times (-iz)^{-s/2}\) and

\[\theta_{i,\epsilon}(-1/4Nz) = (2N)^{i/2} (\sqrt{-2iz})^{i+1} \theta_i(z)\]

we obtain

\[\Omega(s) = c_i(s) \sum_{\epsilon = 0}^{i} \left( \frac{\lambda}{\epsilon} \right)^i \left( \sqrt{2\pi} \right)^{i-\epsilon+1} \chi_i I_i(s),\]

where \(c_i(s)\) is like \(c_i(s)\) above and \(I_i(s)\) is given by

\[I_i(s) = \int_{\mathbb{R}} G(z) \partial_{i}(z) \left( \frac{8 - \epsilon + 1}{2} \right) \sum_{x_1, x_2 \in \mathbb{Z}} \chi \left( x_1 (4N x_2 z + x_2)^{i-\epsilon} |4N x_2 z + x_2|^{-\epsilon-1} \right) d v z\]

\[= \pi^{-i \left( \frac{s+\epsilon+1}{2} \right)} \Gamma \left( \frac{8 - \epsilon + 1}{2} \right) \left( s - \lambda + 1, \chi_i \right) \times \int_{0}^{\infty} \int_{\mathbb{R}} G(z) \partial_{i}(z) \left( 4^{s+\epsilon+1} \right) d v z\]
containing Rankin's arguments. We note that $\theta_\varepsilon(z) = 0$ if $\varepsilon$ is odd.

The convolution appearing in $I_e(s)$ is easily computed by the Fourier expansion $\theta_e(z) = \sum_{\varepsilon = -\infty}^\infty (2\varepsilon)^{-it} H_e(2\sqrt{2\pi \varepsilon} k) \exp(2\pi k^2z)$ and by the partial integration, that is,

$$\int_0^\infty \int_0^1 G(z) \theta_{\varepsilon}(z) d\nu(z) \frac{dv}{v} = 2^{1-t}(4\pi)^{-it/2}(s - 2)(s - 2)\cdots(s - \varepsilon)\Gamma\left(\frac{s - \varepsilon}{2}\right)\Gamma(s),$$

where $D(s) = \sum_{\varepsilon = 1}^\infty a(k^2)k^{-s}$ with $G(z) = \sum_{\varepsilon = 1}^\infty a(k) \exp(2\pi ikz)$. Using well known formulas of $\Gamma$-function, we obtain

$$I_e(s) = 2^{1-t}2^{-s/2}\Gamma(s)\Lambda_{s}(s - \lambda + 1, \chi_i)D(s),$$

consequently, we have

$$Q(s) = c(2\pi)^{-1/2}\Lambda_{s}(s - \lambda + 1, \chi_i)D(s),$$

where $c$ is the constant given in §1.

There still remains the investigation of the asymptotic behavior of $\Phi(\varepsilon y)$ as $\varepsilon \to 0$ and $\infty$. But, it is exactly same as that in Shimura's paper. In fact, $\theta_{2,\varepsilon}(z, \eta)$ is majorized by $\eta^{-1+\varepsilon}v^{-t+2}F_e(z, \eta)$, where $F_e(z, \eta)$ is given by

$$F_e(z, \eta) = \sum_{x_1, x_2} |x_1z + x_2|^2 \exp\left(-\frac{4\pi}{N\eta^2} |x_1z + x_2|^2\right),$$

$(x_1 \in Z, x_2 \in Z, (x_1, x_2) \neq (0, 0))$.

Therefore, if $\beta$ be the smallest integer $\geq (\lambda - \varepsilon)/2$, then

$$F_e(z, \eta) \leq \left\{\begin{array}{ll}
\ell' \eta^{\beta+1}e^{-\eta^{1/2}/v^{1/2}}, & \eta < 1, \ v > c > 0, \ c < \frac{\sqrt{3}}{2}, \\
\ell \eta^{(\beta+1)}e^{-\eta^{1/2}/v^{1/2}}, & \eta > 1, \ v > c > 0, \ c < \frac{\sqrt{3}}{2},
\end{array}\right.$$

where $\ell, \ell'$ and $h$ are positive constants depending only on $\varepsilon$ and $c$.

Put $U = \{z = u + iv \in H \mid |u| \leq \frac{1}{2}, \ |z| \geq 1\}$, choose $\gamma_i \in SL(2, Z)$ such that $\bigcup_{\gamma_i} \gamma_i U \supseteq \emptyset$ and put $T(z) = v^{t/2} \theta_{2,\varepsilon}(z)F(z)$, then $T(\gamma_i z) = 0(g_i(v))$ for $z \in U$ where $g_i$'s are some rapidly decreasing functions. Put $F'_e(z, \eta) = \eta^{-1+\varepsilon}v^{-t+2}F_e(z, \eta)$, then

$$\int_0^1 |T(z)\theta_{2,\varepsilon}(z, \eta^{-1})|dz \leq \sum_{\gamma_i} c_\ell \int_U |T(\gamma_i z)F'_e(\gamma_i z, \eta^{-1})|dz.$$
\[ \times d\zeta \leq \sum_{i=1}^{k} e_i \int_{e}^{e} v^{\nu}g_i(v) \exp(-\pi \nu^2 h\zeta) dv \] hold for all \( \gamma > 1 \) with some constants \( e_i, \nu_i, \alpha \). Since \( \gamma^2\beta^s g_i(v) \exp(-\pi \nu^2 h\zeta) \) for \( \mu > 0 \) with some constant \( C_\mu \) and \( \gamma^2\beta^s g_i(v) \exp(-\pi \nu^2 h\zeta) dv \leq C_\mu \), with some constant \( C_\mu \), then \( \int_{e}^{e} |T(z)\vartheta_{\lambda, \mu}(z, \gamma^{-1})| d\zeta = 0(\gamma^{-s}) \) for any \( \mu > 0, (\gamma > 1) \). In the same way we get \( = 0(\gamma^s) \) for any \( \mu > 0, (\gamma < 1) \). Thus, \( T(z)\vartheta_{\lambda, \mu}(z, \gamma^{-1}) \) is integrable on \( (z, \gamma) \in S \times R^+ \). Hence the formal computations are justified, and the theorem is proved.

§ 3. Supplementary discussions.

We assume \( k \geq 7 \). The main theorem of Shimura [1] is as follows. Let \( G(z) = \sum_{n=1}^{\infty} a(n)e(nz) \) be an element of \( S_k(4N, \chi) \), let \( \chi \) be a square-free positive integer, let \( \chi_t = \chi(-1)^t \) be a character, and put \( \Phi_t(w) = \sum_{n=1}^{\infty} A_t(n)e(nw) \) with \( A_t(n) \) determined by the equality
\[ \sum_{n=1}^{\infty} A_t(n)m^{-s} = \left( \sum_{m=1}^{\infty} \chi_t(m)m^{1-s} \right) \left( \sum_{m=1}^{\infty} a(m^2)m^{-s} \right). \]

Then, \( \Phi_t \) belongs to \( \mathcal{S}_{s-1}(N, \chi^2) \) with a certain positive integer \( N_t \).

In § 4 of [1], he conjectured that \( 2N \) can be taken as \( N_t \).

**COROLLARY TO THE THEOREM.** The above conjecture is true.

**Proof.** Since \( G(tz) = \sum_{n=1}^{\infty} b(n)e(nz) \) belongs to \( S_k(4tN, \chi(t)) \), our theorem implies that \( \Phi'(w) = \sum_{n=1}^{\infty} B_t(n)e(nw) \), determined by the equality
\[ \sum_{n=1}^{\infty} B_t(n)m^{-s} = \left( \sum_{m=1}^{\infty} \chi_t(m)m^{1-s} \right) \left( \sum_{m=1}^{\infty} b(m^2)m^{-s} \right), \]

belongs to \( \mathcal{S}_{s-1}(2tN, \chi^2) \). Since \( b(m^2) \) is equal to \( a(tk^2) \) or \( 0 \) according as \( m = tk \) or \( t \) does not divide \( m \),
\[ \sum_{n=1}^{\infty} B_t(n)m^{-s} = \left( \sum_{m=1}^{\infty} A_t(m)m^{-s} \right)t^{-s} \]

holds and so \( B_t(n) = A_t(n/t) \) or \( 0 \) according as \( t \mid n \) or \( t \nmid n \). Hence, \( \Phi'(w) = \Phi_t(tw) \), and so \( \Phi_t(\sigma w) = (cw + d)^{\mu} \chi(d)\Phi_t(w) \) for all \( \sigma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \) with \( \Gamma(2N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \mid b \equiv 0(b) \right\} \). Put \( \Gamma = \left\{ \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix} \right\} \)
\[ \varepsilon \in \mathbb{Z} \}. \] Then, since \( \Gamma'(2N) \) is generated by \( \Gamma_0 \) and \( \Gamma_1(2N) \), \( \Phi_t \) belongs to \( \mathcal{S}_{-1}(2N, \chi) \).

By considering the reproducing kernel function of the space \( S_\chi(4N, \chi(\frac{N}{*})) \) and the orthogonality relation, we can also give the inverse map like Shintani's. We denote by \( \varphi' \) the map \( G \to \varphi'(G) = \Phi_t \) and put \( \varphi = c \varphi' \) with the constant in Theorem. Denote by \( \varphi \) the map \( F \to \varphi(F) = \Psi \) with the notation used in the first paragraph of \( \S \, 2 \).

Then, our theorem says that the diagram

\[
\begin{array}{ccc}
S_\chi(4N, \chi(\frac{N}{*})) & \xrightarrow{\varphi} & \mathcal{S}_{-1}(2N, \chi) \\
\downarrow & & \uparrow \tilde{\tau} \\
S_\chi(4N, \chi(\frac{N}{*})) & \xrightarrow{\varphi} & \mathcal{S}_{-1}(2N, \chi)
\end{array}
\]

is commutative, where we denote by \( i, \tau \) the maps \( G(z) \to i(G)(z) = G(-1/4Nz)(4N)^{-z^4}(-iz)^{-z^2}, \tau(w) \to \tau(\Psi)(w) = \Psi(-1/2Nw)(2N)(-2Nw)^{-z^2} \), respectively. For the sake of simplicity, we assume that \( \varphi' \) is bijective and that \( G_i, (i = 1, \ldots, d) \), are the common eigen-functions of the Hecke operators which form a basis of \( S_\chi(4N, \chi) \). Put \( F_i = i(G_i), \Psi_i = (\tau^{-1} \circ \varphi)(G_i) \) and \( \Phi_i = \varphi(G_i) \). Then, \( F_i, \Psi_i \) and \( \Phi_i \) are the orthogonal basis of \( S = S_\chi(4N, \chi(\frac{N}{*})) \), \( \mathcal{S}_{-1}(2N, \chi) \) and \( \mathcal{S}_{-1}(2N, \chi) \), respectively, because \( \Phi_i \)'s also are the common eigen-functions of the Hecke operators. We denote by \( (\ast, \ast) \) the Petersson inner product. Put \( K(z, z') = \sum_{i=1}^{d} c_i F_i(z) \overline{F_i(z')} \) with \( c_i = (F_i, F_i)^{-1} \), then \( K(z, z') \) is a reproducing kernel function of \( S \), i.e. \( (F(z), K(z, z')) = F(z') \). Define \( \tilde{\theta}(z, w) = (K(z, z'), \eta^{-i} \theta(z', \sigma_{zw})) \), then, we have \( (F(z), \tilde{\theta}(z, w)) = (F(z), \eta^{-i} \theta(z, \sigma_{zw})) = \varphi(F)(w) \) and \( \tilde{\theta}(z, w) = \sum_{i=1}^{d} c_i F_i(z) \overline{\Psi_i}(w) \). Therefore, \( (\tilde{\theta}(z, w), \overline{\Psi_i}(w)) = c_i (\Psi_i, \overline{\Psi_i}) F_i(z) \). Put \( F(z) = (\theta(z, \sigma_{zw}), \overline{\Psi_i}(w)) \). Then, as is proved in [2] for a special case or can be proved with slight modification for many other cases, \( F(z) \) belongs to \( S \), hence \( F(z) = c_i (\Psi_i, \overline{\Psi_i}) F_i(z) \), and we obtain a way to get the inverse image of \( \varphi' \) as far as the common eigen-functions concern.

In [3], K. Doi and H. Naganuma constructed a Hilbert modular form with respect to a real quadratic field \( \mathbb{Q}(\sqrt{D}) \) from an integral modular form of one variable. This situation is similar to that of [1], and the methods of the proofs of [1], [3] are the same. Thus, [3] can
be reformulated by means of the ideas of this paper. In this paper, we used the theta series of a ternary zero form, and the discussion was based on the classical isomorphism, $O(2, 1) \approx SL(2, \mathbb{R})$. We can find a quaternary quadratic form $Q$ with signature $(2, 2)$, which does not split over $\mathbb{Q}$ but splits over $\mathbb{Q}(\sqrt{D})$, such that the orthogonal group of $Q$ is isomorphic to $SL(2, \mathbb{R}) \times SL(2, \mathbb{R})$ and the group of units of $Q$ corresponds to the Hilbert modular group with respect to $\mathbb{Q}(\sqrt{D})$. The theta series of $Q$ takes the place of $\theta(z, g)$, in this case, and the inner product of this theta series with a cusp form of one variable gives rise to a Hilbert modular form.
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