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§1. Introduction

Let M be an almost-complex space of class C* and denote by ¢g® its almost-
complex structure tensor satisfying ¢ab¢sc=—3a5.

If ¢.*> and a positive definite Riemannian metric tensor gj; on M satisfies
grs¢.jrga¢8=gj;; then M is called an almost-Hermitian space and if an almost-Hermitian
space satisfies Ojpinj=0 where ¢ji=g,ip;7, then the space is called an almost-
Kaillerian space.

Almost-complex space, almost-Hermitian space and almost-Kihlerian space are
called complex space, Hermitian space and Kihlerian space respectively if the
Nijenhuis tensor Nj;# constructed from ¢;i vanishes [6].

In a 2n-dim. Hermitian space X,,, we consider a contravariant vector v and a
covariant vector u;, and if v satisfies

(1.1 0iv2=0, dv7=0,

where the Latin indices take the values 1, -+, n, 1, .-+, n and the Greek indices run
over the range 1, -.., n, then v’ is called analytic. It is well known that in.a Kihle-
rian space, (1.1) is equivalent to
Virr=0, Vi072=0 or ¢;!Vivh—pihV vi=0
where V denotes the ‘operator of covariant derivative w.r.t. the Riemannian connec-
tion.
Similarly if u; satisfies the following
(L2) Oitha =0, Ozt4z=0
which is, in a Kihlerian space, equivalent to

Vite=0, Vaitz=0 or ¢;!Viti— itV 1u;j=0,

then u; is called analytic [6].

Now if we try to generalize the notion of analytic vector in a Hermitian space
X,n to an n-dim. almost-Hermitian space X, then we shall have the following
definition [3], i.e. in an almost-Hermitian space, we say that a contravariant vector
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vi is almost-analytic if it satisfies
1.3 V i+ ooV ! —0r(V 0 )p1r=0
and a covariant vector x; is almost-analytic if it satisfies
a9 V itk prt V rtht + ¢t (V e orS)ths— 0t (V et ths =0

where the Latin indices run over 1, 2, --- n.

S. Tachibana, in [3], gave a necessary and sufficient condition that a vector in
an almost-Kihlerian space be almost-analytic and recently S. Koto, in [1] gave a
necessary and sufficient condition that a contravariant vector in his *QO-space be
almost-analytic.

The main purpose of this paper is to try the same thing for vectors in an
almost-Hermitian space.

§2. Curvature tensor

We considers the Riemannian connection {J-’"} in an n-dim. almost-Hermitian

space X, and let Rgji#* be the curvature tensor field defined in the usual manner, that
is,

(2-1) Rpjik=0r {,h,} —aj{:i} + {1:'1} {jli} - {,hz} {kl,}
and put Rji=R,ji", Rrjin=grnRrjir and

R¥pj= %SD“bRaberDk’-

From the definition (2.1), we have R(x;)ir=0, Rr;j(in)=0.
The Ricci’s identities are given by the following forms for tensor ¢;/ and vector [2],
@22 ViV joit—V iV epit= Rijrhpi” — Rrji" ook
transvecting (2.2) with g#i{, we get
(2.3) V7V iort=Rijrh@i7+Ri?@orh+V iV rp7h
On the other hand, by the Bianchi’s identity, we have
€)Y Rijrhgai'=%— 07 (Rijrh— Ryjih) = % @i Riyjh.
Hence, (2.3) turns to

2.5) V'VjﬂOrh:%Sﬂi'Rirjh+RjrgDrh+VjvrSDrh
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and therefore

2.6) | QItVIVrpji= -21~ 0@ Raprioii+Ry1+ @1tV ,Vigji

=Ri,— R*1,+¢1'V ,Vigpji.

Moreover, by the Ricci’s identity, we have

@n leiSD“bVavaz‘:—;—901i50“b<VaVbUi'—‘VbVavi)

= _;_ Saliwab(_- Rabis'vs) f— __USR*IS.

§3. Somo properties of *QO-space, almost-Kidhlerian space and K-space
Here an *O-space implies an almost-Hermitian space satisfying

' ab —
(3'1> >FOJ',' Vangh—O

where %07 = 2 (3%3%+pji®) [1].

4
In an *O-space, since ¢i!Vipjr=¢iVipin, Njir=grsNji* can be written in the
form '

(3.2) Njin=0i}(Vi1pin—V ioin) — @il (V 10 in— V j@1n)
=20;!(Vigin—Vipin)

and we get, easily, from (3.1),

B3 Vipil =0.
Almost-Kihlerian space, as we stated in the preceding paragraph, implies an almost-
Hermitian space satisfying

def.

3.4 Fiin=V join-+Viphi+Vreii=0
and K-space [4] implies an almost-Hermitian space satisfying

3.5 Vigie+Vip=0.
Moreover, it can be verified that almost-Kihlerian space and K-space are both *O-
spaces. In fact, putting

Pjin=%0%V apsh="V j@in+0;j%0i®V apsh,

Qjin =*07’,’-(V abh+V 50ha+V h0at) =V join+V iohi+¢80i%(V abh+ V 6@ ha)
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and writing out their squares, we get

3.6) %— PjipPiih= %jSth"h =(Vipi)V jpin+0i%pit(Vapsn) Vipih

which shows that P;;»=0 is equivalent to Qji»=0. Thus, we see that if Vjpin=0,
then we get *O;f’;vagobh:O. On the other hand, from (3.5), it follows easily that

*078V apsn=0.
And therefore, in an almost-Kihlerian space, we have, from (3.2),

@G.D Njin=—20iV rpti=—20nVi¢pji
and in a K-space, we have

3.8 Njin=4¢'Vi1pin.
But, in a K-space, we have also following relations [4]:

3.9 (Vjpab)V ipab=Rji— R*ji, R¥*ji=R¥ij, Njcin=0.
Hence, we get, from (3.8)

(3.10) N;inNiig=16¢0j/(V 19in) 75V soir=16(V rpis) V rpts

=16(Rnr— R¥ne).

§4. Contravariant almost-analytic vectors in an almost-Hermitian space

Let X, be an almost-Hermitian space and » be a contravariant vector in: X,.
When v is a contrvariant almost-analytic vector, we have, from (1.3),

def.
“.1) —Pijk=V jvr+ @701V 0! — 0" (V rp ;i ) p1r=0

and therefore we have, from —;‘—gabk(vtgofb)ij=0,

L ost(Vipit) v ot % 9" (V 9tV »v5— %v’(vtsofb)verO ie.

2
4.2 %‘U’(Vrgojb) Vit 4+ 0 rs(Vrpi®) V jor=0
and
“.3 - ‘ ViPjr=0.

And moreover, we get
49 ViPjx+ %vf(v 0i8) V k030 +075(V 1) V jor=0.

Hence (4.2) and (4.3), or (4.4) is a necessary condition for » to be almost-analytic.
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To prove the converse, writing out the square of Pj:, we get
4.5) %P,-kpfk

=(V ) Vivk4 07 01e(Vivk) V v} — 207 0 e (V I0¥) V r 0 5} +lvav'CV r@ib) Vaplt,
2

Consequently, we have

(4.6) -%—ijPfk+Vf(ijvk)= —;—ijPfk—l-(Vijk)vk-l"ijVjvk

=vk[ VIiPjr+ —%—U’(Vrngb)thpjb‘l“SDbjCVkSDaj)V“Ub 1

From (4.6), it follows that if the space X, is compact, then by virtue of Green’s
theorem, we have

4.0 SXn[ vk {VIiPjr+ % vr(Vreis) Vipit+¢pi(Vrpal) Vavd) — -21— PjrPi*}do=0

where do means the volume element of the space X,. (4.7) shows that, if the space
is compact, then (4.2) and (4.3), or (4.4) is a sufficient condition for a vector v to
be almost-analytic.
In this place, by using (2.6) and (2.7), ViPjr can also be written as
ViPjr=— ViV jor— @701V iV 0! +0v7(ViV,0iDoir— 97 (V) Vier
+Vivr (V0D o+v7(Vr0)Vip—Viei (VD ek
=— VIV juk— 05 R¥ks+ 0" (R*ky— Rkr — 0V » Vipji) — @7 (V) Vipi
+Vivr(Vs,oiDeoi+v" (Vi) Vipi—Vipi7(V )ik
=—VIV jor— 0" Rek+ Vivr(Vsork+ Vrors) i +07' (V70 ) Vigik
— ki yVipii— Vipir(V )ik

Consequently,
ViPjr + -%—U'(Vrgojl) Vit +0r1(Virpi) V jur

=— VIV itk— 0" Rre+ Vivr(Vigr+ Vror) il + Vivr (Ve i) ori4+ v (V,0i ) Vien
+ % V(VroiD) Vepil— 07 iV yVipji—Vipir(V,0) ek
=— VIV jvk— 0" Rer+ Vivr(Vipre+ Vrori+ Vieoir) @il + 21_ v7(Vrpil)
X (Vio+Vipri+ Vep;il)
=—VIiVjtk—0"Rpr+ (0, i V7ol + —;-U’Vrngl)Fjlk—U'gokinngoji— Vipir(V o)k
Thus, we have the following

. TreoreM 4.1. In a compact almost-Hermitian space, a necessary and sufficient con-
dition that a contravariant vector vi be almost-analytic is that vi satisfy
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e ViV ivk+0"Rok— Vivr(Vsork+ V rors )0 5— 0" (V20 Vipik
+vr okt V,Vipji+ Vip;7(V0)ew=0,
30 (Vr0iD) Vagil+ pri(VagiDV jor=0
or
@) ViVt R (prd V7ol + L0V piD Pkt 0 oni ¥, Vigji
+Vipir(V,v)e1r=0.

Next, we consider a contravariant almost-analytic »¢ in an *O-space.
We have, from (1.3),

48 VVrpit—@i? Vi@, i Vior=0
and then multiplying (4.8) by Vipri, we get
4.9 v"(Vipri) Vr0it— @i (Vieri) Vi 0i+0,i(Vipri) Vjor=0
but since, by (8.1), ¢,i{(Vipri) Vivr=—0ii(Vipr,)Vjvr, (4.9) can also be written as
(410 v (Vigr) Vrpii—207(Vipri) V,vi=0 |
and similarly, multiplying (4.8) by Vip#/, we get
(4.11) v"(Vip) Vr0ii—20;7(Vipr!) V,0i =0,
Forming (4.10) - (4.11), we find
v"(Vroi)Vipik+ Vivr(Vsere+ Vrers)p;s=0.
Hence, on taking account of (3.3), we have, from (1) in Theorem 4.1,
(4.12) ViV jor+v"Rrr=0

and therefore, we get, from (2),
(413 (sDer’U’—i-iv’Vrgoﬂ)Fﬂk:O i.e. Finfoil=0
2 st
where £ is the operator of Lie derivative.
v

Thus we have the following
TuHreOREM 4.2. In a compact *O-space, a necessary and sufficient condition that a
contravariant vector vi be almost-analytic is that vi satisfy

ViV ivk+v"Rre=0, Fjinfepil=0.
v
That is the result obtained by S. Koto [11.

If the space is an almost-Kidhlerian space, we have, from Theorem 4.2 or (2) in
Theorem 4.1, the following result obtained by S. Tachibana [3]:
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TaeoreM 4.3. In a compact almost-Kihlerian space, a necessary aud sufficient
condition that a contravariant vector vi be almost-analytic is that it satisfy
ViV jve+v7 Rre=0.

Finally, if the space is a K-space, then
:3[%erkv ryl+ %vr(Rrk—R*rk) 1

Thus we have, from Theorem 4.2, the following

THEOREM 4.4 In a compact K-space, a necessary and sufficient condition that a
contravariant vector vi be almost-analytic is that vi satisfy

ViV ive+v"Rre=0, Nr1x V70! + 207 (Rrt— R¥rr)=0
This is the result obtained by S. Tachibana [4].

§5. Covariant almost-analytic vectors in an almost-Hermitian space

Again let X, be an almost-Hermitian space and #: be a covariant vector in X,.
If u; is almost-analytic, then we have, from (1.4),

def
(5.1 —Pjr="V jur+ @i ort V rtht + @t (Ve 0pDths— 9 it (V k) ths =0

or from ¢;7pit Prs=0,
(6.2) V itk 7okt V rtht — ot (V jotS)tts+rt (V@i )tus=0
and then forming (5.1) - (5.2), we find
(53 wlei!(Viprs— Vrpt)— et (Vipis— V ipts) 1=0 ie. Nirsus=0 [5].

Consequently, we have, from (5.1)

(5.9 —ijd;f V itk + @7 ort V rths + —z—s[ﬁﬂftCVthks—— Vepts) Fort(Vipis— Vipts)1=0,
ViQjr=0.
On the other hand, we have, from [(Vip)pik—(Vips)pik]x (5.2),
(5.5 ViU o (Vipis— Vipis) + 0l (Vipks— Veels) 1+ 2usVipld(V jois— Vipis) =0.

Next, we shall go to the converse.
Writing out the square of Pjz we get

%ijPik: (Viur)V jur+ @i* ort (V rtht ) V itk + ¢ it (V 1 0rS) s V Iuk — ¢ it (V ko) s V iuk



30 S. SAWAKI

kbW aprs(V aths)ths— k0 (V k2 ths V aths— V kp35(V apk®) usus
+%V“g0ks(Va§0kb)usub+ —;— Vrpas(V k@pad)usus
and therefore we have
(5.6) —%—ijPik + Vi(ukQjr) = % PixPik+uxV iQir+ (Viuk) Qjk
=uk[ ViQjr+ —;—soj‘(vuozk— Viptk) Viul — %gozf(Vtgojk— Viotk) Vit
Fus(Vapit— Vipak) Veplt+Viw (Vipik— Viotk) ot ]
=£§[2V iQik+ Viu {1t (Vipik—V jotk) + 0t (V toie— V 19tk)}
+2us(V apir— Vipak) Vapld],
Hence, if X, is compact, then we obtain, by Green’s theorem,
(6D §X”[—21—u’¢ {2Vfij+(V1'u’)gaI‘(V}gojk— Vieth) +(Viu)pit(Vipik— Viper)
+2us(V apie— V 1par) Vapib} — %ijPik]da=0.

Thus, from (5.4), (5.5) and (5.7), we have the following

TueoreM 5.1. In a compact almost-Hermitian space, a necessary and sufficient
condition that a covariant vector u: be almost-analytic is that w: satisfy any ome of the
JSollowing two conditions:

€)) ViQir=0, (Viu)loit(Vipjt— Viptk) +¢it(Vipik— Viptr) ]
+2us(V joie— Vipik) Viplt=0, ’

@ 2ViQir+ (ViDL 1! (Vigir— Vo) + ¢ (Vipie— Viptr) ]
+2us(V jpir— Vipik) Vipit=0

where Qjkr=—V jur— @;i" okt V rthst — %s[goj‘(v toks— Vkpts) +ort (Vipis— Vipts) ]

In this place, using (2.7),VJQ;r can be written in the form
| - (58) ViQjk=— VIV jur+usR¥es— 0 i* (VIiprt ) V rtht — ot (V i@7) V rtht

—%V"[ uspit (Vieprs— Vipts) Fusort (Vepis— Vipes) 1
| If the space X, is an *O-space, then we get, by (3.2) and (3.1),

(5.9) 01t (Vipik— V jotk) + ¢t (Vioik— Viptk) = -%—Nljk'{‘ —;‘— Njir=0,

(5.10) Viplt(V jois— Vipjs)= % (Vigis— Vipjs)(Viptt—Vipit)
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= ——%goj“goz‘(VagOcs—choas)(quo”’—V’gofb)
. 1 N s Nicb
=73 jes .
By virtue of (5.9) and (3.3), (5.8) turns to

(5.1D) ViQjr=— ViV jur+usR¥rs— @i (VIiprt) V rtbt.
Thus, from the condition (1) in Theorem 5.1, we have the following
TueoreM 5.2. In a compact *O-space, a necessary and sufficient condition thal! a
covariant vector ui; be almost-analytic is that u: satisfy
ViV jte—us R¥ks+ ¢ j3(Viprd) V athp=0, u*N;jirNiip=0

and if the rank of the matrix ||N;jirN7iig|| is n, then there exists no covariant almost-
analytic vector other than the zero vector. ‘

We next assume that the space X, is an almost-Kihlerian space. On taking
account of (3.7), we have the following

THEOREM 5.3. In a compact almost-Kihlerian space, a mecessary and sufficient
condition that a covariant vector ui be almost-analytic is that ui satisfy

VjVjuk'—usR*ks'*‘—%NkjiViuj=0, u'NjirN7iig=0,

Perhaps this is a different result from the one obtained by S. Tachibana [3].
Finally, let X, be a K-space. Now u N;iyNJ/iz=0 is equivalent to »”N;;»=0 and
by (3.8) this last equation turns to

(¢12) : 'V rpj1=0.
Operating V7 to (5.12) and multiplying by ¢/, we get
o' (VU Vrpjt+u o' Vivrpji=0
or by (2.6) and (3.5)
513) (V) st (Rer— Rby) =0
and moreover, by (3.9), (5.13) can also be written as
G19H —1i(Vips)V jthr+uwr (V rj1) V s =0.

From (5.14), it follows that if u”V,p;i=0, then ¢//(Vips")V jur=0.

But in K-space, u”N;i»Niip=0 i.e. w(Re—R*#)=0 or w(V,pjD)Vrpi'=0 is equi-

valent to wV,p;1=0 and therefore, according to theorem 5.2, we have the following
TueoreM 5.4. In a compact K-space, a necessary and sufficient condition that a

covariant vector u; be almost-analytic is that ui satisfy
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VjVjuk_usts:O, ur(Rrk—R*rk)‘—"O

and in a K-space, if the rank of the matrix ||R.r— R*,|| is n, then there exists no

~ covariant almost-analytic vector o'her than the zero vector.

TueoreM 5.5. In a compact K-space, a harmonic vector w; is almost-analytic if
and only if w (Rrr— R*,1)=0.

These theorems in *O-space can also be obtained from the following Theorem
5.6.

That is, since for a covariant almost-analytic vector i, (5.3) holds good, (5.1)
is equivalent to

(6.15) Vjur+oimort V s+ %us[ it (Vipks— Vrots) +ort (Vipjs— V jpes) 1=0,
.Njksus:-o.

Thus, in an *O-space, by virtue of (5.9), we have the following
TueOREM 5.6. In an *O-space, a vector ui is covariant almost-analytic if and only if

*0%0V aus=0, Njrsus=0

Theoem 5.1. was written following the advice of Mr. S. Koto, to whom 1 want
to express my hearty thanks.
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