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Let f(x) be a polynomial with integral coefficients and let, for
c > 0, S(f(x), c) =

�
j (mod c) exp(2πı f(j)

c
). If f is a cu-

bic polynomial then it is expected that
�

c≤X S(f(x), c) ∼
k(f)X4/3. In this paper, we consider the special case f(x) =

Ax3 + Bx and propose a precise formula for k(f). This conjec-
ture represents a refined version of the classical Kummer con-
jecture.

1. INTRODUCTION

In the first paper of this series, we presented some conjec-
tures about the asymptotics of

∑
c≤X S(f(x), c) where,

with f(x) ∈ Z[x] and e(y) = exp(2πiy), we set

S(f(x), c) =
∑

0≤j<c

e

(
f(j)

c

)
.

In particular, if deg f = 3 we postulated that∑
c≤X

S(f(x), c) ∼ k(f)X
4
3

as X → ∞. The constant was not determined but we
expressed the expectation that, in this case, Re(k(f)) > 0
and Im(k(f)) = 0.

In this paper, we study the case f(x) = Ax3 + Bx

in detail and conjecture a precise formula for k(A,B) =
k(Ax3 + Bx). In the case B = 0, it is actually possible
to prove an asymptotic formula (see [Patterson 02]). Un-
fortunately the experimental investigations we describe
here reveal a computational error in that paper and in
this paper we shall correct it. Although the expectation
Re(k(f)) > 0 of [Patterson 03] is often fulfilled, more
extensive calculations have shown that it is not justified
in full generality. The computations described here have
become more extensive as the hardware available to the
author has become more powerful.

The conjectures of this paper are based on computa-
tions that cover X ≤ 100, 000, |B| ≤ 1, 001, and A in the
range 1 ≤ A ≤ 12 and A = 16, 25, 27, 32, 49, 64, 81, 121,
125, 128. For any given value of A, all values of B were
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computed simultaneously and took about 7 days com-
puting time with a 1.6-GHz machine. The prime powers
up to 128 were needed to clarify a number of points; and
all were necessary to clarify aspects of the conjecture.
With slower machines the time needed increases, putting
a practical limit on what is feasible. Since the method
employed was to study the Fourier transform of k(A,B)
as a function of B, it was necessary to use a large range
of B.

Since Ax3 + Bx is odd, k(A,B) is real. As we indi-
cated above, we found that, according to the conjecture,
it is possible that k(A,B) = 0 and k(A,B) < 0; the first
example occurs when A = 8 and B is odd; the second
example occurs when A = 16 and B is odd. The conjec-
tures of this paper not only indicate how the conjectures
of [Patterson 03] have to be modified but also why it
is frequently the case that the positivity conjectured in
[Patterson 03] holds.

2. THE CONJECTURE

Before we discuss the conjecture we shall recall the main
theorem of [Patterson 02] in its corrected version.

Theorem 2.1. For A ∈ Z, A �= 0 there is a constant k(A)
so that, for ε > 0,∑

c≤X

S(Ax3, c) = k(A)X
4
3 + O(X

5
4+ε)

with

k(A) =
1

4(2π)−
2
3 Γ( 2

3 )L(2,
(−3

∗
)
)
· π

3
√

3
·A− 1

3 ·
∏

pk‖A

Tp(pk)

where

Tp(pk) = p[k/3]+p[(k−1)/3]

1+p−1

if k ≥ 1, p ≡ 1 (mod 3)

=
(
p[k/3] + p[(k−1)/3]

)
1+p−1

1+p−2 − 2p−1

1+p−2

if k ≥ 1, p ≡ 2 (mod 3)

= 3[ k
3 ] + 3[ k−1

3 ] − 1
3

if k ≥ 1, p = 3.

The modification occurs in the case p ≡ 1(mod 3).
In the version in [Patterson 02], reproduced in [Pat-
terson 03], the value of Tp(pk) was given as p[k/3] +
p[(k−1)/3] − p−1. For k = 1, this means that the old fac-
tor was 2 − p−1, whereas in the new version it is 2

1+p−1 .

In the case of the smallest relevant prime p = 7, where
13
7 = 1.8571 . . . has to be replaced by 7

4 = 1.75, the dif-
ference is of the same order of magnitude as the “experi-
mental errors” of the values estimated from the numerical
data quoted in [Patterson 02, page 727]; the new formula
fits somewhat better with experiment.

Note that we have also made use of the gamma func-
tion properties to reformulate the constant. It is also
significant for our purposes that π

3
√

3
= L(1,

(−3
∗
)
).

To formulate the conjecture we also need the Ramanu-
jan sums; for clarity we shall write these as

c(a, b) =
∑

x (mod b)
(x,b)=1

e
(ax

b

)
.

This can easily be given in “finite form” but it will gen-
erally be more illuminating for us to use this definition.
We recall that this function is multiplicative in the sec-
ond variable and that when p � | Ao

c(paAo, p
d) = ϕ(pd) if a ≥ d

= −pd−1 if a = d − 1
= 0 otherwise,

where, as usual, ϕ denotes the Euler totient function.
We shall denote, as usual, the Hilbert symbol at p

(a prime or ∞) by (·, ·)p.

Conjecture 2.2. For A ∈ Z, A �= 0 there is a constant
k(A,B) so that∑

c≤X

S(Ax3 + Bx, c) ∼ k(A,B)X
4
3

with

k(A,B) =
1

4(2π)−
2
3 Γ( 2

3 )L(2,
(−3

∗
)
)
·A− 1

3 ·
∏

p|3AB

Tp(A,B),

where if p|/AoBo

Tp(paAo, p
bBo) =

1

1 − 1
p2

(
−3
p

)
{ ∑

0≤3j≤a

c(pbBo, p
j)

+
∑

[a/3]<j<a
j≡a (mod 2)

c(pbAoBo, p
j)p

a−3j
2

+
∑

[a/3]<j<a
j≡a+1 (mod 2)

∑
x (mod pj)

(
x

p

)
e

(
pbAoBox

pj

)
p

a−3j
2

+
∑
a≤j

c(pbBo, p
j)
(−3

p

)a−j

pa−2j

}

if p �= 2, 3
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=
∑

0≤3j≤a

c(3bBo, 3j) +
∑

[a/3]<j≤a
j≡a (mod 2)

c(3bAoBo, 3j)3
a−3j

2

+
∑

[a/3]<j<a
j≡a+1 (mod 2)

∑
x (mod 3j)

(x

3

)
e

(
3bAoBox

3j

)
3

a−3j
2

+
∑
a<j

∑
x (mod 3j)

(x

3

)
e

(
3bAoBox

3j

)
3a−2j

√
3i

if p = 3

=
1

1 − 1
4

{ ∑
0≤3j≤a

c(2bBo, 2j)

+
∑

[ (a+1)
3 ]<j<a

j≡a (mod 2)

c(2bBo, 2j)2
a−3j

2

+
∑

[ (a+1)
3 ]<j<a

j≡a (mod 2)

∑
x (mod 2j)

2|/x

e

(
2bAoBox

2j

)
e(x/4)2

a−3j
2

+
∑

[ (a+1)
3 ]<j<a−1

j≡a−1 (mod 2)

∑
x (mod 2j)

2|/x

e

(
2bAoBox

2j

)
e(x/8)2

a−3j+1
2

+
∑
a≤j

c(2bBo, 2j)(−3, 2)a−j
2 2a−2j

}

if p = 2.

The sums appearing in the conjecture are—for fixed
a, b—finite and can be easily calculated; we shall give the
values below. Note that the function Tp(A,B) is normal-
ized so that if p|/3AB then Tp(A,B) = 1 and we could
represent the product as being over all primes. Also, it
would be natural to multiply Tp(A,B) by

(
1 −

(
−3
p

)
1
p2

)
and to remove the the term L(2,

(−3
∗
)
) from the definition

of the constant. For the moment, the formulation above
is more convenient. In the last term of the conjecture
we have written (−3, 2)2 rather than −1 for conceptual
clarity.

It should be emphasized that, whereas for small a

there is reasonably good evidence for the conjecture, as
will be discussed below, this is not so for large a. The
number of computations where a is large is quite small.
Moreover, the two cases where there is more extensive
evidence, namely A being a power of 2 or 3, are some-
what special. Even so, in the case p = 3 the evidence

comes from the cases a ≤ 4 and in the case p = 2, from
a ≤ 7. Beyond these, one has only the single, third power
125. Therefore, the aspects of the conjecture pertaining
to large a are based to a large part on intuition and on
some questionable æsthetics and should be treated with
the corresponding skepticism.

As we have indicated above, one can express the indi-
vidual terms as “finite” expressions. If p �= 2, there are
four terms in the definition of Tp(A,B) and, if p = 2,

five. There is no difficulty in combining the first, second,
and last terms. If p �= 2, 3 these terms contribute the
following to T (p(paAo, p

bBo):




1 if a = 0, b = 0,

0 if a ≥ 3, b <
[

a
3

]
,

(
1 − 1

p2

(
−3
p

))−1 (
p[ a

3 ] + p[ a−1
3 ] − p

a−b
2

)
if
[

a
3

] ≤ b < a − 1, b ≡ a (mod 2),

(
1 − 1

p2

(
−3
p

))−1 (
p[ a

3 ] + p[ a−1
3 ] − p

a−b−1
2 − p

a−b−3
2

)
if
[

a
3

] ≤ b < a − 1, b ≡ a − 1 (mod 2),

(
1 − 1

p

(
−3
p

))−1
(

Tp(paAo) −
(

1
p

(
−3
p

))b−a+1
)

if b ≥ a − 1.
(2–1)

It was in verifying the last identity in (2–1) that the error
in the calculation of Tp became evident. For p �= 2, 3 the
contribution from the third term is

(−AoBo

p

)
p

a−b−2
2

when 1 ≤ a−b
2 ≤ [

a+1
3

]
and b ≡ a(mod 2), and zero

otherwise. When p = 2, the contribution from the third
term is

2
a−b
2 −2(−1,−AoBo)2

if 1 < a−b
2 ≤ [

a+2
3

]
and a ≡ b(mod 2), and zero other-

wise; and the contribution from the fourth term is

2
a−b
2 −3{(2,−AoBo)2 + (−2,−AoBo)2}

if 2 < a−b
2 ≤ [

a+3
3

]
and a ≡ b(mod 2), and zero other-

wise.
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When p = 3, the contribution from the first, second,
and last terms is




1 if a = 2, b = 0,
0 if a ≥ 3, b < [a/3],

3[ a
3 ] + 3[ a−1

3 ] − 3
a−b
2 if

[
a
3

] ≤ b < a,
b ≡ a (mod 3),

3[ a
3 ] + 3[ a−1

3 ] − 4 · 3 a−b−3
2 if

[
a
3

] ≤ b < a,
b ≡ a − 1 (mod 3),

T3(3aAo) +
(−AoBo

3

)
1

3b−a+1 if b ≥ a.

The contribution from the third term is
(−3,−AoBo)33

a−b−2
2 if 1 ≤ a−b

2 ≤ [
a+1
3

]
and b ≡ a

(mod 2), and is zero otherwise.

3. AN INTEGRAL REPRESENTATION

The formulation of Conjecture 2.2 is not entirely sat-
isfactory, because of its ad hoc nature. It is therefore
incumbent upon us to reformulate it in such a form that
demonstrates a “natural” derivation from the polynomial
Ax3+Bx and one which at least can be extended to more
general cubic polynomials. The first remark is that, by a
classical theorem of Euler, one has∫ ∞

−∞
exp(2πiξ3)dξ =

1
2(2π)−

2
3 Γ( 2

3 )
,

from which it follows that, as X → ∞
∫ ∞

−∞
exp

(
2πi

Aξ3 + Bξ

X

)
dξ ∼ X

1
3

2(2π)−
2
3 Γ( 2

3 )
A− 1

3

which then gives a straightforward meaning to the
“archimedean” factor in Conjecture 2.2.

To deal with the “non-archimedean” terms we make
use of Weil’s integral (defined in [Weil 64, Section 14,
Theorem 2])

Gp(a) =
∫

Qp

ep(aξ2)dξ (3–1)

where we define ep on Qp to be the continuous character
such that ep(x) = e(−x) for all x ∈ Z[ 1p ] ⊂ Q. If we set
e∞ = e then (ev) defines a character on QA trivial on Q.
The Haar measure on Qp is taken to be the self-dual mea-
sure with respect to ep. The integral in Equation (3–1) is
improper and there are many ways to define it; we shall
understand it as

lim
R→∞

∫
|ξ|p≤R

ep(aξ2)dξ.

One can give an analogous definition in the case of R

with ep replaced by e; we write G∞(a) for this integral.
Next, we define

γv(a) = |a| 12v Gp(a)

where v denotes either a prime or ∞. Thus γv(a) depends
on a, modulo squares. Weil [Weil 64, Section 28] showed
that

γv(ab)γv(1) = (a, b)vγv(a)γv(b)

where as before (·, ·)v denotes the (quadratic) Hilbert
symbol at v. Weil also proved the global theorem
[Weil 64, Section 30]

∏
v

γv(a) = 1

for a ∈ Q×. This represents a modern version of Gauss’
determination of the sign of the Gauss sum. One can
determine the γv explicitly. The case v = ∞ is due to
Euler and one has

γ∞(a) =
1 + sgn(a)i

2
.

If p �= 2 is a prime then one has γp(u) = 1 when u

satisfies |u|p = 1 and γp(p) = ε−1
p , where εp = 1 if p ≡ 1

(mod 4) and εp = i if p ≡ 3(mod 4). For p = 2, we have
ε2(u) = 1−i if u ∈ Z2 and u ≡ 1(mod 4) and ε2(u) = 1+i
if u ≡ −1(mod 4). We also have γ2(2) = 1 − i . Using
these values we can deduce all the remaining values of
γv.

More generally, we need the integral∫
|ξ|p≤R

ep(aξ2)dξ

where p is a prime. If p �= 2 this is easy to determine; it
equals R if |a|pR2 ≤ 1 and equals |a| 12p γp(a) otherwise. If
p = 2 then the integral is again R if |a|2R2 ≤ 1 and it is

|a| 122 γ2(a) if |a|2R2 ≥ 4. In the remaining case |a|2R2 = 2,
the integral is 0.

Now we can turn to the first integral which interests
us here. We shall prove the following proposition.

Proposition 3.1. Let f(x) = Ax3 + Bx and let p be a
prime. Let A = paAo and B = pbBo where Ao and Bo

are p-units. Let R = p−δ where δ ≥ 0 is an integer. Set
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Ip(A,B) =∫
|u|p=R

∫ ∫
|x−y|p≤ρ

ep

(
f(x) − f(y)

(x − y)u

)
dxdydu. (3–2)

Then, if p �= 2, 3 we have Ip(A,B) =




ρp(a−5δ)/2c(B, pδ) if ρ2 < pa−δ,

a ≡ δ (mod 2)

ρp(a−3δ−1)/2(p,−3AoBo)p if ρ2 ≤ pa−δ,
a ≡ δ − 1 (mod 2),
b = δ − 1

0 if ρ2 ≤ pa−δ,
a ≡ δ − 1 (mod 2),
b �= δ − 1

pa−2δc(B, pδ)
(

−3
p

)a−δ

if ρ2 ≥ pa−δ.

(3–3)

If p = 2 then I2(A,B) =




ρ2(a−5δ)/2c(B, 2δ) if ρ2 ≤ 2a−δ−2,
a ≡ δ (mod 2),
δ �= b + 2

ρ2(a−5δ)/2(c(B, 2δ) if ρ2 ≤ 2a−δ−2,
+2δ−1(−1,−AoB0)2) a ≡ δ (mod 2),

δ = b + 2

ρ2(a−3δ−3)/2((2,−AoBo)2 if ρ2 ≤ pa−δ−2,
+(−2,−AoBo)2) a ≡ δ − 1 (mod 2),

δ = b + 3

0 if ρ2 ≤ 2a−δ−2,
a ≡ δ − 1 (mod 2),
δ �= b + 3

0 if ρ2 = 2a−δ−1

2a−2δc(B, 2δ)(−1)a−δ if ρ2 ≥ 2a−δ.
(3–4)

If p = 3 then I3(A,B) =


ρ3(a−5δ)/2c(B, pδ) if ρ2 ≤ 3a−δ,

a ≡ δ − 1 (mod 2)

ρ3(a−3δ)/2(3,−3AoBo)p if ρ2 ≤ 3a−δ,

a ≡ δ (mod 2),
b = δ − 1

0 if ρ2 ≤ 3a−δ,

a ≡ δ (mod 2),
b �= δ − 1

3a−2δ(−3,−AoBo)3 if ρ2 > 3a−δ,

b = δ − 1

0 if ρ2 > 3a−δ,

b �= δ − 1.

(3–5)

Proof: The proof is merely a computation. Writing x =
y + h, the integral in Equation (3–2) becomes∫

|u|p=R

∫
|h|p≤ρ

∫
ep

(
3Ay2+3Ayh+Ah2+B

u

)
dydhdu.

By completing the square we can evaluate the integral
over y:∫

|u|p=R

∫
|h|p≤ρ

ep

(
Ah2

4u
+

B

u

) ∣∣∣∣3A

u

∣∣∣∣
− 1

2

p

γp

(
3A

h

)
dhdu.

Now we can compute the integral over h. This yields

ρ

∫
|u|p=R

ep

(
B

u

) ∣∣∣∣3A

u

∣∣∣∣
− 1

2

p

γp

(
3A

u

)
du, (3–6)

if |A/4|pρ2 ≤ R,∫
|u|p=R

∣∣∣∣ A

4u

∣∣∣∣
− 1

2

p

γp

(
A

4u

)
ep

(
B

u

) ∣∣∣∣3A

u

∣∣∣∣
− 1

2

p

γp

(
3A

u

)
du,

(3–7)
if |A/4|pρ2 ≥ R|2|−2

p , and zero if |A/4|pρ2 = 2R when p =
2. When p �= 2 the condition that yields Expression (3–6)
is |A|pρ2 ≤ R and Expression (3–7) is |A|pρ2 > R. In the
case p = 2 the condition that yields (3–6) is |A|pρ2 ≤
R/4, (3–7) is |A|pρ2 ≥ R, and zero is |A|pρ2 = R/2.

Using the multiplicative property of γp we find that
Expression (3–7) is

R|2|p|A|−1
p |3|− 1

2
p

∫
|u|p=R

(−3, A/u)pep(B/u)duγp(3)γp(1).
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If p �= 3 then this becomes

R3|A|−1
p c(B, pδ)(−3, A/pδ)p,

as the Hilbert symbol is trivial on p-units unless p = 3.
When p = 3 the integral is a Gauss sum and therefore is
zero unless |B|3 = 3R. In that case it is

−R2(−3, AB)3|A|−1
3 .

Expression (3–6) is a little more intricate. Writing
u = pδu−1

1 , (3–6) becomes

ρR
3
2 |3A|− 1

2
p

∫
|u1|p=1

ep

(
Bu1

pδ

)
γp

(
u1

3A

pδ

)
du1.

Again using the multiplicative property of γp we find that
this becomes

ρR
3
2 |3A|− 1

2
p ×∫

|u1|p=1

ep

(
Bu1

pδ

)
γp

(
3A

pδ

)
γp(u1)

(
3A

pδ
, u1

)
p

du1.

(3–8)

We consider the cases p �= 2 and p = 2 separately.
When p �= 2, it follows that γp(u1) = 1 and so the

integral is a Ramanujan sum if ordp(3A/pδ) ≡ 0(mod 2)
and a Gauss sum if ordp(3A/pδ) ≡ 1(mod 2). In the first
case Expression (3–8) reduces to

ρR
3
2 |3A|− 1

2
p c(B, pδ).

In the second case the integral in Expression (3–8) is zero
unless ordp(B/pδ) = −1 in which case the expression
reduces to

(p,Bo)pε̄pρR
3
2 |3A|− 1

2
p p−

1
2 γp(3A/pδ),

which simplifies to

ρR
3
2 |3A|− 1

2
p p−

1
2 (p,−3AoBo)p.

The case p = 2 is similar but now γ2(u1) is not con-
stant but equal to 1 − i(−1, u1)2. For this reason the
integral is a sum of two terms. It is convenient to first
replace u1 by 3Aou1 in Expression (3–8). It becomes

ρR
3
2 |3A|− 1

2
2

∫
|u1|2=1

e2

(
3AoBu1

2δ

)
γ2(u12a−δ)du1.

(3–9)
Again we treat the cases in which ord2(3A/2δ) is even
and odd separately. In the even case (3–9) becomes

ρR
3
2 |3A|− 1

2
2

∫
e2

(
3AoBu1

2δ

)
(1 − i(−1, u1)2)du1.

Evaluated, this consists of two terms corresponding to
the two terms inside the parentheses. The second is non-
zero only when δ = b + 2 and is a Gauss sum which can
be computed explicitly. We obtain the sum of

ρR
3
2 |3A|− 1

2
2 c(3AoB, 2δ)

and

ρR
3
2 |3A|− 1

2
2 2−1(−1, 3AoBo)2

{
1 if δ = b + 2
0 otherwise.

If ord2(3A/2δ) is odd then (3–9) becomes

ρR
3
2 |3A|− 1

2
2

∫
e2

(
3AoBu1

2δ

)
((2, u1)2 − i(−2, u1)2)du1

and now both Hilbert symbols are characters of conduc-
tor 23. This means that the value of the expression is
zero unless δ = b + 3. Otherwise, a calculation shows
that it is

ρR
3
2 |3A|− 1

2
2 (2

√
2)−1((2,−AoBo)2 + (−2,−AoBo)2).

This completes the proof of the proposition.

Next, we evaluate a somewhat simpler integral.

Proposition 3.2. Let p be a prime number and let f(x) =
Ax3 + Bx where A,B are p-integers. As before, let A =
paAo and B = pbBo where Ao and Bo are p-adic units.
Then for R with p−[a/3] ≤ R ≤ 1 we have

∫
|u|p=R

∫
|v|≤1

ep

(
f(uv)

v

)
dvdu =

∫
|u|p=R

ep(Bu)du

and for p �= 2 and R with p−a ≤ R < p−[a/3] we have

∫
|u|p=R

∫
|v|≤1

ep

(
f(uv)

v

)
dvdu =

|3| 12p R−1

∫
|u|p=R

∫ ∫
|x−y|p≤1

ep

(
f(x) − f(y)

(x − y)u

)
dxdydu.

(3–10)

If p = 2, Equation (3–10) also holds except when R3 =
2|A|2, when the left-hand side is zero, and when 2|A|p =
R. In the last case, the right-hand side is zero and the
integral on the left-hand side is

2−a((2,−AoBo)2 + (−2,−AoBo)2)

if b = a − 4 and is zero otherwise.
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Proof: We have

∫
|u|p=R

∫
|v|≤1

ep

(
f(uv)

v

)
dvdu =

∫
|u|p=R

∫
|v|≤1

ep(Av2u3 + Bu)dvdu

and the evaluation of the first integral is straightforward.
If |Au3|p > 1 there are two cases. First, if p = 2 and
ord(Au3) = −1 then the integral over v is zero, as we

noted above. In all other cases it is γp(Au3)|Au3|− 1
2

p .
We now only have to compare this with the correspond-
ing formulæ, especially Expression (3–6) in the proof of
Proposition 3.1. The assertion of the proposition now
follows.

We can now express Tp(paAo, p
bBo) in terms of these

integrals by a straightforward comparison of the for-
mulæ of this and of the previous section. We have that
Tp(paAo, p

bBo)
(
1 −

(
−3
p

)
1
p2

)
is the sum of

∫
1≥|u|p>R

∫
|v|≤1

ep

(
f(uv)

v

)
dvdu

|u|p
and ∫

|u|p≤R

∫ ∫
|x−y|p≤ρ

ep

(
f(x) − f(y)

(x − y)u

)
dxdydu

|u|p ,

where R is taken to satisfy |A|1/3
p ≥ R > |A/2|p; if there

is such an R, i.e., except in the cases a = 0 or p = 2 and
a = 0, 1 when we take R = 1.

This formula is not entirely satisfactory because of the
parameter R. It demonstrates that there is a formula in
terms of the polynomial f(x) which is invariant under
the transformation f �→ f∗ where f∗(x) = f(θx) and θ

is a p-adic unit. One should also expect that the formula
would be invariant under addition of a constant to f ;
this is true of the second term but not of the first. For
this reason we expect that there is a modification of the
second integral that has this property.

4. THE NUMERICAL EVIDENCE

Conjecture 2.2 is based on computations of k(A,B) via
the estimate

X− 4
3

∑
c≤X

S(Ax3 + Bx, c)

for X = 105 and A ≤ 12 and A = 16, 25, 27, 32, 49,
64, 81, 121, 125, 128. In fact the estimate was sampled
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FIGURE 1. Estimations for k(1, B) at X = 10, 000.
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FIGURE 2. Estimations for k(1, B) at X = 100, 000.

at X ≡ 0(mod 500). The estimates of the individual
k(A,B) are not very accurate, as the analysis in [Patter-
son 03] shows. It does not seem possible, from the data
sampled, to derive a better estimate unless one knows a
great deal more about the distribution a priori.

There is another problem which arises. If we examine
the estimated values of k(A,B) for “small” values of X,
say X = 104, then we see see that there is a significant
“archimedean” component—see Figures 1 and 2.

In these plots one perceives lines running through the
ensemble of points. These indicate that certain congru-
ence classes modulo, for example, 6 behave in a similar
fashion. Thus, for example, in the case A = 1, one no-
tices that the classes with B ≡ 5(mod 6) are especially
large. This phenomenon was the first indication that a
formula of the type proposed here could hold.
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FIGURE 3. The function ΦA for A = 1.

It seems to be the case that there exists a function ΦA

on R so that∑
c≤X

S(Ax3 + Bx, c) ∼ k(A,B)X
4
3 ΦA(B/X

2
3 )

with ΦA(0) = 1. It appears the ΦA(x) is oscillatory
when x < 0 and exponentially decreasing when x > 0.
Granted that this function really exists, one can use the
conjecture to tabulate it. The immediate results are very
irregular but after smoothing we get a function of the
type shown in Figure 3. This sort of behaviour is sim-
ilar to that of certain functions associated with Bessel
functions, for example, the Airy function (see, for exam-
ple, [Copson 65, Chapter 9]). In our case, the function
has maxima at about −0.20 and −1.76, a minimum at
−1.07, and zeros at −0.76, −1.47, and −2.16. Although
their values are very approximate they suffice to rule out
any of the functions one frequently encounters. One is
also tempted to describe a dependence on A but it seems
from the evidence—which is patchy where it is most
needed—that there is no simple relationship between the
different ΦA.

It is perhaps worth noting that, whereas this sort of
behaviour is in general unusual in the asymptotics of
arithmetic functions, it does occur in the asymptotics
of Kloosterman sums (see [Motohashi 97, Theorem 2.3
(page 64) and Theorem 2.5 (page 72)]). In [Livné and
Patterson 02], we proved the existence of an asymp-
totic distribution of cubic exponential sums over Z[ω] by
exploiting an interpretation of them due to Duke and
Iwaniec as “metaplectic Kloosterman sums.” The ap-
pearance of ΦA may indicate that a similar interpretation
is possible here.

For the moment the appearance of ΦA primarily
means that there are systematic errors in the estimation

of k(A,B) for large |B|. As one has only a rudimentary
understanding of ΦA it would probably be ill-advised to
attempt a correction. Also, the effects of ΦA become
smaller for large A. In any case, the “errors of measure-
ment” for large |B| and A mean that one has to treat all
the data as “noisy”; for X of the order of magnitude 105

the effect of ΦA is not strong, so we have assumed that
it will not be serious and have ignored it.

At the outset of the calculations, the author believed
that one could expect good estimates only for small val-
ues of A, say, A ≤ 10. Yet, it turned out that for fairly
large values of A, up to about 128, the convergence re-
mained good.

In total 22 values of A were considered; for each of
these, 2,003 values of k(A,B) were estimated. Thus
to compare the predictions of the conjecture with the
measured values we would have 44,066 pairs of numbers
to compare. Some are small—conjecturally zero—so it
is not feasible to give quotients. The most convenient
method of comparing conjecture and experiment is by
plotting, for fixed A and a range of B, both the predicted
and measured values which are then joined, for each B,
by a line. The length of the line indicates visually how
good the agreement is. In order for the lines to be visible,
the maximal length of the range of B is taken to be 200.
Therefore, it is only possible to present a small part of
the evidence. We give a few cases (A = 1, 2, 5, 8, 12, 32,
49, 128) which the author hopes are convincing. Note
that the role of the function ΦA is much larger when A

is small than otherwise; we illustrate this by giving the
predicted and measured values when A = 1 for |B| ≤ 50
(Figure 4) and |B| ≤ 100 (Figure 5). In the first case
(Figure 4), the measured value of k(1, B) is denoted by
an × and the predicted value by a +. In the other cases
Figures 5–12), we show the line (with horizontal bars at
both ends) joining the measured and predicted values,
with an × at the end denoting the measured value. One
sees that this is longer when both values are large; this
reflects the existence of ΦA as a factor of proportional-
ity. One should also note that there are effects due to
“experimental errors”; for example, in the case A = 49
the agreement does not appear to be very good but in
this case all the values are comparatively small so “ex-
perimental errors” are visually much more obvious. If B

is taken in larger ranges, the effect of ΦA is much more
marked and it requires some faith to see a justification of
the conjecture in the data; nevertheless one clearly sees
that both experimental and predicted values are either
both large or both small, and this essentially by a factor
of proportionality depending only on B.
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FIGURE 4. Comparison between predicted and measured
values for A = 1 with |B| ≤ 50.
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FIGURE 5. Comparison between predicted and measured
values for A = 1 with |B| ≤ 100.
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FIGURE 6. Comparison between predicted and measured
values for A = 2.
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FIGURE 7. Comparison between predicted and measured
values for A = 5.
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FIGURE 8. Comparison between predicted and measured
values for A = 8.
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FIGURE 9. Comparison between predicted and measured
values for A = 12.
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FIGURE 10. Comparison between predicted and mea-
sured values for A = 32.
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FIGURE 11. Comparison between predicted and mea-
sured values for A = 49.
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FIGURE 12. Comparison between predicted and mea-
sured values for A = 128.
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FIGURE 13. The Fourier transform (amplitude) of k(1, B).
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FIGURE 14. The Fourier transform (amplitude) of k(81, B).

5. THE GENESIS OF THE CONJECTURE

It is clear that one could not uncover a conjecture as com-
plex as Conjecture 2.2 directly. The vital clue as to the
nature of the coefficients k(A,B) came from looking at
the Fourier transform of B �→ k(A,B). The amplitude of
this Fourier transform when A = 1 is shown in Figure 13;
other values of A give similar results; we give also, as an
example, A = 81 in Figure 14.

One recognizes at once a Farey series and the structure
is familiar from the Hardy-Littlewood method. Given
this, one can compute the “Fourier coefficients”

k̂
(
A,

a

c

)
=

1
2003

∑
|B|≤1001

e−2πiB a
c k(A,B).
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Fortunately, it turns out that k̂(A, 0) �= 0 and one then
recognizes the k̂(A, a

c )/k̂(A, 0) as rational numbers or as
quadratic irrationalities. The formalized version of these
observations is the second version of the conjecture given
at the end of Section 2 This represents a reconstruction
from the data given by k̂(A, a

c ). It is not clear that such
a reconstruction will be successful. The values of k(A,B)
for positive and negative B are conjecturally essentially
the Fourier coefficients of an Eisenstein series of weight 2.
The Fourier coefficients of a cusp form would be zero and
therefore invisible. It is not entirely clear that this does
not happen; for the moment the evidence seems to be
that there are no cusp forms. For the general theory
of arithmetic functions from a view pertinent to these
considerations, see [Schwarz and Spilker 94].

Given the arithmetical nature of k(A,B) there remains
the problem of deducing the constant of proportionality.
This was explained in Section 2

The fact that the k(A,B) appear to be intimately re-
lated to Eisenstein series, together with the existence of
Φ, described in Section 4, reinforces the notion that Con-
jecture 2.2 can be understood, and probably proved, in
the context of the theory of automorphic forms; more
precisely in that of metaplectic forms as in [Livné and
Patterson 02]. One may expect that an analogue of the
conjecture holds for S(f(x), c) for f of degree greater
than three, but it is very unlikely that an interpretation
of this kind exists.

6. ON THEOREM 2.1

We noted in Section 2 that the version of Theorem 2.1
given in [Patterson 02] for the case p ≡ 1(mod 3) is
flawed. The calculations in this paper indicate strongly
that

Tp(paAo)
(

1 −
(−3

p

)
1
p2

)
= 1− 1

p
+
(

1 −
(−3

p

)
1
p

)

×
( ∑

0≤3j≤a

ϕ(pj) +
∑

a<3j<3a
j≡a (mod 2)

ϕ(pj)p
a−3j

2

)

for p �= 3 and

Tp(3aAo) =

1 − 1
p

+


 ∑

0≤3j≤a

ϕ(pj) +
∑

a<3j≤3a
j≡a (mod 2)

ϕ(pj)p
a−3j

2




for p = 3. This forced the author to reexamine the calcu-
lations of [Patterson 02]—particularly the part described
as “laborious but entirely routine.” There are both errors
and misprints in the preparations for these computations.
The most serious is that a factor 1−p−2

1+p−2 appears several

times which should be 1−p−2

(1+p−1)2) for example in the last
two displayed formulæ in [Patterson 02, page 725 and
page 726]. Additionally, we note that in the last dis-
played formula on page 725 there is a term (1 + p−s)−1

which should be (1 + p−2)−1. Also, in the second dis-
played term χq should be χ9 and the exponent ±1 not
2±1. Finally, in the third displayed formula on page 724
d2
2 should be δ2

2 and the exponent of N(d0d
2
1) should be

−s not −3.
With these corrections to the formulæ one can com-

pute Tp(pa
o); the result is given in Section 2 Note that the

factor 1
1+p−1 = 1−p−1

1−p−2 of p[ a
3 ] +p[ a−1

3 ] is, in comparison to

the factor when p ≡ 2(mod 3), namely 1+p−1

1+p−2 , now much
more natural than the factor 1.

The author regrets these errors.
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