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Abstract: Let S1 C ~N be a bounded open set with smooth boundary and p = 2N/(N -2) be 
the critical Sobolev exponent. In this note we extend the results of [10] and [21] concerning 
nodal solutions (i.e., a solution which changes sign) for the Dirichlet problem: -LI.u = 
luiP- 2 u + ..\u on S1 and u = 0 on 8S1, when N 2: 6 and ,.\ E (0, ..\1) with ..\1 the first eigenvalue 
of -LI. in HJ(Sl). Similarly, for the problem -LI.u = luiP-2 u + ..\jujq-2 u on S1 and u = 0 on 
8S1 we obtain a nodal solution when,.\> 0, (N + 2)/(N- 2) < q < 2N/(N- 2) for N = 3, 
4, 5 and 2 < q < 2N/(N- 2) for N 2: 6. 

Introduction and main results. Let 0 C IRN be a bounded open set with 
smooth boundary 80 and N ;::: 3. Consider the Dirichlet problem: 

-.6.u = luiP- 2 u +AU on n, u = 0 on 80, (*) 

where p = 2N j(N- 2) is the best exponent in the Sobolev embedding and ).. > 0. 
Define ).. 1 to be the first eigenvalue of -.6. in HJ(O). Using ideas introduced by 
Aubin ([1]) for the Yamabe problem, Brezis-Nirenberg ([6]) proved that in contrast 
to the non-existence situation yield by the Pohozaev's identity ([15]) for ).. ::; 0, in 
case N ;::: 4 and ).. E (0, ).. 1 ) then problem ( *) always admits a positive solution. 

Notice that if ).. ;::: ).. 1 , every solution of ( *) must change sign in 0. Existence 
in such situations has been established in [9]. The dimension N = 3 appears more 
delicate and existence is only possible when .A > .A. > 0 for a suitable constant 
.>... depending on the domain 0 (see [6]). We refer to [4] and [18] for a detailed 
bibliography related to various interesting aspects of this problem. 

In this note, we will be concerned with solutions of ( *) which change sign in 0. 
Following the notation introduced in [2], we shall refer to these solutions as nodal 
solutions. The existence of a pair of nodal solutions for ( *) has been obtained in 
[10] and [21] for N ;::: 6 and .A E (0, .AI). 

Here we give a different proof of these results together with a mild extension. As 
in [10] and [21], we use variational methods. However, our proof relies more on the 
specific choice of the P.S. sequence then on the appropriate minimax principle. \Ve 
hope that our point of view will shed some new light on the multiplicity question 
for problem ( * ). We have: 
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Theorem 1. For N ~ 6 and >. E (0, >.I), the Dirichlet problem ( *) admits a non­
trivial solution u = u( x) satisfying 

where v( u) is the first eigenfunction of the weighted eigenvalue problem 

-(~ + >.)v = J.LiuJP-2v on 0, v = 0 on ao, 

Clearly u = u(x) defines a nodal solution for(*). The dimensions N = 3,4,5,6 
are more delicate. In fact, it has been pointed out in [2] that for a ball 0 C IRN 
with N = 4, 5, 6, problem ( *) cannot admit radial solutions which change sign when 
>. > 0 is sufficiently close to zero. This non-existence result was motivated by an 
analogous one obtained by Jones in [13] and concerning the related problem 

where q E (2, ~~2 ) and >. > 0. A positive solution for ( * )q was established in [6] 
for N ~ 4. While, for a ball 0, Jones (see [13]) has obtained infinitely many radial 
solutions when q E ( ~~;, ~~2 ) and N = 4, 5 or q E (2, ~~2 ) and N ;:=: 6. 

Here we shall prove that, under similar assumptions on q, problem, ( * )q always 
admits a nodal solution. More precisely, given a smooth function u -f:. 0, denote by 
vq( u) the first eigenfunction for the weighted eigenvalue problem 

We have, 

Theorem 2. Assume that q E ( ~~~, ~~2 ) for N = 3, 4, 5 and q E (2, ~~2 ) for 
N ~ 6, >. > 0. Then problem (*)q admits a non-trivial solution u = u(x) satisfying 

Again, the case where N = 3,4,5 and q E (2, ~~;)is more delicate, and this type 
of result may not hold for every given A > 0. In this direction, Jones (see [13]) has 
shown that for a ball 0, problem ( * )q cannot admit radial solutions which change 

sign when q E (2, ~~~) and A is sufficiently close to zero. The same conclusion also 

holds when q = ~~~ (see [14]). 

Notice that if we replace p in ( *) and ( * )q by r and require 2 < r < J~2 = p 
( subcritical case), then by means of the Ljusternik-Schnirelman theory one obtains 
infinitely many pairs of solutions for ( *). However, this approach fails in the limiting 
case r = p = ~~2 because of the lack of compactness for the corresponding varia­
tional principle; and infinitely many solutions for ( *) and ( * )q have been obtained 
only for special domains with symmetries (cf. [12], [10] and [13]). 
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So far, the multiplicity question for the critical exponent problem remain as 
elusive as ever. 

Acknowledgements. The author wishes to thank C.V. Coffman for useful discus­
swns. 

1. Proof of Theorem 1. As well known, weak solutions of(*) (rcsp. (*)q) are 
the critical points for the functional 

resp. 

uEH~(fJ). 

A regularity result due to Brezis-Kato ( cf. [5]) then guarantees that such weak 
solutions are, in fact, classical solutions. Denote by II · II the standard norm in 
H~ (fJ). Our first goal is to obtain Theorem 1 in the subcritical case where we 
replace p with p- E, E > 0 small. To shorten notations set p, = p- E, 0 < E < N ~2 , 

and H = H~ ( fJ) with scalar product ( , ) . Define 

so I = I,=o. Associated to Ic and I arc, respectively, the manifolds 

Ac = {u =/- 0: (I~(u),u) = 0}; A= {u =/- 0: (I'(u),u) = 0}. 

It is easy to sec that Ic and I are bounded below, respectively, in Ac and A. Set 

(1.1) 

For E* > 0 small enough, one can provide a constant a:0 > 0 so that the following 
lower bounds holds: 

(1.2) 

\:fEE [O,E*] (we identify c1,,=0 with cJ). It is well known that the minimization 
problems in (1.1) achieve their infimum, say at u1 ,< and u1 respectively (cf. [16], 
[6]). Namely, 

( 1.3) ( 

and 

u 1 E A and I( ui) = c1 . (1.3) 

Also, we can choose U],c > 0 and 7lj > 0 on n. 
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Lemma 1.1. c1 ,, ----+ c1 as E----+ 0. 

Proof: Easy computations show that 

(1.4) 

\If E (0, N ~2 ), where IOI denote the Lebesgue measure of n. Consequently, from 
(1.2) and (1.4), we derive 

K1 :S llui,,IIp, :S K2 

VEE (O,E*), with K 1 and K 2 positive constants. Set 

So, from (1.5) we conclude 

Next, we obtain the reverse inequality. Set 

so, T,u 1 E A,. Therefore, 

This concludes the proof. 

(1.5) 

Remark 1.1. It can be shown that for a subsequence En ----+ 0 as n ----+ +oo, it 
follows 

Set 

VIe have, 
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Lemma 1.2. For every r E (2, ~~2 ) and u E Lr(rl), u f- 0, there exist a unique 
v = v(u) E H such that 

a) fn1ulr- 2v2 = 1 and v 2: 0; 

b) 'l/;(v) = inf{'lj;(w), wE H: fnlulr- 2 w2 = 1} := J'.LI(u). (1.6) 

Furthermore, the map Lr(rl)--+ HJ(rl), u--+ v(u) is continuous for every u f- 0. 

Remark 1.2. Clearly (J".L 1(u),v(u)) corresponds to the first eigenpair of the 
(weighted) eigenvalue problem 

-(~ + >.)v = J".Liuir- 2 v on n, v = 0 on em. (#) 

Proof: A simple application of the direct method of calculus of variations shows 
that the infimum in (1.6) is achieved. Also, any point w E H where such infimum is 
achieved cannot change sign in fl. This gives the uniqueness of v(u) and, therefore, 
its continuity for u f- 0. 

Remark 1.3. It is not difficult to show that v( u) is continuous also with respect 
to the parameter r. Namely, if { un} is a sequence in £P(fl), p E (2, ~~2 ), which 
converges to u* E £P(rl), u* f- 0, and Pn E (O,p) satisfies Pn --+ p, then IIY'(vn­
v) 11 2 --+ 0 as n --+ +oo, where Vn and v are defined according to Lemma 1.2 with 
u = Un, r = Pn and u = u*, r = p, respectively. 

To obtain the statement of Theorem 1 in the "subcritical" case, we shall use the 
Ljusternik-Schnirelman theory for even functionals ( cf. [16]). To this purpose, let 
A C H be a closed, bounded set which is 1 2 -symmetric (i.e., u E A=> -u E A). As 
well known, the Krasnsclski genus i(A) is well defined for the set A. Fix p > 0 and 
let Sp = {u E H: !lull= p}. Define 

H = { h : H --+ H odd, homeomorphism } 

and set 

:F2 ={A closed, 12-symmetric: i(h(A) n SP) 2: 2, V hE H}. 

We have 

Proposition 1.1. For every E E (0, N~ 2 ), there exists a non-trivial solution u, of 
the Dirichlet problem 

satisfying 

where v(u,) is defined according to Lemma 1.2 with u = u, and r = p,. Moreover, 
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Proof: Set 
c2, = inf sup I,. 

' AEF2 A 

Since the map h : u ____, ( IIVu~~~~~llull~) v, '- 2 u defines an odd homomorphism between 

Sp and A., we have that i(A n A,) ~ 2, v A E F2. In particular, c2,£ ~ Cl,£· 

Step 1. For every A E F 2 , there exists u E An A, such that 

where v,(u) is defined by Lemma 1.2 with r = p,. To see this, notice that the map 

h : A n A, ____, IR 

given by 

h(u) = 11uiP'-2u v,(u) 

defines an odd homeomorphism. Since i(A n A,) ~ 2, necessarily 0 E h(A n A,). 
Step 2. If u E A, and In luiP'-2 u v,(u) = 0, then I,(u) ~ c2 ,,. To obtain this, 
we follow an idea introduced by C.V. Coffman in [11] for an eigenvalue problem of 
ordinary differential equations. 

Set v, = v,(u) and let w, = w,(u) E H be a minimizer for the problem 

Since u E A, and In luiP'-2 v,u = 0, we obtain 

IIVull~ - -XIIull~ _ 1 
/12 :::; !lull~: - . 

Let A= span{v., w,}. Clearly, A E F 2 and Vw E A, w i- 0, we have 

Take w0 E A so that I,(w0 ) = maxA I, ~ c2 ,,. Since A is a linear space, we derive 
that w0 E A,. Furthermore, 

Consequently, 

Notice that this also gives 
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Step 3. There exists a sequence { Un} C HJ (II) satisfying 

a) c2,<::; I<(un) < c2,< + ~; 
b) III~(un)ll::; ~; 
c) In lunlp'- 2 v<(un)un = 0. 

To see this, we use the fact that I< satisfies the (P.S.) condition [cf. [16]) together 
with a strengthen version of the deformation theorem obtained in [7]. It gives a 
homeomorphism 1 : H ---+ H and a constant bn E (0, ~) with the property that 
I<(l(u)) ::; I<(u) and if u E H satisfies I,(u) ::; c2,< + bn and I<(r(u)) 2: c2,<- bn, 
then III~I(u))ll < ~ (see [7] Corollary 4). Since I~ is odd, it is possible to choose 
1 to be odd as well. From the definition of c2,<> we can find An E :F2 such that 
supAn ::; c2,< + bn. Clearly I(An) E :F2, and from Steps 1 and 2 we can find 
Un E I(An) n A< such that In lunlp'- 2 v<(un)Un =()and I(un) 2: c2,<· 

By the result above, we conclude 

To conclude the proof of Proposition 1.1, observe that, by the (P.S.) condition, this 
sequence is relatively compact in H. 

Remark 1.4. From Proposition 1.1 it follows that 

Moreover, the proof of Step 2 also gives that {1, u 2 ,<} is the second eigenpair for 
the eigenvalue problem(#) with u = u 2,, and r = P<· 

Our next goal is to provide a crucial estimate for c2,<· \Ve start with the following: 

Calculus Lemma. For every 1 ::; q ::; 3, there exist a constant C (depending on 
q) such that foro:, {3 E IR we have 

if Ia: I 2: lf31 
if Ia: I ::; lf31 . 

For q 2: 3, there exists a constant C (depending on q) such that for every o:, {3 E IR 
we have 

This lemma is proved in [8] (see Lemma 4). 
Our assumption of the dimension N, is needed only to provide the following: 

Proposition 1.2. For N 2: 6, there exist (} > 0 and Eo > 0 such that 

1 N 
c2 < < CJ c + -ST - (} ' - ' 1V 

V E E (0, Eo), where S is the best constant in the Sobolev embedding in IRN (sec [1] 
and [20]). 

Proof: To establish the given estimate, we shall use the external functions for the 
Sobolev embedding in IRN. A similar approach is used in [10] and [21]. Let u 1 be 
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as defined in (1.3). Without loss of generality, assume that 0 E 0. Let d > 0 be 
such that 

Bd(O) = {x E IRN: lxl ~ d} C 0. 

Given 8 > 0, set 

u.s(x) = 8N;2 /(82 + lxl2) N;2 

and take"( E C~(Bd(O)) with 'Y(x) = 1 v X : lxl < !d and 0 ~ 'Y(x) ~ 1 v X En. 
Define 

U.s(x) = 'Y(x)u.s(x) E Cg"(O) 

and set A 0 = span{u1,U.s}. Clearly A.s E F 2 , so c2,, ~ supA 6 I,. For s,t E IR we 
have 

where we have applied the calculus lemma with a = su1 , (3 = tU.s and q = p, < 3. 
In order to estimate the term in the square bracket, observe that u 1 E L 00 (0) and 

Hence, for a suitable constant k0 > 0 we obtain 

In a similar way one derives 

Notice that k0 can be taken as small as pleased by taking Bd(O) in a small neigh­
borhood of an. 

Further careful estimates for the external function U0 yield: 

i) IIY'U.sll~ ~ B + ao8N- 2 , with B = J IY'Uo=II2 (see [6]); 

ii) IIUoll~: 2:: 8'A- ao8N;2P', with A= J IU.s=IIP; 
and, for N 2:: 5, 

iii) IIU.sll~ 2:: a 182 - a0 8N- 2 (see [6]), where a0 and a 1 are suitable positive 
constants. 
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Notice that S = B j A2 1P. Since 8 N;2 (I+<) Uf'-1 E £ 1 (IRN) corresponds to a mollifier, 

we also obtain 

r 1 N-2 ln Uf'- U1 ::; Co0-2-, VEE (O,E*) and 8 E (0, 1) 

(Co > 0 a constant). A similar estimate follows for the integral fn U0uf.'- 1 smce 

the function lxl~- 2 belongs to £ 1 (0). So, 

VEE (O,E*), 

and the constant c0 can be assumed as small as needed by taking Bd(O) in a small 
neighborhood of 80. 

Substituting in (1. 7) and using the fact that u 1 solves ( *), we derive 

1 isiP' t2 
I<(su1 + tUo)::; 2s2 llu1ll~- p:-llu111~: + 2(B- -\a182 ) 

itiP' N 2 N 2 

- -o<A + k1(s2 + t 2)o--if- + k2(isiP' + IW')o--if-(1 + vb), 
P< 

E E (O,E*), 8 E (0, 1) and suitable small constants k1 > 0 and k2 > 0. Thus for 
8* > 0 sufficiently small, we can find constants R0 > 0 and () > 1 (independent of 
8 and E) such that 

E E (0, E*) and 8 E (0, 8*). 
On the other hand, if J s2 + t 2 ::; R0o-<8 , then 

I<(su1 + tUo) 

s2 isiP' t2 1 N-2 ::; -lluliiP- -llulllp, + -(B- -\a182)- -IW'o<A + k38-2--p&< 
2 P P< p, 2 P< 

::; (~ _ ~)( llu1l~ )~ + (~ _ ~) (B- -\a18:)~ + k30 N;2-p&< 
2 P< iiulilp, 2 P< (8<A) p,-2 

for a suitable small positive constant k3. Thus, for positive constants o:, (3 and /, 
we derive 

E E (O,E*), 8 E (0,8*). Since N ~ 6, and it is always possible to arrange k3 < r/2, 
we obtain that, for a fixed 80 E (0, 8*), it is possible to find Eo E (0, E*) small enough 
so that 

N-6 () 1 
k <:-2--p E > -'Y I- 3uo _ 2 " 

for every E E (0, Eo). 
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Set o:o = o:(1 + 8013' 0 ) and 2u = ~~85; from the estimate above we obtain 

The conclusion now follows since the term in the square bracket tends to zero as 
E ---+ 0. 

We can finally conclude: 

Proof of Theorem 1: It is not difficult to see that c2,, is bounded uniformly in 
E. Hence, 

11Vu,ll2 :::; K, VEE (0, Eo), for a suitable constant J( > 0. 

For x E 0, define ut(x) = max{u,(x),O} and u;(x) = max{-u,(x),O}. Clearly, 
u:; -=f. 0 and u:; E H. In addition, 

(1.8) 

Thus, we can find En ---+ 0 as n ---+ +oo, u+, u- E H such that 

u:;n ~ u± weakly in H as n ---+ +oo. 

\Ve claim that u+ -=f. 0 and u- -=f. 0. To shorten notation, set u~ = u~, c1 ,n = c1 ,<n' 

Pn = P<n, In = I,n and An = A,n. Since Un satisfies ( * ),n, we have that u~ E An. 
In particular, 

In(u~) 2 C],n· 

From Proposition 1.2, we also know that 

for n large. Necessarily, 
± 1 N 

I (u ) < -S>- u n n - 2 

for n large. From (1.8} and the fact that u~ E An, we derive 

with suitable positive constants K 1 and K 2. 

(1.9) 

(1.10) 

Arguing by contradiction, assume, for example, that u+ = 0. From (1.10) and 
the fact that u~ E An, we obtain 

(1.12) 

and 

IIV'u~ll~ -llu~ll~: = o(l). (1.13) 
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Consequently, 

Since llu~JIP is bounded away from zero (see (1.11)), we conclude 

llutll~:- 2 ~ lfll Pnr-r S + o(1) = S + o(1). 

That is, 

llut II~: ~ slf + a(1 ). 

This contradicts (1.12) since from (1.13) we have 

1 N 1 1 +2 1 1 N 

NSz + o(1) :S Nllunll~: = 2IIY'un ll2- Pn llunll~: + o(1) :S NSz- CJ + o(1). 

Similarly, one shows that u- ¥- 0. 
Set u = u+ - u-. Clearly u changes sign in rl (in particular u i:- 0) and 

Un := u,n ~ u weakly in H. 

Consequently, (J'(u),w) = 0, 1::/w E H; i.e., u is a (weak) nodal solution for(*). 
In fact, a subsequence of Un converges strongly to u in H. To see this, notice that 
u E A, hence I(u) ~ c1. Set Un = u + Wn, with Wn ~ 0 weakly in H. We have 

1 N 
C],n + NST- (J ~ In(u + wn) 

1 1 ,\. 1 1 
= -2 11Y'ull~- -Jiull~:- -2 11ull~ + -2 11Y'wnll~- -llwnll~: + o(1) 

Pn Pn 

Since lc1.n- c1l = o(1), we derive 

(1.15) 

Furthermore, 

0 = (I;,(un), un) = (I'(u), u) + IIY'wnll~- llwnll~: + o(1); 

that is, 
(1.16) 

As above, one sees how conditions (1.15) and (1.16) imply that the sequence IIY'wnll 2 

cannot be bounded away from zero. Hence, {w,} must admit a subsequence which 
strongly converges to zero. 

2. Proof of Theorem 2: Theorem 2 is derived in an analogous way. Define 
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(so F = FE=O) and 

r E = { u :1= o, (F: ( u), u) = o}, r = { u :1= o, ( F ( u), u) = o}. 
Easy computations show that FE and F are bounded below in r E and r' respectively. 
Set 

0 < 11 E = in£ FE, 0 < 11 = in£ F. 
' r, r 

(2.1) 

Alternatively, one can characterize 11,E and 11 via a mountain-pass principle (notice 
that both r E and r divide H in exactly two components) and obtain that the 
minimization problems in (2.1) achieve their infimum ( cf. [16], [6]). Let 

and 

u1 Ef: F(ui)=/1· 

We can also assume u1,E > 0 and u1 > 0 in 0. 

Lemma 2.1. /1,E ---+ 11 as E ---+ 0. 

(2.2)E 

(2.2) 

Proof: It is not difficult to show that for E > 0 and suitable constants c1 > 0 and 
c2 > 0, one has 

C1 :S llu1,EIIp, :S C2. 

Similar estimates also hold for IIV'u1,EII2 and llu1,EIIq· Notice that for every u :f= 0, 
there exist unique t, ( u) > 0 and t( u) > 0 such that 

t(u)u E f and t,(u)u E f,. 

Furthermore, t,(u)---+ t(u) as E---+ 0. Set SE = t(u1,E), so SEU1,E E r. We have 

/1 :S F(sEu1,E) 

= ( -2
1 - ~ )s;IIV'u1,EII~ + ( ~- ~ )s;ll\7u1,EII~ + .\( ~- ~ )s~llu1,EII~ 

PE PE P P q 

1 1 2 2 1 1 (2.3) 
= FE(u1,E) + (2- PE)(sE -1)IIV'u1,EII2 + .\(PE- q)(s~ -1)llu1,EII~ 

+ (;E - ~)s;IIV'u1,<ll~ + .\(~- ;E )s~llu1,EII~· 
Since 

(sP' - 1)llu1,EII~: + .\(s:Z- 1)llu1,EII~ = o(1) 

and llu1,EIIp,, llu1,<11q are bounded above and below uniformly in E, we conclude 

Is,- 11 = o(1). 

Hence, from (2.3), we derive 
/1 :S /1,E + o(1). 

To obtain the reverse inequality, set t, = t, ( ul) > 0. Thus, t,u1 E r" t, ---+ 1 as 
E ---+ 0 and 

11 , :S F,( t,ul) = F(t,u1) + ~ llt,u1IIPP - ~ llt,u111Pp, 
' P Pc ' 

= F(ui) + o(1) = 11 + o(1). 

As for Lemma 1.3, we obtain: 
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Lemma 2.2. For every 2 < q < r :::; ~~2 , ). > 0 and u E Lr(O), u =/=- 0, there 

exists a unique Vq = vq(u) E HJ(O) such that 

a) in (lulr- 2 + .Aiulq- 2 )v~ = 1, Vq 2: 0; 

b) IIY'vqll~ = inf {IIV'vll~: in (lulr-z + .Aiulq-2 )v2 = 1 }. 

Furthermore, the map Lr(O)----> H, u----> vq(u) is continuous. 

In order to obtain the equivalent of Proposition 1.1, we need the following: 

Lemma 2.3. For s > 2 and x, y E IR, we have 

(2.4) 

Proof: Inequality (2.4) is equivalent to 

~us- 1):::: ~(t2 - 1), vt:::: o, 

which is trivially satisfied. 

Proposition 2.1. For E > 0 small enough, there exists a nontrivial solution u, of 
the problem 

satisfying 

{ 
-flu= luiP'-2u + .Aiulq-Zu 
u=O 

on 0, 

on 80 

where vq.<( u,) is defined in Lemma 2.2 with u = u, and r = p,. Furthermore, 

Proof: Set 
/2,< = inf sup F,. 

AE.Fz A 

For u =I- 0, let t, ( u) > 0 be the unique value such that t, ( u )u E r E. Clearly, 
t,(u) = t,(lu I)= q-u) and 

The uniqueness oft, ( u) and its properties give that the map u ----> t, ( u) is continuous 
for every u =/=- 0 in H. Consequently, the map u----> tc(u)u defines an odd homeomor­
phism between Sp and rc which gives i(Anr<) 2: 2,\:1 A E :F2 . Therefore, \:1 A E :F2 , 

the set A n r, must contain an element u satisfying 



38 GABRIELLA TARANTELLO 

where Vq,,(u) is given by Lemma 2.2 with r = p,. 

Claim. For every u E r, satisfying 

we have F, ( u) ~ 12 ,<. Indeed, let 

JL2,< = inf{11Vwll 2 : fn(luiP- 2 +>-Iulq- 2 )w2 = l,J!1(1uiP'-2 +>.iulq- 2 )vq,<(u)w = o}. 
(2.5) 

Since u E r" we have 
IIVull~ 

ll2,<::; J~(luiP + >.iu lq) = 1. 

Let w, = w,(u) be a minimizer for (2.5) and define A= span{vq,<lw,}. Clearly, 
A E F 2 and 

't/w E A, w =J 0. (2.6) 

For Wo E A satisfying F, ( Wo) = sup A F, ~ /2,<> we have Wo =J 0 and Wo E r (. From 
(2.6) we derive 

which implies 

Applying Lemma 2.3 with s = p, and s = q, respectively, we conclude 

that is, 

At this point the conclusion follows as in Proposition 1.1. We leave the details to 
the reader. 

Lemma 2.4. Given 2 < q < ;:!_2 and a smooth function u 1 , there exist positive 
constant co and () (depending on q and u 1 ) such that 

Proof: We distinguish the following cases: 
i) 2 < q < 2/t:22 ' in such a situation one easily checks that urI E L I ( n)' 

therefore 
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.. ) 2(N-1) h 
11 q = -- we ave 

N-2 ' 

thus, in this case, we obtain 
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iii) q > 2C: ~21 ), easy computations show that, in such a situation, the function 

t5<N:;z)(q-l)-NU8 E L 1 (1RN) define a mollifier. Consequently, 

( c3 > 0 constant) 

d N (N-2) (. 1) > N-2 an --2-q- -2-. 

Proposition 2.2. Let q satisfy the assumptions of Theorem 2. There exist a > 0 
and Eo > 0 such that 

1 N 
/2,< :S /1,< + 2sz -a for 0 < E <Eo. (2.7) 

Proof: As for Proposition 1.2, we shall obtain (2. 7) by estimating sup Ao F, where 
Ao = span{ul, u.~} E :F2 and U] is defined in (2.2). Apply the calculus lemma to 
both terms fn isul + tU, lq and .fn lsu1 + tU, IP', s, t E IR. For E > 0 and b > 0 small, 
the following holds: 

s2 lsiP' lslq 
F,(su1 + tUo) :S -IIV'ulll~- -llulllpP,- .A-IIulllqq 

2 Pc ' q 

t2 IW' ltlq 1 + -IIV'Uoll~- -IIUoll~: - .A-IIUoll~ + st Vu1 · vuo 
2 Pc q n 

-,\ st 1 uiUo(lsullq-2 + ltUolq- 2 )- st 1 u1Uo(lsu1lp,-z + ltUolp'- 2 ) 

+ Ro(IW + lslq) + CIW' +I siP' )So 

and R 0 = R 0 (q), S 0 = S0(E) are estimated as follows. 
In case N:::: 6 (i.e., 2 < p, q :=; 3), as for the previous section, we have 

N-1 N-l 
Ro :S l.:ob_z_ and So :S kob_z_ 

for a suitable constant k0 > 0. 
In case N = 5 (i.e., P< > 3, E > 0 small), then one easily checks that 

2 . N-2 
So :S kob -c-2-. 
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For R 15 we have estimates as above in case z~; ~ q < 3. While for q > 3, using a 
similar analysis of that of Lemma 2.4, one derives 

where (3 > 1 is a constant depending on q only. 
In case N = 3, 4, then p > 3 and the given assumptions on q also give q 2': 3. So, 

and 

Ro < k08_2_ + N -2 f3 { K 0 82 log 8 

- ko8 

for N = 4 

for N = 3 

for N = 4 

for N = 3 

N-2 N-2 
(ko > 0 constant). In conclusion, 50 = o(8_2_) and R0 = o(8_2_) for N 2': 3, q 
satisfying the given assumptions and E > 0 small. 

Next, notice that Jn 1Vu1 · Y'Uol ~ c08N:; 2 (see [6]) and, as observed in the 
previous section, 

in u{- 1 U0 ~ co8N:; 2
, 

where the constant c0 > 0 can be arranged as small as needed by taking Ba(O) 
in a small neighborhood of ofl. Furthermore, under the given assumptions on q, 

UJ E L 1 (1RN) and 8q<N; 2 LNuz defines a mollifier. Hence, 

1 N N-2 uq < c 8 --2-q 
15 -

n 

with 

C = lN (1 + lxl~)~q. 
Set T = N- (N;2)q. This, together with Lemma 2.4 and the estimates above, yields 

( k1 > 0 small constant). Therefore, for {)* > 0 and E* > 0 sufficiently small, we can 
find R 0 > 0 and (3 > 0 such that for t5 E (0, t5*) and E E (0, E*), we have 

F,(su1 + tU0 ) ~ 0, \:1 s, t: ~ 2': Ro8-<f3. 

On the other hand, if V s2 + t 2 ~ R0 8-<f3, then 
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for a suitable 1 > 0 and k2 > 0 an arbitrary small constant. That is, 

where S. = max1>o{ L22 B- AtP- >-.c tq8r} and c1 > 0, e. > 0 are suitable constants. 
- p q 

Let t6 > 0 be the unique point where S. is achieved. Hence, 

(2.9) 

Set to= (~)P~ 2 ; we have 0 < t6 <to and t6-+ to as 8-+ 0. Write t6 = t 0 (1- c6) 
with C6 > 0 and c6 -+ 0 as 8 -+ 0. From (2.9) we obtain 

that is, 

which gives 

. >-.Ct~- 2 

w1th D = B(p-Z). Consequently, 

( 1 1) 2 (1 1) q T 1 J:!.. T T s. = --- t6B- >. --- Ct 8 = -S 2 - 2D.8 + o(/5 ) 
2 p q p 6 N 

for suitable D. > 0. Hence, for 8. > 0 sufficiently small, we derive 

1 SN J;:T S <- T-Du 
*- N * ' 

for every 0 < /5 < 8 •. Substituting in (2.8), we conclude 

for E > 0 and 8 > 0 small. Since we can always arrange that k2 < 1D. for a fixed 
0 < 80 < 8., we can find a small Eo so that 

for every 0 < E < Eo. Notice that our assumptions on q guarantee N :;2 - T 2: 0. 
Thus, forE E (0, Eo) and 2a = ~D.80 , we conclude 

and the term in the square bracket tends to zero as E -+ 0. 

With the obvious modifications, the conclusion of Theorem 2 now follows as in 
Theorem 1. The details are left to the reader. 
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