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Abstract: We are interested in the nonlinear stability of the Eckhaus-stable equilibria
of the Swift—-Hohenberg equation on the infinite line with respect to small integrable
perturbations. The difficulty in showing stability for these stationary solutions comes
from the fact that their linearizations possess continuous spectrum up to zero. The
nonlinear stability problem is treated with renormalization theory which allows us
to show that the nonlinear terms are irrelevant, i.e. that the fully nonlinear problem
behaves asymptotically as the linearized one which is under a diffusive regime.

1. Introduction

We consider evolutionary problems on the infinite line. Here we are interested
in the nonlinear stability of the bifurcating, spatial periodic, stationary solutions
uy of the Swift-Hohenberg equation with respect to small integrable, non-periodic
perturbations. Under stability we understand the following generalization of the usual
stability definition (#; = %>).

Definition 1. Let %,,%, be Banach spaces and let S; be an evolution operator.
A fixed point uy = Siuq is called (%B,,%,)-stable under S; if the following holds:
For all u > 0 there exists a 6 > 0 such that from ||[v — wu||z, < ¢ follows that
|Siv — uol||lz, < w for all t = 0. The point uy is called asymptotically (%,,%,)-
stable if additionally lim,_,o S;v = uy in %, holds.

The first step in stability proofs is the examination of the spectrum of the lineariza-
tion around uy. As always for translationally invariant problems the linearization
around the nontrivial ground state uy possesses O,y as eigenvector to the eigen-
value zero. Since zero is the maximal eigenvalue and no Jordan-block appears the
stability question has to be answered through the nonlinear terms. In cases of an
appearing spectral gap between zero and the negative eigenvalues center manifold
theory applies to prove nonlinear stability. The center manifold is usually equal
to the family of stationary solutions {ug(s + - )|s € R}. Thus, asymptotic phase
theory [He81] predicts that every solution nearby the center manifold converges to
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exactly one equilibrium. This theory applies for some problems on the infinite line
([He81,PW94,Ha94]) or if we assume in our problem spatial periodicity.

Under small non-periodic, integrable, perturbations the linearization of our prob-
lem around the ground-state uy possesses continuous spectrum up to zero without
any spectral gap. Therefore center manifold theory is not applicable. The most
powerful existing tool to handle such problems is the method of diffusive stability.
The simplest example, where this method applies, is the nonlinear stability of u = 0
in O;u = uy, + u? with x € R and p > 3. Solutions to initial conditions in L°° can
explode in finite time, but solutions to initial conditions u|,—o with ||u|=ol/;1nzc0 < O
stay small in L' N L for all times, if § > 0 is sufficiently small and p > 3 (cf.
[CEE92]). The solutions tend to zero as ¢~'/? in L and stay bounded in L' for
t — oo. Since this is the same behavior as for the linearized equation, one says that
the nonlinearity is asymptotically irrelevant for this problem. This method was used
in [CEE92, CE92,Ka94] to show for instance the diffusive stability of the Eckhaus-
stable spatial periodic solutions in the real (i.e. real coefficients) Ginzburg—Landau
equation. The same idea of irrelevant nonlinearities is also used in [GJK93] for the
stability proof of viscous shock profiles for a different linearized problem.

Let us introduce the spaces H™(n). A function is in H™(n) if x— (1 +
x2Y"?u(x) is in H™. Perturbations u( - ,0) € H?(2) for linear one-dimensional dif-
fusion problems J,u = u,, behave asymptotically as

1
sup |u(x, 1) — —=—Ue™>140| < 0(1)1), for ¢ — oo (1)
X

2Vt

with U = [ u|,—o dx. From this follows the (H%(2),L°)-stability of u = 0. So-called
renormalization theory allows us to show this behavior also for the solutions of
the nonlinear problem d,u = u,, + u? under the above restrictions, where now U =
U(uli=o). Simply said the renormalized solutions (2+/7¢) u(x+/%,t) converge towards

Ue="*. In [BK92] this method is used to show the asymptotic behavior for the
perturbations of the stationary solutions and in [BK94, Ga94] for the marginal stable
front solutions of the Ginzburg-Landau equation.

Different approaches for the stability proof of the front solutions are used in
[Ki92, EW94]. In [Wa94] the invariant manifold approach is made applicable for
diffusive stability problems by rescaling the solutions.

The Ginzburg-Landau equation appears as a so-called modulation equation in
the description of more complicated systems, for instance for the description of
pattern formation in Bénard’s problem [NW69] or in the Taylor—Couette problem.
It can be derived for weakly unstable systems for which the linear stability analysis
predicts a pattern of almost spatial periodic nature. In the last years approximation
properties ([CE90b, vH91, Sch94b]), attractivity of the so described set of solutions
([Eck93, Sch95]), and uppersemicontinuity of the original system attractor towards
the Ginzburg-Landau attractor ([MS95]) have been shown. So it is natural to ask
if the above stability results which have been obtained for the modulation equation
also hold for the associated original systems.

Recent papers have shown that good model problems for the mathematical ex-
amination of the Ginzburg-Landau formalism are the Swift-Hohenberg and the
Kuramoto—Shivashinsky equation. Thus, we consider here the nonlinear diffusive
stability of the spatial-periodic stationary solutions of the Swift-Hohenberg equa-
tion. Moreover, we are interested in the asymptotic behavior of their perturbations.
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For this problem the same main difficulties appear as for the hydrodynamical prob-
lems, but with less technical details.
The Swift-Hohenberg equation

ou=—1+u+eu—u’, (=0 xeR) )

2

possesses for small &© > 0 a three-parametric family of stationary solutions

up(w, @, &)[x] = &(V/1 — 4w?/V/3) TR0 o+ O(e%) = eily

with up(w, @, &)[x] = up(w, @,&)[x + 2n/(1 + ew)] which bifurcate for ¢ =0 from
u = 0. Since [Eck65] it is known that the solutions ug(w, @, ¢) with [4w?| < 1/3 +
O(e) are marginally spectral-stable, i.e. that the linearization around these solutions
possesses the spectrum (—o0,0]. Therefore, these solutions are called Eckhaus-
stable. The spectrally unstable solutions are called Eckhaus- or sideband-unstable.

For three decades it was an open question if these solutions are really nonlinear
stable on the infinite line under small non-periodic, integrable, perturbations. Our
main result is as follows.

Theorem 2. There exists a g > 0 such that the following holds. Fix w, @, and
e € (0,8) such that uy = up(w, @,¢e) is an Eckhaus-stable stationary solution of
(2). Then there exists a strictly positive constant Ci(w,¢) such that the following
holds. Let uy + v|;—o be an initial condition for (2), where v|— is sufficiently
small in a later on described space B of initial conditions. Then the perturbation
v behaves asymptotically as

1.
o(x, 1) = EAe*xz/“‘cl<w"9>f>a,cao(w, 0,8)[x] + 0P~y for 1 — oo

and each p € (0,1/2) in L°. Here A € R is a constant which only depends on
the initial conditions. From this follows the (%,L°°)-stability of uy. We have the
asymptotics Ci(w,e) = O(1) and A = O(1) for ¢ — 0.

The exact result is formulated in Theorem 15 and in the following corollaries.
This asymptotic behavior is exactly what is expected after combining the approxima-
tion result (cf. [vH91]) for the Ginzburg-Landau approximation with the diffusive
stability result ([BK92]) for the associated solutions of the Ginzburg—Landau equa-
tion. See (26). Unfortunately this combination does not allow us to prove Theorem
2. Our proof is essentially based on an explicit representation of the linearisa-
tion around ug. The functional analytic set-up is similar to the one for the linear
Schrodinger equation with spatial periodic potential. Therefore our method does not
allow us at the moment to approach the nonlinear stability of the marginal sta-
ble front solutions of the Swift-Hohenberg equation or to transfer further results
of [BK92] to the Swift-Hohenberg problem. The first problem would transfer the
result of [BK94,Ga94] to an original system, but it is expected to be much more
complicated. This will be the subject of further research. For the linear stability
analysis of this problem see [CE87]. Generalizations of the results stated here to
real applications as there are Bénard’s problem or the Taylor—Couette problem are
planned in future work. Since the mathematical theory of the Ginzburg-Landau
formalism for these problems is already developed in [Sch94b] we do not expect
conceptual difficulties in transferring the above result from the Swift—-Hohenberg
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equation to the hydrodynamical applications, although the functional analytic set-up
for real applications becomes more complicated.

The plan of the paper is as follows. In the next section we compute the spectrum.
Then we introduce the Ginzburg-Landau formalism and renormalization theory. In
the fourth section we prove the nonlinear stability result for the Eckhaus-stable
stationary solutions of the Swift-Hohenberg equation.

2. Spectral Properties

The first step in stability proofs is always the examination of the linearized problem.
This problem is already treated in several papers (cf. [Eck65, CE87, CE90a]). Since
the linear stability analysis shows us how to handle the nonlinear problem we
recall it. Additional to the spectral properties we gain a useful representation of
the linear semigroup which allows us to analyse the asymptotic behavior of the
perturbations. Our presentation of this subject is based on [Mi94]. In favor of clarity
we consider first the spectral stability of u((0,0,¢) which is simply denoted by uy.
We take the solution up as the new origin of the Swift—-Hohenberg equation and
obtain

00 = Mv+ Ny(v) 3)

with
My = _(1 + 6)26)20 -+ 821) — 3uév and Nl(l)) = —3u0172 — 1'73‘

Linearizing (3) around v = 0 gives the eigenvalue problem

My = pv. 4)

We are looking for p € € such that (4) possesses non-trivial uniformly bounded
solutions v. The first observation is made by considering (4) in Fourier space. The
space of functions with wave-number support Z; = {k = m + I/|m € Z} is invariant
under the action of .#, where [ € R is a fixed real number. Since Z; and Z;,,
coincide it suffices to restrict to / € [—1/2,1/2). So it is natural to search for eigen-
functions in these invariant subspaces. Since every wave-number is contained in
exactly one Z; we can expect that the constructed eigenfunctions span the whole
space.

In physical space the invariance of Z;-supported functions implies that .# leaves
the space of functions of the form w;(x)e'™ with w;(x) = w;(x + 2m) invariant.
Inserting this into (4) gives

Mwy = —(1 + (il + 0,)* Y w; + 2wy — 3u(2)w1 = uw;. (5

For fixed / this problem is self-adjoint for w; € Lger(O,Zn). Therefore, all eigenval-
ues are real. The operator ./ : H;,‘er — Lger has a compact resolvent (.#; — puld.)™!
for some pu € C. From this follows the existence of a discrete set of eigen-
values

{ui(,)eC|ljeN, w; = pjq — —oo for j — oo}

and a corresponding set of eigenfunctions { ﬁ(sz,l)l j € N} for fixed /. We nor-
malize f; such that || fi(e%, 1, = )llz20.20) = 1.
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It remains to compute these eigenvalues. It is easy to see that for fixed
/y > 0, there exist &, go(/;) > 0 such that for all ¢ € (0,g) and all |I| > [
all eigenvalues fulfill p;(/) < —op. For [ =¢ =0 the eigenvalue problem can
be solved explicitly. We obtain a two-dimensional subspace corresponding to the
zero eigenvalue. All other eigenvalues fulfill again u;(/) < —oo = O(1). There-
fore 9(l,e,u)w = M (l,e)w — uw = 0 has to be solved with respect to w(l,¢) for
L,e,p small. In [Mi94] this problem is handled as a bifurcation problem. We
always have the trivial solution w =0 for all /, u, and e. Solutions can bifur-
cate from this trivial branch if (8,,%(l,¢,0))~! does not exist and so the implicit
function theorem cannot be applied to continue the trivial branch. We know al-
ready that 0,,%4(0,0,0) = .#(0,0) is not invertible and has a two-dimensional kernel
spanned by U; =sinx and U, = cos x. Thus we apply the method of Lyapunov—
Schmidt to compute the bifurcating solutions. Let P be the orthogonal projection on
this kernel and let w = aU,; + bU, + ¥~ with (1 — P)¥" = ¥". The hyperbolic part
(1 —=P)94(l,e,1,a,b,7") = 0 possesses the resolution ¥~ = ¥ (I, ¢, u,a,b). Inserting
this into P¥9(l,¢, 1, a,b,7") = 0 gives the bifurcation equation

p—u —id ay [ O + |u)) (9(|l|+|u|)>] <a>
[( i0 p+0(8)—#)+0(8)<(9(|1I+|u|) o +1u) )| b

=g,(‘b’>:0

p=—4P — ), 5=—4P, c(e) = —2& + O(").

with

Computing u; 2(/,¢) in such a way that the determinant of %; vanishes, gives the
curve of eigenvalues p; and y,.

Lemma 3. There exist lo,eg > 0 such that for all || < |ly| and & € [0,¢9] the
eigenvalues p, » have the following expansion:

w1 = —cie)P + 0%, (1) = =26 —a(e)l + 0" + &),

where c1(e) = 4 + O(&?).

Corresponding to these curves of eigenvalues is a family of eigenfunctions 11 5(¢2, /).
They have the following useful property.

Lemma 4. Fix w, ¢ and ¢. Then the eigenfunction [ can be expanded as f1(l) =
go + ilgy + O(1?), where go,g, € H*(0,27) are real-valued functions.

Proof. We have go = Oxuo/||0xtol|[2¢0)- The operator .4, is of the form .#; =
A+ ilB + O(I?), where 4 and B are real operators. This holds also for general
uo(w, @, ¢). For this see [Mi94]. The eigenvalues y; fulfills (1) = O(/?). Let h; €
L*(0,2m) also be real-valued. Inserting the ansatz f1(/) = go + ilgy + lhy + O(1?)
into ;1 f1(1) = w(1)f1(l) gives for the I'-order terms: idg, + Ah, + iBgo = 0.
Thus & € ker 4, i.e. hy || go or hy = fosug for a f € R. Since we have normalized
f1 we have to choose f=0. O

Note that the normalization plays no role in the proof of (33). Summarizing our
result gives the following picture.
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all other eigenvalues

Fig. 1.

Remark. 5. For general up(w,@,¢) the action of .# leaves the space of func-
tions with Fourier support Z, ™ = {k = (1 + ¢w)(m + [)|m € Z} invariant. So the
same procedure works. The picture of eigenvalues looks like that above for
all Eckhaus-stable solutions ug(w, @,¢) if 4w? < 1/3 + O(e). In general the crit-
ical cigenvalue looks like pi(1) ~ —Ci(w,&)I> + ..., where 0 < Ci(w,¢) — 0 for
4w* — 1/3 + O(e). See [Mi%4].

Until now we have shown spectral stability. Before we establish the nonlinear
stability result for the Swift—-Hohenberg equation, let us explain the existing result
for the Ginzburg—Landau equation. This will make clear what has to be done.

3. Ginzburg-Landau Formalism and Renormalization Theory

In this section we give a brief introduction to the so-called Ginzburg-Landau for-
malism and to renormalization theory. As already said the Ginzburg-Landau equa-
tion can be derived as a modulation equation for the Swift-Hohenberg equation.
The existing diffusive stability results for the stationary solutions of the Ginzburg-
Landau equation have motivated us to show a similar result for an original system.
Therefore it is natural to compare the two stability results. Hence the Ginzburg—
Landau formalism is introduced first. To establish the nonlinear stability result we
use renormalization theory. The application of this method is explained for the
simplest possible model problem. If you are familiar with the Ginzburg-Landau
formalism and renormalization theory you can skip the following section.

3.1. Ginzburg—Landau Formalism. In this paper we start the investigation with a
simple model problem in one space dimension. In future work we will treat gen-
eralizations to hydrodynamical applications, as there are Bénard’s problem in a
strip or the Taylor—Couette problem. The simplest example where the Ginzburg—
Landau formalism applies is the Swift-Hohenberg equation (2) we consider. Lin-

earizing (2) around u =0 gives solutions of the form w(x,¢) = ik where
Mk,e2) = —(1 — k?)* + €2. One observes that A(k,e?) is positive for k close to +1
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with height @(¢?) and width O(e). Therefore the stability curve is given by the
following picture:

bifurcation-
parameter € 2

unstable

stable

wave-number k

Fig. 2.

The same stability curve appears for many problems, in particular for the above
mentioned hydrodynamical problems. Due to the stability curve, it is natural to
expect that for small &2 > 0 the long-time behavior of (2) is described by bifurcating
solutions u, which behave approximately as

u=Yp(d) ;= e A(X, T)e™ + e A(X, T)e ™, (6)

with slow time scale 7 = ¢2¢ and large spatial scale X = ¢x. This ansatz for u is
the starting point of the Ginzburg—Landau formalism, and formally equating equal
powers in ¢ and e” to zero shows that the complex valued amplitude 4 = A(X,T) €
C should satisfy a Ginzburg-Landau equation

Ord = 40%4 + A4 - 3|44 (7)

Recent work (see [CE90b,KSM92,vH91, Sch94a, Sch94b]) has demonstrated that
the Ginzburg-Landau formalism provides a valid approximation in the sense that

u(t,x) = Y,(A4) approximates a true solution u of (2), whenever 4 solves (7). More-
over, in [Eck93, Sch94c, Sch95] the attractivity property of the set of solutions in
the form (6) was shown. The original system is only reflected in the coefficients of
the Ginzburg-Landau equation which can be complex-valued.

3.2. The Diffusive Stability Result for the Ginzburg-Landau Equation. In polar
coordinates A(X, T) = r(X, T)e¥*T) the Ginzburg-Landau equation (7) is given by

Orr = 4ryxy — 4(0x ¢ )*r +r — 31,
Ordp = 4dxy + 8rxdx/r. (8)

It is easy to see that (r,¢) = (V1 — 4w?/\/3,wx + ¢g) defines a two-parametric
family of stationary solutions Ag(w, ¢g) = /(1 — 4w?)/3e"@**+%0)  The lineariza-

tion around a member of this family (r,¢) = (V1 — 4w?/ V3 +5,0x + ¢o + ) pos-
sesses eigenfunctions (s,y) = (s;e™*, Y;e™™) and corresponding eigenvalues

Moo, 1) = =412 — (1 — 40?) £ /(1 — 402 )? + 640?12 .
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Since 41(w,0) = 0 and 0;4;(w,0) = 0 (which follows from A;(w, ) = A41(w, 1)), it
is clear that the sign of d74;(w,0) answers the question about positive eigenvalues.
It is easy to compute that for 4w? > 1/3 instability occurs.

Let us consider @w = 0 which corresponds to w =0 in (2). Here we have
A = —41% and Ay = —2 — 4/%. These eigenvalues correspond to y; and py in (2).
Recalling the above Ginzburg—Landau scalings shows again that u, in (2) can only
be negative of order O(¢?).

Now we are at the same point as we are for the Swift-Hohenberg problem. The
linearization possesses continuous spectrum up to zero, so stability is determined
by the nonlinear terms. In our PDE-situation it is nearly impossible to conclude
stability from the form of the nonlinearity, but see also [EW94]. Therefore we need
a method which works without much knowledge of the nonlinear terms.

The coordinates corresponding to A, are exponentially damped. So all difficulties
come from the curve A; = —4/2. A similar curve 4, = —k> appears after Fourier
transforming u — Fu = il = 3~ [u(x)e ™ dx, the heat equation d,u = u,, on the
real line. For this equation we have the asymptotic behavior

sup [Vau(xv/i, 1) — /ra0,0)e ™4 = 0(1/37) 9)

for u|;=o € H 2(2). Since the curves A; and 11 are both parabolas, the same behav-
ior can be proved for the perturbations of the linearization around the stationary
solutions of the Ginzburg—Landau equation. Looking more closely to the proof of
this linear result shows that only the asymptotic parabola shape of A; at the wave-
number / = 0 plays an important role and not the fact that a diffusion equation is
considered. Therefore one can expect that due to the form of u; a similar result
holds for 0,v = Av.

For the nonlinear stability let us consider first the nonlinear diffusion equa-
tion 0,u = uy, + uP. Tt is known that u = 0 is classical stable in L' N L>°, whenever
p > 3. In [CEE92] this idea was transferred to the stability question for the station-
ary solutions of the Ginzburg-Landau equation. With the renormalization approach
([BK92]) the asymptotic behavior (9) for the perturbations and the (H?(2),L°°)-
stability can be shown for the nonlinear problems, too.

Although center manifold theory does not apply for our stability problem, sup-
pose for the moment that we are able to reduce the whole system to a single
nonlinear master diffusion equation. We are done if we show that in the nonlinear-
ity all low order terms are missing. Before we explain how renormalization theory
allows us to show (9) for the nonlinear problem, let us discuss the question: why
should the low order terms vanish?

At first sight this seems to be a miracle. It becomes clear that it is no miracle
if we consider the Swift-Hohenberg equation with periodic boundary conditions
u(x) = u(x + 2n). We know already that the linearization around uy = uo(0,0,¢)
possesses one zero eigenvalue which corresponds to the translation-invariance of
the problem. All other eigenvalues are negative and bounded uniformly away from
the imaginary axis. (This is the case / = 0.) Thus center manifold applies to prove
the nonlinear stability via asymptotic phase theory. In our case it is equal to the
family of stationary solutions. Thus the reduced system on the center manifold
vanishes identically. Therefore there is no nonlinearity at all to the zero eigenvalue
which corresponds to / = 0. This is a first hint that the nonlinearity vanishes up to
the order we need.



Diffusive Stability of Solutions of the Swift-Hohenberg Equation 687

3.3. Introduction to Renormalization Theory. In this section we explain the use
of renormalization theory (cf. [BK92]) in analysing the asymptotic behavior of
the perturbations for nonlinear diffusion problems. As an introductory example we
consider the above nonlinear diffusion equation

Ot = uy +uf, (x € R), (10)

with p > 3. For simplicity assume additionally p € N. Let us introduce again
H™(R,C) as the Sobolev-space for which the derivatives up to order m are in
L*(R,C). A function u lies in H™(n), if x — u(x)(1 + |x|?)"? lies in H™. 1t is
well known that Fourier transform is an isomorphism from H™(n) into H"(m). It
is a continuous mapping from L! into L°°, but not vice versa.

3.3.1. Linear Diffusive Stability. In Fourier space the diffusion equation 0,u = u,, is
given by 8,4 = —k%i. The solutions are given by 7i(k,t) = e~¥"ii(k,0). We have

12
lull ey = Cllllanemy = C <f 20(51?12)2(1 +k2)'">
j:

IIA

C(1+ 2| ol rmemy < CL+ 2 ]|y -

It is easy to see that these estimates are sharp. Thus (4, H™(n))-stability cannot be
expected for n > 0, where 4 stands for some Banach space.

Solutions to diffusion equations decay in a characteristic way to zero. This can
be observed by rescaling the solutions by (&,.4)(k) = a(k/L).

Since |d(a) — ii(a)| £ Cla — b|™ir(max©.n=1/2))|| 4| 72, we obtain for the solu-
tions

(L1 i)k, L*) — 4(0)i=0e ™ [l rgmy < [le™ [AU/L)]i=0 — (0| i=o]l| memy

é (C/Lmin(l,max(O,n—l/Z)))“ﬁIIZO”H"(m) . (11)
Thus, the optimal decay rate is obtained for » = 3/2. In x-space we have (9) and
(1). From (1) follows the (H?(2),L*)-stability.

3.3.2. The Nonlinear Case. Now we consider the nonlinear problem (10).

Theorem 6. The solution u = 0 of (10) is (H*(2),L>°)-stable. There exists a 6 > 0
such that for all initial conditions of (10) with |[uo||2y) < & the following holds.
There exists an A* € R depending on uy such that the solutions u with u|,—o = ug
behave asymptotically for t — oo as

IVau(eV/1,0) — Vad e |y = O( m002=32) (12)

Proof. After the considerations of the last section it remains to show (12). Using
the fact that the Fourier transform is an isomorphism in %(2) we may write (10) as
00 = —k* G + 4*P (13)

where *p denotes the p-times convolution (u * v)(k)= [u(k — I)v(l)dl. With the
scalings k=K/L", t=L*'T, and L > 1 we obtain for v,(K,T) = i(k,¢) the equation

6TUrl = _szn + (Ln(3—p))vl>l;p > (]4)
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where we have used .
GLrux Lo = Z,?L(u xv) and

4C > OVu,v € H"(m) : ||u * U”H"(m) < C”u”Hn(m)“U”Hn(m) (15)

if m > 1/2, due to Sobolev’s embedding theorem. We denote constants uniformly
by C if they can be chosen independent of L.

Equivalently to the solution of (13) on the time interval [1,00) with initial
condition |- is the following process:

1) n=1: Equation (14) is solved on the time interval [1/L,1]. Then Lvi(-,1)

is taken as the initial condition for n = 2, i.e. vo(-,1/L?) = ZLivi(-,1).

2) n — n+ 1: Equation (14) is solved on the time interval [1/L?,1]. Then %,
va(+,1) is taken as the initial condition for n+1, ie. v, (-,1/L?) =
Loa( -, 1).

Thus we have

T
(K, T) = e KTV (KJL 1)+ L7C=P) [ K T=)p2 0K syds . (16)
1/L2

To control the magnitude of the solutions on the time interval [1/L%, 1] we need

Lemma 7. Let |[v,—1|r=1ll;2¢) < 6 and 6 < L™* for some o > 5. Then there exist
Ci,Lg > 0 such that for all L > Ly we have

R:= sup [[oa(T)lp2) = C\L*=
TE[/L2,1]

Proof. We have || L10lly20) £ CLY?|[0]|42(2)- Thus the linear terms in (16) can
be estimated by

2 2
sup ||K s e KTy (KL, D2y
TE[1/L2,1]
2 2
< sup [[Ko e KT-IL >||C§||1< = Vg1 (K/L, D)l 20y S CLY?S.

TE[/L2,1]

For the nonlinear terms we obtain

T
Ko L"07P) [ o K T=9pmr(g sy ds| < CL"G-PRP .

1/12

sup
TE[1/L2,1]

H2(2)

Choosing d and R in the above way it is easy to see that the right-hand side of
(16) defines a contraction in a ball of radius CL>?>~* in C([1/L%,1],H?*(2)) if L
is chosen sufficiently large. Therefore the solution which is the fixed point of this
contraction stays in /2(2) in a ball of the same radius CL*?>~*. Note that the choice
of o is not optimal in this case. [

Now we show the convergence of the points v,|7—; towards A e X inH 2(2) for
an 4* € R. To do so, let us define the projection ITv, = v,(K = 0) and ¢ = e K.
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Moreover, we define v,|r—; = A,Y + pu, with p,(K =0)=0 and 4, € R. Thus
(16) splits up into

2 *
Apy1 = Ap + IL"C™ ”)f e K= P (K, s)ds,
112

1
2 2 *
pn+l(K)=e—K (1-1/L )p”(K/L)+Ln(3—p) f e K (- S) P (K S)ds
1/L2

+ e KV 4 Y (KIL) — A1 (K a7
For the terms on the left-hand side we get the following estimates:

a) K > L'C=P) [ e K002 (K 5)ds|);20) < CRPL™CP),
b) [[Tu| < C””HHZ(Z)’

¢) K = e K0V (KIL) 120y < (/)| palliay (see (11)),
d) K = e D4 (KLY — Ay b (KD li2ay S Cldlnit — Aul.

Using these estimates we obtain
| Ayt — A,| < CL"C=PIRP
”pn+1 ”1-12(2) =< (C/L)”pn”[—ﬂ(z) 4 CLn(3—p)Rp ‘

Suppose now that suprep 2,17 Sup, [[0a(T)l g2y < R and that L >2C. Then it is
clear that ||p, |20y — 0 for n— oo. Since the A4, behave as a geometric serie
there exists an 4* such that 4, — A4*.

We are done if we show the existence of a R > 0 such that supr¢y 2 1) sup, [|vn
(D)ll22) = R. Recall that ||va|7=1]lp20) < Cl4n| + [|pnll2¢2)- Using Lemma 7 it
suffices to show that C|4,| + || pall 22y =: 0n < 200 := 2(C|4o| + l|pollg22y) < L™
for all » and o > 5. We obtain 9, < J, + CRPL"C~P) and so |0, — 5, <
2= if CRPLG=P) < 1/2, and if 4CRPLO~P) = 4CLPCR2=9[B=P) < [~* To
fulfill these assumptions we have to choose L > Ly for a Ly sufficiently large.
Hence 6, < 20.

Since convergence goes as L~ ™n(17=3)" and since the convergence holds for all
L € [Lo,L3] we have established (12) and the (H?(2),L°°)-stability. O

Remark. 8. Theorem 6 holds for all nonlinearities u”(0, u)" as long as p+2g >
3. In Fourier space we have (£, u)*? * (ik %y, v)*F = LP+2‘I —m=1 Z1/1(u * iKv). Thus
derivatives in x-space or vanishing coefficients in Fourier space give higher powers
of L7

4. The Nonlinear Stability for the Swift-Hohenberg Equation

Before we state the exact stability result for the stationary solutions of the
Swift-Hohenberg equation in Theorem 15 we need some notations. We introduce
the used functional analytic set-up and generalize the concept of so-called mode-
filters. With these preparations the asymptotic behavior of the perturbations and the
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nonlinear stability result can be established. For notational simplicity let us assume
in the following uy = (0,0, ¢) = &ilp. In some subsequent remarks we explain how
to handle general uo(w, ¢, ).

4.1. The Functional Analytic Set-Up. Essential for the proof of Theorem 6 in
the last section was the representation of the linear evolution operator by Fourier
transform. For our problem we need similarly a representation of the semigroup
generated by .4 through e®1() ~ =4’ Fourier transform has to be generalized
(cf. [RS72] Vol. 4 Ch. 16) to obtain such a representation of this semigroup. The
eigenfunctions e’ of usual Fourier transform have to be replaced by the eigen-
functions w)(x)e’™ of ., with wi(x) = wi(x + 2n), | € [-1/2,1/2), which were
computed before.

Similarly to the fact that Fourier transform is an isomorphism in L? or H*(2) we
need estimates for the representation by the eigenfunctions w)(x)e'™. Our starting
point is the following relation:

. 172 ‘
ux) = [eFakydk =Y [ UG+ 1)dl

JEZ—-1)2
1/2 o 12
= Eze'(’ﬂ)m(jw)dl: [ e™ax)dl, (18)
—1/2 JE —1/2

where i)(x) = 37, 4(j + I)é’*. The sum and the integral may be interchanged
due to Fubini’s theorem for u € &, where & is the space of Schwartz-functions,
i.e. & contains functions which are sufficiently smooth and decay sufficiently fast

for |x| — co. We have

1/2
[ u@)|* dx = 2= [ (k)P dk =2r5" [ |a(j + D)dl

J€Z —12
1/2 1/2 2n
=2n [ Y G+ DPdl= [ [lax)dxdl,
—1/2 j€Z —1/2 0

where we have used that Fourier transform is an isomorphism in L2. The same
formula with regularity and weights looks like

) [ 105u(x)*(1 + [x[*)'dx
=0

< O [ 1apatk)P(l + k2yrdk
r=0

n 12

CY > [ 1opaG + DIFQL + [j + 12y dl
r=0j€Z-1/2

[IA

n 12
CY [ 210G + D+ |j + 1P ydl
r=0-1/2 jEZ

1A
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m 1/2 2n

< ey [ [loolinePxdl

r=07=0-1/2 0

S €3 [10{uCo) (1 + P Yds (19)
Definition 9. Let m,n € Ny. Then, we define the spaces
ZM(m) = Hper([—1/2,1/2), Hye [0,27))  and  £"(m) = Hp,([—1/2,1/2), (m)),
where IP(m) = {u: Z — C| el 2my = 2okez e P(1 + £*)"> < oo},

The different representations in (18) and the estimates (19) allow us to define linear
mappings between these spaces. Compare also with [RS72] Vol. 4 Ch. 16.

Definition 10. Let m,n € Ny. Then we define linear mappings
F H™(n) — H"(m) : (x € R — u(x)) — (k — (k) = %fu(x)e‘”“dx) ,
L H'(m) — L"(m) : (k € R—di(k)) — (I € [-1/2,1/2) — (I + j))jez)
S LNm) — Z(m) 2 (1 € [-1/2,1/2) — (a(l + j))jez)

J

— (Z c [—1/2, 1/2) — ﬁ](x) = Zﬁ(l—F])e’f") ,

J

I3 Z(m) — H"(n): (1 € [=1/2,1/2) = dy(x) = > a(! +j)e""">
1/2
— <x eER— | ﬁ,(x)eilxdl> .
—1/2

Lemma 11. The mappings F, 51, %>, S are isomorphisms. For fixed m,n exists
C = C(m,n) > 0 such that

I | Linmny—nomy) + | F I innmy—mny < C

1L | Lingn(my— 2nomyy + 1Ly I Lin(2nmy—Hn(my < C

IA

| L2 |Lingznmy—2my) + 15 Lingznimy—2nmy < C s

L5 Lingznmy—tmyy + 15 Lingtmny—27myy < C .

Proof. This follows directly from (19) and from 30 % o0 S0 F =id. O

We introduce the abbreviation J = % o ¥ o F : H*(2) — %?(2). For the proof
of the asymptotic behavior of the perturbations we work in the space Z?%(2). We
denote the operation in %%(2) which is associated to the pointwise multiplication
- in H*(2) by *, i.e. for u,v € Z?(2) we define uxv =J(J " 'u-J'v). We have
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for [ € [—1/2,1/2)
() (x) =Y [u(l+ j — m)v(m)dme”™
J R

12 N '
= [ S u(l+j—n—kn+k)eV ™ dn
—1/2 J k
12
= [ un(x)va(x)dn . (20)
“12

To handle the asymptotic behavior of the solutions we introduce the following
renormalization operator %, and the scaled spaces 27 (m).

Definition 12. Let m,n € N. Then we define the spaces Z'[(m) = Hy([-L/2,L/2),
H ¢ (0,2m)) and the mappings
Z"(m) — Z(m)

L8 . .
1 {ul(x)Hul/L(x)

From the Ginzburg-Landau formalism we know that the attracted neighborhood
should be of order @(¢) in L°°. Therefore we rescale (3) in such a way that the
solutions of the rescaled equation are of order O(1) for ¢ — 0. Thus we introduce
e 27,(2) by v=J"'%,0 and consider in the following

00 = Lo dMI ' L8 + Lo INI(J ' D)
= A+ Nyo(D) . (1)

We define the nonlinear interaction %, in Z7(m) by LLv, * Lw, = (1/L)%L
(v, *L w,). For notational simplicity we write * instead of %,. We have the fol-
lowing rules:

Lo * Lo, = (1/L)=g7L(Un * Un)a LLog * Lpw, = (I/L)gL(Un *W,),
ug L wy, = e (tgwy), with ety = ug , (22)

where the roles of v, and w, can be interchanged.
To control the nonlinear interaction in the spaces 27 (m) without loss of powers
of L~! we have to introduce weights in the /-variable.

Definition 13. We define

2 2 L2 2z R
Y(B) = {u € 21wl =X X [ [l07ofum)P (1 + Y dxdl < oo} :

r=0F=0—-L/2 0

Using [ju* ||,z < [[ullp1]v]l,2 and [[ull,r < Cllullgo/24s) for all 6 > 0 gives the
following estimates. There exists a C > 0 such that for all L = 1,

l|uovl|ay,p) < CEHﬁOHHZ(O,M)”U”"J/L(ﬁ) and

llu* vllay 5y < (C/L)||ullgy i) lI0l98) (23)
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if B > 1/2 and f, = f; = 0. The assertions of Remark 8 are generalized to the
space %7 (f}) in the following lemma.

Lemma 14. Let f € Cp.([—1/2,1/2),C*((0,2n),€)) with || f(L, )l c2¢0.2m.0) <
C|l]? for a y € [0, B). Then, there exists a C > 0 such that for all L > 1 we have

”(gl/Lf)““@L(ﬁ »n = CL™ y“f“czer( 1/21/2)c2((02n)c))””“@1,(ﬂ)

Proof. This follows since sup,| )}/2| < CL7". O

(1412

4.2. The Result

Theorem 15. There exists ey > 0 such that the following holds. Fix w,q, and
e € (0,8) such that (21) is the system corresponding to an Eckhaus-stable solu-
tion ug(w, @,&). Then for all p € (0,1/2) there exist 6,C > 0 such that for all
o € ¥1/5(2) with ||50||@/1/8(2) < 0 the following holds. The solutions ¥ = #(1,x,T) €

Y1/:(2) with 07—y = 0y and T = ¢*t behave asymptotically as

~ *  — 2
11— 2,700 0. T) = A%e= V@ f1(1 = 0)(@, ¢, )]l 7, @
SCT7V*P for T — 00, (24)

where A* € R is a constant which only depends on the initial conditions. We have
the asymptotics Ci(w,&) = 0(1), 6 = O(1), C = O(1), and A* = O(1) for ¢ — 0.

Let us translate this result into physical space. With 4* £1(0)y/7/+/Ci(w, &) = Adyiiy
and R = %, /76 — 4*e~C1@)" £,(0) we obtain in the L*°-norm

1/2 '
vty = [ (l/e,x, T)e™dl
—12
1/2 - ‘ 12 _
= [ A*e Q@I £0)e dl + (T~V2+P) [ RUINT/e,x,t)e™dl
—12 —1/2

& ~ _22
N /(4C1(w,£)T)axﬁO + (O(eT—H-p)

VT

1 -
= ﬁAe"‘z/(“Cl(“”a)’)ﬁxﬁo NCCH Y (25)

where we have used R(-, -,T) € ¥ \/7/5(2)- Thus, we have proved

Corollary 16. In physical space we have the asymptotic behavior

1 -~ _»
sup |v(x, 1) — e—=—=Ae ¥ /1@ fo| < Ce(et)™ 177 for t — o .
x Vert

Therefore, we can conclude

Corollary 17. The fixed point v =0 is (J~' % /6% 1/6(2),L°)-stable under the flow
of (21).
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Let us describe in physical space the set of initial conditions for which such an
asymptotic behavior occurs. Consider (21) and let the perturbations be in %,(2).
Then in Fourier space the Fourier modes are concentrated in neighborhoods of the
integers with width @(¢). In physical space this means that the solutions of (2) can
be written as e + Y, eAx(ex)e™, where | 4nll 22y = €5 = O(1). Therefore the
attracted neighborhood is of the same order as the solution in powers of ¢ in L.
The fact 4, € H? comes from the weight in % (). The following corollary holds.

Corollary 18. There exist ¢y, 6 > 0 such that the following holds. Let Vs =
{4 € H*22)| ||4]ly22) < 8} be a neighborhood Ao+ Vs of the equilibrium Ay
of the Ginzburg—Landau equation (7). Then for all ¢ € (0,¢y) the assertions of
Theorem 15 hold for all initial conditions in the set ¥,J t/;£( Vs) C ¥ 1/6(2).

Note that the renormalization process for the equilibria of the Ginzburg—Landau
equation can be made in the space H?(2).

Using the attractivity result of [Eck93, Sch94c, Sch95] we know that after a time
((1/e?) the solutions can be written as

etig + eA1(ex)e™ + c.c. + O(e?)

where again [|4; |2, = @(1). The function 4; behaves approximately as a solution
of the Ginzburg-Landau equation. Using the diffusive stability result [BK92] for the
Ginzburg-Landau equation gives formally with X = ex and T = £?¢ that

lled (X, T)e™ + c.c. + O(e*) - [8(T)“l/zzie_Xz/(“Cl(‘”’o)T)eix + c.c]||zeo
< eO(T71) + 0(e?) . (26)

Since the solutions of the original system can only be approximated via the solutions
of the Ginzburg-Landau equation for 1 < ©(1/¢?) ([CE90b, vH91, Sch94b]) nothing
can be concluded from this, but it fills our result with more life.

Remark. 19. The main point of the proof is to show that the nonlinear terms are
really irrelevant. The most difficult terms s; and s, are estimated in the proof of
Lemma 24. For their estimates we need Lemma 14 and Lemma 4. To estimate these
terms we have to choose p > 0. This is explained in Remark 26.

Remark. 20. To handle simultaneously the asymptotic behavior of the pertur-
bations and the stability question, the usual definition of stability is general-
ized. This generalization is natural for problems on the infinite line. This is be-
cause on the infinite line there are function spaces which are essentially different.
For instance, CJ([0,1],IR) C L*([0,1],IR), but neither C)(R,R) C L*(R,R), nor
LA(R,R) C CY(R,R).

4.3. The Renormalization Process. For notational simplicity we demonstrate first
Theorem 15 for ug = up(0,0,¢). A combination of Remarks 5 and 27 demonstrates
the result for all Eckhaus-stable solutions uy = ug(w, ¢,¢). In [Sch94b] mode filters
are defined which extract the critical, i.e. in [Sch94b] the exponentially increasing,
Fourier modes from a function u. Here we generalize these concepts of mode filters
to extract the diffusive part from a solution. To do so we need the following lemma.
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€
M(I/L)u(l)) defines a linear mapping from %" (my) into 27 (my). There exists a
C > 0 such that for all L = 1 we have the estimate

Lemma 21. Let M € Cr..([-1/2,1/2), Lin(Hyet, Hyet)). Then (1= u(l)) — (1 +—

|| Mu

IZZ’Z(mz) = Cngl/LM”CL',’er[—L/z, L/2),Lin(Hm1,Hmz)llu,,fZ(m1) .

per > “per

Proof. This follows directly from the definition of Z}(m). O

From the computations in Sect. 2 it is clear that there exists an /; > 0 such that at
least in a neighborhood (—¢lo,ely) C (—1/2,1/2) for fixed [ the largest eigenvalue
u1(1) is bounded away from all others. So for fixed / through the Dunford-integral

1
Pi(l) = 7 [ () —s)"'ds
r

a projection on the eigenspace span{fi(/)} is defined, where I' is a curve in the

complex plane surrounding u;(/) in the resolvent set. Since (5) is a self-adjoint

problem in L2_(0,27) the projection Py is orthogonal in L2 (0,2) for fixed .
Next we define a smooth cut-off function y € C§° by

0 7] = 1o/2
w0 =4 €[0,1] loy/4 = || < 1o/2 .
1 1] < Io/4

There exist C,e9 > 0 such that for all ¢ € (0,&) the operator E.(4,1) = y(l/e)
P[(Sz,l) cH™ — H™ fulfills HgEEC”CSer[(—l/(?S)»1/(28)),Lin(H,§'énH£'ér)) < C < o0. This
holds, because of the representation of P;(/) by the Dunford-integral and because
of the orthogonal property.

Definition 22. According to Lemma 21 the multiplier E. defines the so-called

mode filter E. : Z™(n) — Z™(n). We define linear mappings e (1) : Hje, — C by
@.(Du) fi(1) = E.(1)u. Moreover, we define E; = id. — E.. Since E. and E; are
no projections we define auxiliary mode filters E* and E" by E"(1) = P1(1)x(21/¢)

and E"(1) = (Id. — Py(1/e))1(1/2).
An application of Lemma 21 gives the following estimates.
Lemma 23. There exists C = C(m,n) > 0 independent of ¢ € (0,&y) such that

fOV all L > 1/8 we have ||$1/LEC$LV||@/L(15’) é C||u||@L(5) and ”gl/LEsgL”H@L(B) é
C||ul,p). Moreover E'E. = E., and E'E; = E;.

With these preparations we define the diffusive part u. and the linear exponentially
damped part 7@, to be the solutions of

Oiue = Auc + c~?.9Ecc~gl/s-]v~2(uc + i),

6tﬁs = Aﬁs + gsEsgl/sNZ(uc + ﬁs) 5 (27)

where u, and #, should additionally fulfill u, = Z,E" % u. and iy = L,E* 2y ,ii.
The initial conditions are given by u, = Z,E.%,0|,—0 and by u; = LE; %) /,0],—0.
Note that the separation of (21) into (27) is not unique. But if we have found
solutions u. and #; of (27) we also have found a solution of (21) since the sum
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of the two equations in (27) equals (21). Since the solutions of (2) are unique it
suffices to consider one system (27) to show the assertions of Theorem 15.
We modify this system by introducing coordinates

s = A7 LEL :Buoue * ue) + ug . (28)

Note that A~ exists for the considered values of / and is of order @(¢~2). This
transform simplifies the following calculations. Under this transform (27) becomes

Opue = Aue + N3(ue, ) ,
Oy = Aus + Ny(ue, uy) , (29)
where
Ns(ue,ts) = LEc L1 oNo(ue + A~ LE Lo (Bugue * ue) + ug)
Ny(ute, ug) = LoEs L1 eNo(ue + A~ LE L1 Buotte * ue) + ug)
~ O[AT LE L) Bugue * u.)] .

We start the renormalization process with noting that the dynamics happens on the
Ginzburg-Landau time scale. Thus, we scale the diffusive part u, as

(K, x, T) = uo(K/L", x, L*" T/¢?) .

The scaling of the exponentially damped part comes from the following considera-
tions. By the above coordinate transform the quadratic terms in u, are eliminated.
Thus, if u.|,_;> has a decay rate 1/L”, then u,|,_,>» has a decay rate 1/L3" for n — oo.
Therefore we scale

wn(K,x, T) = L* =Py (K/L", x, L*"T/¢*) with p € (0,1/2).

This scaling seems not to be optimal (p = 0), but it is, and it has the advantage
that in this limit the variables w, converge towards 0. Under these scalings the
variation of constant formula for (29) is written as

on(T) = el M=V (KL 1)

T 2n,—2 4c
+ 672 [ eFt AT TIN (0,(T), wa(T)) T,
1/L2

wa(T) = eL"e M=y, (KL 1)

T —2 45
+ 722D [T ATON (1, (1), wy(1)) d (30)
1/L2
with
AS = LynE" L1 ALy, A = LoymEr 1) ALy

Ne(vn, wy) = gl/L"N3(UmL2n(p-1)Wn), N(Up, W) = gl/L"N4(Un,L2n(p_l)Wn) .
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We proceed as above. Equivalently to the solution of (29) on the time interval
[1/62,00) with initial conditions (u,u;)|,—, /2 1s the following process:

1) n = 1: Equation (30) is solved on the time interval [1/L%,1]. Then (% v1)
(+,x 1), L1wi(+,x, 1)) is taken as the initial condition for n = 2, i.e. vy( -, x, 1/L%)
= egl/LDl( L, X, 1) and W2( L, X, 1/L2) = gl/LW1( X, 1)

2) n— n+ 1: Equation (30) is solved on the time interval [1/L%,1]. Then
(Lrva(+,x, 1), Liywa( - ,x,1)) is taken as the initial condition for n+1, ie.
Unp1 (5%, 1/L?) = Prypoa( - ,x, 1) and wupr(-,x, 1/L2) = Lypwa( -, x, 1).

To control the magnitude of the solutions on the time interval [1/L%,1] we need

Lemma 24. Let ||Un—1lT=1“@Ln_1/£(2) + ||Wn_1|T:]||@Ln_l/e(2) <0 and 6 < L™ for

some o > 5. Then there exist Cy,Ly > 0 such that for all L > Ly we have

Ri= sup |lou(Dlap,+ sup  [wiDlwp,e) S CGLA.
Te[1/L2,1) TE[1/L2,1]

Proof. See Sect.44. O

In the following we denote constants uniformly by C if they can be chosen inde-
pendent of L and e&. We show now the convergence of the points v,|r—; towards
A*e“cl(“”*’)’zfl(l =0) for an 4* € R and of w,|r—; towards 0. To do so, let us
define i = e~C1@ 9 £,(] = 0) and the projection ITv, = v,(K = 0). Moreover, we
define wy|r=1 = ¢, and vy|7=; = A + pp, with p,(K = 0) =0 and 4, € R. Thus
(30) splits up into

1 2n.—2 4c
Ay = Ay_q + H™2L* f el A"(I_T)Nc(vn,w,,)dr,
1/12

- c 1 n, — C
on(K) = eL2 € ZA"(I_I/LZ)pn—I(K/L) + g2 f eLz € ZA"(l_T)NC(Un,Wn)dT
1/L2

2n,—2 ¢ 2
PO 4 (KTL) — AgW(K)

1
Du(K) = eLZ"e_zAf,(l—l/Lz)¢n_1(K/L)+8-2L2n(2—p) f eLz”s_zAf,(l—r)Ns(vmWn)d,L-.
1/L2

€19)

Note that the initial conditions 49 € R, pg € %, and ¢g € %, are of order O(1)
for ¢ — 0. For the terms on the left-hand side we get the following estimates.

Lemma 25. Suppose SuPTe[1/L2,1]||Un(T)||@Ln/£(z) + SuPTe[l/LZ,u||Wn(T)||ag/L,,/e(2) =R
Then for all p € (0,1/2) there exist Ly, ey, C > 0, such that for all ¢ € (0,&y) and
all L > Ly :

_ 1 2n,—2 4c0q _
a) H8 ZLGfl/LzeL e 4,31 T)Nc(vn,wn)drllq)/Ln/c(z) § CR2Ln(2p 1),

b) ”8—2L2n(2—p)f1/L2eLan_zAf,(l—r)Ns(vm Wy )d‘[“@/Ln/e(Z) < CR2L_2np,
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C) |Hu| é C”u”@Ln/g(Z)’

2n,—2 4¢ 2
d) [|K s BRI g (KL

Yyne(2) < (C/L)||pn— ”@Ln—l/E(Z)’

&) [IK LTI 4 (KL — An‘P(K)”@Ln/C(z)
< Cl4, — Ap—1| + CRLT",

=2 5112 _(r2n
£) K e AATVEG, (KL, 0) S Ce < ||¢n—l||@/L,,_1/£(2)‘

Proof. See Sect.4.4. [

Using these estimates we obtain

An — Apa| < CLCPDR?

IA

||p,,||%1/€(2) < (C/L)||pn—1 ||%171/C(2) + CL"®P~DR? L CL™"R,

_y2n _
\\¢n”@ 11(2) < Ce cr H¢n—1“@ @ + CL™2PR?
L"/e 1

n~l/8

Suppose now that SUPreqi 2 1 sup, (|| wa(T) l#,n,2) + | 0a(T) ll9102)) < R and
choose L so large that Ce™“L" < 1/2 and L > 2C. Then it is clear that 6nlla,0,, 20+
“p"“@wﬂ) — 0 for n — oo. Moreover, there exists an 4* such that 4, — 4*.

Then we have
1216 = Ay, 2y < COA" ~ Aa| + o4
< cLrer=1

2 —1
Y (2) 4 2p )Hd)n”g/m/e(z))

Since this discrete convergence holds for all L € [Lo,L3] we are done if we show the
existence of a R > 0 such that supTe[l/Lz’I]supn(||w,,(T)||@Ln/C(2) + ”U"(T)”@Ln/g(z)) <

R. Recall that ||v,|r=1

Yinp@) = Cld,| + Hpn||@mg(2). Let us define

On 1= Cldu| + ”Pn“@m/,e(z) + lld’n“@/mﬁ(z) .

Choose now dy < L~% with ¢g =7+ y for a y > 0. Using Lemma 24 shows that
Ry < L%+52 where R, := SupTe[l/Lz,l](”Un(T)“@Ln/eQ) + ||w,,(T)||@Ln/£(2)). Thus

81 =8+ CL*’7'R} + CL™'R, + CL™*PR}
< CL 'R, £ CLM

with o; = g + 3/2 = 11/2 + 7. Again with Lemma 24 we obtain R, = L~%+%2 and
s0 0y < CL72R, £ CL*? with oy = oty + 1/2 =5+ 7.

Now we can proceed as in the example above. Using again Lemma 24 it suffices
to show 6, < 20, for all » = 3. This gives as before the conditions

cL"®r=YR2 4 CL™"R, + CL™*"PR?
— CLn(Zp—l)LZ(—otz+5/2) + CL—nL—oc2+5/2 + CL—anLZ(—aerS/Z) < (L—ocz )/4
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and L™n(P.2P=1) < 1/2. They are fulfilled for L > Lo for a Ly > 1 sufficiently large
independent of ¢ since o, > 5 and since n = 3. Note that this point gives not the
restriction p 0. For p =0 the variable ¢, has a different limit and the rate of
convergence is again L™". [

4.4. The Proofs

Proof of Lemma 24. Without loss of generality we can assume
SupTE[l/Lz,l](”vn(T)”?Z/Ln/g(Z) + ”Wn(T)“fyLn/a(z)) =1L

a) We start with estimating the linear terms. Let g € %;,—1,,(2). Then

2n _2/1,, T—1/12 5/2
[Cani / )gl/Lg”@Ln/e(z) = Clli”n/LgH@L,,,e(z) < cr’ ”9“%,1_1/8(2) ’

and so

2n —2 2
sup ||K s gL T AT =1L )(vn_l(K/L, 1), w,—1(K/L, 1))“%%(2) < CL3?§ .
Te1/L2,1]

b) Let E!, = L, inE! L n), for o =c,s. To estimate the nonlinear terms in the
equations for w, we note that

2n,—2 45cm_1/72 _r2n
”eL & "M (T—1/L7) é e CL

h T
Esng”@Ln/g(Z) ”g”C([l/LZ,l],JIJLn/s(Z)) )

since the spectrum of A5 is below —Cé¢?. Using the rules (22) and (23) shows with
L?"/¢ instead of L that

Ce? P
]]NSH@L%(Z) = ﬁ(llvn||@Ln/g(2) + ”W””@Ln/a(iz))
and so

T
e—2[2n(2—p) f eLZ"s_zAf,(T—r)Nsd,c
1/L?

sup
Te[1/L2,1]

Yine(2)

1
< CRLP=D) [ =CLTgT < CL~2MPR?
1/12
¢) More complicated are the estimates for the nonlinear terms in the equations for
vy. The linear semigroup for the diffusive part fulfills

2n,—2 4o 2 —
et AT E gl o) < CO 1Y gl g G2)

with a constant C which can be chosen independent of L, e, and n. We obtain with
(22) and (23) that

2
€ 2
Ne=si+s+0 (L3n<1—2p/3>(””"“@Ln/ga) +lwallg,,0) ) ;
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where
_ 27—n ~
s1 = —3¢&°L enllUy * Uy
_ 4y —2n ~ sy—1 ~ 27—2n
8§y = —6&" L™ Ecpy(tgvn * (A;) " Egu(3tigvy * Uy)) — € L™ Eyvy % Uy % Uy .

It remains to estimate s; and s,. To obtain the required estimate for s, we need
another L(P~2" and for s, another L(?~1". In Remark 8 we have already mentioned
that in x-space one derivative gives L™". In Fourier space a multiplication with i/
gives also L". Due to (20) in #%n,(2) the terms s; and s, are of the form

sy = [2L™" [ [Ko(?L™"1,2L7"(1 — m),&’L™"(m — k), &’L™"k)
X ay(I — m)a,(m — k)a,(k)dk dm]f(1),
s1 = [EL7" [Ki(2L™" 1,2 L™"(1 — m), & L™"m)a,(I — m)a,(m)dm] f1(1)
where v,(/,x) = a,(1)f1(el/L",x). We have K;(0,0,0,0) = 0, since our coordinate
transform (28) was chosen in such a way that in the spatial periodic case it is

the quadratic approximation of the center manifold. Thus |Ky(l,/ — m,m — k, k)| <
C(JI| + |l — m| + |m — k| + |k|) and so we gain another L™ using Lemma 14, i.e.

Cé? 5
”52”%%(1) = ﬁ(”vnnywe(z)‘*‘ “WnH@L,,/s(z)) .

The projection P;(/) is orthogonal in L?(0,27) and given by Py(!)u = ([ f1(Lx)
u(l,x)dx)f1(l, -+ ). Thus

Ki(L,1 = m,m) =3 [ f1(L,x) f1(I = m,x) f1(m,x)ilo(x) dx .
Using now Lemma 4 shows that
Ki (1,1 —m,m) =3 [[go(x)go(x)go(x)iio(x)
— ilg1(x)go(x)go(x)ito(x) + go(x)i(1 — m)g1(x)go(x )iio(x)
+ go(x)go(x)im g1 (¥)ido(x) + O(F* + (I — m)* + m*)] dx .
Note that 7o(x) is an even function, and so go(x) = Oxtlo/||0xtlo | 292y 15 an odd
function. By a translation of the problem, this can be assumed for all uy(w, @,¢).

Then the integral over the zero order terms goes finally over an odd function and
vanishes. Since additionally the first order terms cancel we have

IKi(1,1 —m,m)| < C|P>+ (I —m)* +m?|.
Thus Lemma 14 shows us that

Ce? )
“Slll@/Ln/g(Zp) = W(HU”“@L'%(Z) + ”Wn“@L,,/s(z))
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and eventually ||NC||@L"/S(2p) < ¢2CR?>L—3"0-2r13)_ Hence

T
2n_,—2 4c
8—2L2}'I feL 3 An(T—‘[)chT

sup
Te/L2,]1] 1/2? e
1
< CeTLPPRLTIT2) [ (7 — /2P taT
1/L2
< CL—VI(Zp—])RZ .

d) It remains to combine a), b) and c). Choosing 6 and R in the above way it
is easy to see that the right-hand side of (30) defines a contraction in a ball of
radius 2CL>2~% in C([1/L?],%1n/:(2)) if L is chosen sufficiently large. Therefore
the solution which is the fixed point of this contraction stays in %;»,(2) in a ball
of the same radius. O

Remark. 26. Since we have to use the smoothing properties (32) of the linear
semigroup and since we have to integrate from 1/L? to 1 we have to choose f =
2p > 0.

Remark. 27. Let us remark about the general situation ug(w, @, ¢) that as shown in

Lemma 4 the eigenfunctions f; and subsequently K; has expansions with the same
properties. Consequently these estimates hold for all uy(w, ¢, ¢).

Proof of Lemma 25. a) and b) follow from the proof of the points a) and b)
of Lemma 24. The point ¢) follows since #n/(2) C Cg([—L”/(Zs),L”/(Zs)),Hz).

Now, let g € % -1,,(2) with [|g(L, - )2 £ C|I|P, then

2n,—2 gco1_1/12
||€L e “A,(1-1/L )Eélngl/Lg||@Ln/8(2)

LZn

A

=2y (eK/LM(1—=1/L%) 5h
1K o el HmEKL (=1 >ecng(k/L)||@,Ln/£(2)

CL_ﬁ“gH/z/Ln_la(z) . (34)

IIA

Applying this to p and using p(K = 0) = 0 shows the point d). Applying Lemma
14 to [em K21 (A=) _ o=K*(=1/L)| < C|K| shows the point e). The point
f) follows since the spectrum of E*A is below —Ce?. [
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