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Abstract: The role played by gauge fixing in the description of superselection
sectors for a simple quantum mechanical system is analysed. By viewing this as
a theory with constraints, it is shown that the possibility of having inequivalent
gauge fixing conditions (Gribov’s ambiguity) signals the existence of inequivalent
reductions to a physical quantum theory, and hence superselection sectors. This
point of view is contrasted with the more traditional one that identifies superselec-
tion sectors with inequivalent quantisations. It is argued that emphasising the role
of gauge fixing (along with the Gribov problem) will allow for a more direct
extension of these ideas to quantum field theory and, in particular, gauge theories.

1. Introduction

Classically a Yang-Mills theory is characterised by its coupling constant. After
quantising, though, an additional parameter is needed, measuring the vacuum
angle. We can think of this angle 6 as labelling various superselection sectors; it
then being a matter of experimentation (through the analysis of CP-violating
effects) to fix its physical value. Initially 0 arose from a semi-classical analysis [1].
However it is now clear (as discussed, for example, in [2]) that the emergence of
such an angle reflects a general property of quantising when the configuration
space’ of the system has non-contractible loops (the § angle then emerging from the
representation theory of the first homotopy group, 7y, of this space).

The existence of such non-trivial loops in Yang—Mills theory follows from the
fact that the group of all gauge transformations (in 3-dimensional space) is discon-
nected, and indeed has components labelled by the integers. Thus it is the set Z, of
all irreducible unitary representations of the group of integers Z, that determines
the superselection sector: as is well known, Z ~ SO(2) - hence we get an angle.

! The configuration space in question being the space of physically inequivalent potentials .27/%
(with & the group of gauge transformation) as opposed to the (extended configuration) space .o7 of
all Yang-Mills potentials — which is topologically quite trivial
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This analysis is directly analogous to the identification of the circle, S*, as the
coset space R/Z — the group of integers here playing the role of the components of
the group of gauge transformations. Indeed, the quantum theory of a particle
moving on a circle also has superselection sectors labelled by an angle; which can
have consequences analogous to the observed Aharonov-Bohm effect [3].

Having seen the physical significance of the n,-effects, it is natural to enquire
about the consequences for quantisation of the rest of the rich topological struc-
tures found in the Yang-Mills configuration space. Excluding the exciting things
that can happen when coupling to matter, the only noticeable effect attributed to
them is the Gribov problem [4]. This arises when we try to fix the gauge using
a continuous function. Then a consequence of the non-triviality of the configura-
tion space is that such a guage fixing cannot be constructed globally [5] — we must
be content with local gauge fixing.

In the context of perturbation theory this appears to present no real problem as
one would expect to be able to stay within the region where the gauge fixing is well
defined. How one extends beyond this region is then far from clear, and still open to
debate. The majority view seems to be that, by being slightly more careful, this
potential problem can be seen as no more than a technical blemish (see, for
example, the comments in [2]). However, others have thought differently. Indeed
Gribov tried to relate confinement in QCD to the existence of a maximal region
where gauge fixing works (the Gribov horizon), and this point of view has been
taken up more recently by Zwanziger [6]. The full significance of this analysis,
though, is not yet clear.

So the current state of affairs seems to be that it is only through the n,-effects
that superselection sectors enter Yang—Mills theory — all the other nonlinearities
only adding technical problems to a reasonably clear class of quantisations.

If true, this would be a surprising result since we know of many quantum
mechanical systems which have no n;-structure and yet have interesting super-
selection sectors. The simplest example of this is the free particle moving on the two
sphere, S? (n,(S?) = 0). One approach? to the quantisation of this system involves
applying Mackey’s theory of induced representation [8] to the two sphere viewed
as the coset space SO(3)/SO(2). Hence the superselection sectors are labelled by an
integer describing the irreducible unitary representations of the SO(2) subgroup.
More generally, for motion on the coset space G/H, with G and H not too wild, the
superselection sectors are labelled by the dual space H of equivalence classes of
irreducible unitary representations of the little group H.

The physical configuration space //% for Yang-Mills theory seems close
enough to this form for use to try and apply Mackey’s results to describe all, or at
least some other, superselection sectors of the theory. Indeed, this is essentially how
the 6 vacua is understood. However, we now notice that the technical restrictions
on G and H are far too restrictive to be systematically applied to field theory, where
even locally compact spaces have to be sacrificed. Such mathematical niceties do
not usually perturb physicists from applying the constructions anyway — just to see
what happens. The real problem, though, for such a program is that this descrip-
tion of superselection sectors relies on natural structures to be found in quantum
mechanics (invariant measures, full description of H, concrete Hilbert spaces of

2 Another approach is to use geomentic quantisation [7]: then it is the structure of H?(S?, Z) that
is responsible of the superselection sectors
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states, etc.), which are really more than we can expect to find in a quantum field
theory. What we would like to see is an alternative description of this type of
quantisation that involves structures which can be more readily extended to field
theory.

The aim of this paper is to initiate such a reformulation. The main conclusion of
this analysis will be that it is precisely the Gribov type of problem with gauge fixing
that is responsible for the superselection sectors found in these quantum mechan-
ical models, thus suggesting that we should re-examine our response to the Gribov
problem found in Yang—Mills theory.

Quite a lot of ground needs to be covered before we can arrive at this
conclusion. The main starting point for the analysis will be to view the motion on
the coset space G/H as motion on G subject to the constraints which generate the
action of H on G. This is clearly motivated by the standard description of
Yang—-Mills theory as dynamics on the extended configuration space o/ subject to
the Gauss law constraints, which generate the action of the gauge transformations
on /.

If we now follow Dirac’s [9] analysis of such a system, then we should first
quantise on the extended configuration space G — identifying the states as L?
functions on G, then reduce to the physical theory by identifying the physical states
as those annihilated by the quantum constraints. For these systems, if H is
compact, both of these steps are well defined and one recovers a quantum theory
- but only one! There are no superselection sectors.

It is possible to recover the superselection sectors by modifying, by hand, the
quantum constraints. For the example of a particle on S? this involves replacing the
classical first class constraint r3 = 0 (the notation is explained in Sect. 3) by the
quantum constraint r3 = n. For different integers n one gets different reductions
which reproduce the known superselection sectors. The extension of this argument
to the general G/H situation is not too difficult [10], although one now has to cope
with the fact that the quantum constraints will become a mixture of first and
second class ones.

This modified version of Dirac’s procedure does lead to a satisfactory con-
strained description of Mackey’s results. However, it is not a constrained account
of why superselection sectors arise.

In [11] it was proposed that the superselection sectors could be recovered by
modifying the first step in Dirac’s analysis. So, rather than using the simplest, or
naive, quantisation on G, it was suggested that we first should identify G with the
coset (G x H)/H, where H ~ H is a diagonal subgroup of G x H. Appealing to
Mackey’s analysis of such systems allows us to deduce that there will be superselec
tion sectors labelled by H ~ H. The physical states are then recovered by project-
ing with the constraints as before. The motivation for this construction is two-fold:
First the naive quantisation, as described in [11], takes as basic the generators of
the left action of G on itself; whereas the constraints, which generate a right action,
are treated as derived objects. Hence there is a potential ordering problem asso-
ciated with the constraints, which can be avoided on the extended space (G x H)/H
(in Sect. 3.1 we shall see, though, that this potential problem does not actually arise
in practice). Secondly, keeping with the naive quantisation does not yield the
expected superselection sectors — hence, in the view of [11], the naive quantisation
must be wrong.

Now it must be stressed that, using Mackey’s results, we do already know how to
quantise on the coset space G/H — the whole point of this exercise then is to recover
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these results from a constrained analysis on G. Thus, from the constrained dynamical
perspective, the above proposal also cannot be considered as an attractive solution
to this problem. Rather, if we are trying to understand how to quantise on the coset
space G/H, and we wish to identify G with (G x H)/H, then we should also treat this
second description as constrained motion on G x H. As we only get one quantisa
tion this way, we will then be forced to view G x H as the coset (G x H x H)/H.
Viewing this as constrained motion on G x H x H will again force us to bigger and
bigger spaces, with no hope of getting the superselection sectors.

It might be argued that this repeated identification of a coset space as a con-
strained system is rather extreme, and is causing more problems than it solves. But
we must remember that the only real justification for this reappraisal of the known
quantum results is so that the techniques developed can be applied to real,
physically relevant, field theories. There we really do just want to use the naive
quantisation on the extended Yang-Mills configuration space .7 — it would be
highly unattractive if we are forced to identify o7 with some larger space with
a more exotic quantisation.

So we will adopt the working philosophy that a constrained analysis is deemed
successful if it satisfies the following general guidelines:

(1) Classically it involves an extended phase space and a reduction procedure to
the true degrees of freedom;

(2) Quantisation involves the naive quantisation on the extended phase space, that
is, the fact that there are constraints is not taken into account;

(3) Physical quantum states are recovered using a direct extension to the quantum
theory of the classical reduction used in (1);

(4) The states described in (3) agree with the states obtained by directly quantising
on the true degrees of freedom, if this is possible?.

The discussion above shows that Dirac’s approach is not successful in this sense
since (4) does not hold for the coset spaces. Also, as will be argued in Sect. 2, it fails
on account of (3) and also (2) if non-compact groups are allowed. The proposal of
[11] is also unsuccessful on these accounts, especially since it does not conform to
step (2). However, we make no claim that an unsuccessful approach is not useful. In
particular, the method whereby the constraints are modified by hand (hence not
keeping to step (3)) can be extended to Yang—Mills theory with surprising conse-
quences [10].

It is not at all clear that there is any successful constrained formalism — the aim
of this paper is to show that there is, at least for the particle moving on
$? = S0(3)/SO(2). The more general coset example will be presented elsewhere as it
involves more subtle, group theoretic arguments that are important, but obscure
the essential new methods needed to tackle this problem.

The plan of this paper is as follows: After this introduction, in Sect. 2, a detailed
discussion of how states are described in various formulations of constrained
dynamics will be presented. This will start with Dirac’s approach applied to
a simple first-class system. The difficulties encountered in translating the classical

* For Yang-Mills theory this comparison is not readily available, so we arc then forced to
essentially define the quantum theory as that which emerges from the constrained analysis. To
have any confidence in this we need to ensure that, at least any applications wherc (4) can be
tested, the constrained formalism is successful
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characterization of physical states to the quantum theory will be reviewed and
various unsatisfactory aspects to the whole construction emphasised. After that,
the description of such a first-class system using ghost variables and BRST-
symmetry will be presented. This will involve a careful account of how classical
states on a super phase space should be defined, and isolated. It will be seen that,
upon quantisation, many of the problems encountered with Dirac’s approach are
now not apparent. But, there is now a new type of problem related to how the
quantum states should be defined. In the end we will be forced to conclude that
even this approach is flawed.

The interesting thing about the shortcomings of these two standard methods is
that they, in some sense, complement each other. This motivates a new approach to
constrained dynamics that combines the best of both worlds by using ghosts not
just for the constraints but also for the gauge fixing. Thus the BRST-charge will be
replaced by a new, non-abelian charge; allowing for a natural definition of both the
classical and quantum states, along with a systematic way to isolate the physical
ones in both contexts.

Armed with this new method for analysing constrained systems, in Sect. 3 the
example of a particle moving on SO(3), subject to the constraint associated to the
right action of SO(2), will be discussed in detail. The interesting thing about this
example is that it has a Gribov type problem when gauge fixing is used. A conse-
quence of which will be that the methods developed in Sect. 2 now lead to
inequivalent reductions in the quantum theory, reflecting the inequivalent classes
of gauge fixing terms available in the model. Finally we shall conclude with some
remarks on the possible morals to be learnt from this analysis, and the conse-
quences for field theory.

2. States and Constraints

The objective here is to highlight some of the general problems encountered in
isolating the physical states in a constrained analysis. This discussion will be
presented through the analysis of two simple systems. The first has extended
configuration space R"*! and constraint p, = 0 (non-compact example), while the
second has extended configuration space R” x S* and constraint p, = 0 (compact
example). In both cases the physical configuration space is IR". We use the notation
that in both cases the coordinates on the extended phase space, Py = T* Q.y, are
(4% pa)ra=0,...,n; with (¢°, po) identified with (0, ps) in the compact case. The
coordinates on the physical phase space Pp,, = T*R"” = IR*" are then (¢% p,),
o= 1,...,n Classical states will generically be denoted by w, while ¥ will be used
for quantum ones.

2.1. States and the Dirac Formalism. In both classical and quantum mechanics an
essential distinction is made between states and observables. Classically a state® is
a point of a phase space, and the observables are the functions on the phase space.
Quantum mechanically the states are elements of a Hilbert space and the observ-
ables are (self-adjoint) operators on this space. The notion of a state and an
observable in both cases are closely connected — the states being a class of dual
objects to a (C*)-algebra of observables.

* We will take all states to be pure in this paper
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It is useful to play down the geometric nature of a classical state, and rather
represent the state corresponding to the point (g, p) by the d-functions

(g, p) = 0(q" — q*)0(pa — Pa) - (2.1)

Then, with respect to the Liouville measure du(q, p), we have | (g, p)du(q, p) = 1,
and the expectation value of any classical observable, f (g, p), in this state is

<f>u)(t].p_) = j w(‘i» ﬁ)f(cb p)d/l(q, p)
=f(qp), (2.2)

the value of the function at the point (g, p).

The quantum states s for this system are then the normalised elements of the
Hilbert space L?(Q.y), of wave functions on the (extended) configuration space. The
expectation value of an observable fis then { />, = Y| f|y)> = | W (q) fv(q)du(g),
where du(q) is the measure on the configuration space arising from the volume
form on the space.

In order to isolate the physical classical states from the set of extended states
(2.1), it is not enough to simply impose the constraint {pq ), = 0, as this only
implies po = 0. On top of this we also need to use a gauge fixing condition.
Choosing ¢° as the gauge fixing function, the physical states can be described by

Wpny = {&(§, P): <PoYw = 4"y =0} . (2.3)
Thus, in this gauge, we can write
Wpny = 0(P0)0(q°)d(q" — §*)0(p. — Pa) - (24)

Note that since the classical states are identified with specific distributions on the
phase space, we can also write condition (2.3) as

Po®Wpny = q°wpny = 0 . (2.5)

In the Dirac approach to quantising constrained systems, the classical con-
straints become operator identities on the quantum states. But, from this point of
view we cannot now directly transcribe the classical identification of states (2.5)
into the quantum theory, since the uncertainty principle tells us that there are no
states (or generalised states) which satsify both po|y> = 0 and §°|y> = 0. In order
to circumvent this problem one usually reasons as follows: The classical states are
defined on the whole of the phase space, while the quantum ones are just wave
functions over the configuration space. So, in the passage to the quantum theory
half of the classical states have already been dealt with—thus there is no need for
the gauge fixing in the quantum theory. All we need to do, then, is to define the
physical states by the Dirac condition

Yony = {¥: Poty = 0} . (2.6)

At first sight such an identification of the physical states seems to work; giving
credence to the view that gauge fixing has no role in isolating the quantum states.
Indeed, (2.6) tells us that the physical states have no dependence on the unphysical
q°-direction; they are just functions of the physical ¢’s.

The problem, though, with this identification is that one needs to ensure that
there are solutions to (2.6) in L*(Q.,,). For the non-compact example this is not the
case — wave functions constant in the g°-direction cannot be normalised using the
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measure du(q) on the extended configuration space. To resolve this, while keeping
the identification (2.6) of physical states, we need to modify the measure, ie.,
du(q) = du(q)6(q°), consequently the constraints will no longer be self-adjoint, and
we have been forced into a highly non-standard quantisation.

Things are better in the compact example since solutions to (2.6) do exist — so
we have a sensible set of states. However, in this example we are viewing the
physical configuration space as the coset space (R” x $1)/S ! (in much the same way
as G was viewed as (G x H)/H in the introduction) hence we would expect super-
selection sectors labelled by S¢(2) = Z. The Dirac analysis, though, has only
recovered the trivial sector.

The conclusion of this short account of Dirac’s approach is that it might be
useful for some specific applications (such as the trivial sector of systems with
compact symmetry groups), but it is not successful in the sense discussed in the
introduction.

2.2. States and Ghost Variables. A powerful and popular approach to constrained
dynamics involves enlarging the extended phase space to a super phase space. The
new fermionic coordinates, for our examples, being a ghost variable # and its
conjugate p (nn = pp =0, np = —pn, {n,p} = {p, n} =1). We shall postpone
until Sect. 2.3 the discussion of how these new variables are used in a constrained
analysis; here we shall concentrate on how to define states, both classically and
quantum mechanically, in this graded context.

The states (2.1) have various nice properties: they pick out the points of the
phase space; they are normalised to one; they are characters for the algebra® of
functions on the phase space, i.e., a state determines a map w(f) = {f ), from the
functions to the reals such that

w(f)w(g) = o(fg). 2.7)

Some care is needed in extending these properties of states to the graded
situation [ 12]. If we focus on the role of states as recovering the points of the (super)
manifold then a sensible definition of a graded state, concentrated at the point

(4.p. 7, p), is

(g, p, 1, p) = 0(¢" — §°)0(pa — pa)o(p — p)S(n — 1) . (28)
The delta functions for the odd variables are simply given by é(n — i) = n — #,
with a similar expression for the conjugate ghost. Hence we have

[ w(q.p, 7, p)du(q, p, n, p) = 1, where du(q, p, n, p) = du(g, p)dn dp. Acting on the
function & = f; + fin + fLp + f3yp, with the f;’s functions on the bosonic phase
space, we get

(F o= F(q,p, 0, p)o(q, p, 7, p)dulq. p, 1, p)
= fo(q, P} + 1(q, P + 12(q, p)p + f-(q, p)7ip . (2.9)

This evaluation of the function, though, has not given us a real number but rather
an element of the graded extension of the reals needed to define a super manifold
(see the discussion in [12]). We note, though, that the graded states for which 7 = 0

> The class of functions being the continuous functions which tend to zero at infinity; this is then
a C*-algebra with the sup norm
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and p = 0, are states in the sense described by (2.7). From (2.9) we see that if w is
such a restricted graded state then (. >, = f,(q, p), a trivial extension of the states
given by (2.2).

For the quantum states it is natural to use wave functions of both the bosonic
conﬁguratlon variables and the fermionic one. Taking ¥(q, n) = ¥o(q) + ¥ 1(@)n,
and using the product measure du(q, n) = du(qg)dn, we find that

P, ¥) = j(l/jolpl + Y1 o)du(q) . (2.10)

To extract any useful information from this we require that the integrand is
a probability density function. There are various possible ways to ensure this; the
most natural of which is to require that both 1, and y; are wave functions on the
configuration space, and that they are equal:

Yo=Yy, (2.11)

then <V, ¥ > = 2<{yrq, Yo ». Other, more involved, possibilities will be discussed in
the next section.

2.3. The BRST-Charge and Physical States. In order to extract from the graded
states (2.8) the physical ones we can simply treat the ghost variables as some extra
constraints and, following (2.3), require that

Wphy = {CL)(q, p ’73 ) <q >w <p0 >w = <7I>w = <p>a) = 0} . (212)

Thus, though, is not too exciting, and will suffer the problems encountered earlier
in the Dirac approach when extending to the quantum theory.

An important property of ghost variables, and indeed the whole reason why
they were introduced in the first place, is that we can encode the conditions (2.12) in
a much more succinct way.

The BRST-charge 2 for this system is defined to be

2=pon . (2.13)

This charge generates the BRST transformation on states through the action of its
Hamiltonian vector field

0 0
P, M3 (214
If we require that ow = 0, then we see from (2.8) that p, =7 = 0. So we have
encoded half of the conditions needed in (2.12) to isolate the physical states. The
normal expectation is that the cohomological structure associated with the BRST
charge, 62 = 0, suffices to characterise the rest of the conditions needed to describe
the physical states. However, this is not the case [12], and an additional charge is
needed which explicitly depends on the gauge fixing.

The (symplectic) dual, 2, to the BRST charge is given by [12, 13],

2=4 . (2.15)

Its action on states is given by the Hamiltonian vector field &, where

_ F) 2
5= — an P (2.16)



Constrained Quantisation, Gauge Fixing and Gribov Ambiguity 439

The condition dw = 0 then implies that ° = p = 0. We thus see that the classical
physical states can be identified with those graded states that are invariant under
both the BRST and dual-BRST transformations, i.c.

Wpny = {0(G, P, 71, p): 0 = dw = 0} . (2.17)

The action of the BRST transformation, and its dual, on the quantum states is
given by®

- 5
and
~ 5
2= —ig°—. (2.19)
an
From (2.17) we are tempted to define
Yo = (W 0% = 2% =0}, (2.20)

that is, directly incorporate the gauge fixing condition into the isolation of the
quantum states. The surprising thing is that now we can make sense of this
identification, in contrast to Dirac’s approach.
Indeed, (2.20) is equivalent to the conditions
0
lg —0 and ¢, =0. (2.21)
0q
In the non-compact case neither of these have any solutions unless distributions are
allowed. Admitting such functions allow us to identify the physical wave functions
with those generalised (super) wave functions of the form

Pony = Yo + 0(q° ol 222)
where Z_‘ﬁg = 0. These are normalisable states which satisfy (2.20), however, condi-
q
tion (2.11) is violated since we have ; = 8(¢°)o.

Even in the compact case, where distributions do not at first seem to be forced
upon us, condition (2.11) must be violated in order to find non-trivial solutions to
(2.20). Alternatively, [14], the anti-BRST charge 2,,; can be used instead of 2 in
this situation, where

Lanti = Pop - (223)

This charge has ghost number minus one and, in general, is constructed out of the
BRST-charge under the interchange of the ghosts with their conjugates — which we
note is a canonical transformation. Classically 2 and 2,,,; do not fully isolate the
physical states since requiring anti-BRST invariance will only imply po = p = 0; §°

© As usual in the Schrédinger representation we take § = g, p = — i—, and with our convention
¢

N

c
on the ghost Poisson bracket the same is true for the ghosts; fj = n, p = — i—. We note that the
on

conjugate ghost is taken to be anit-Hermitian
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is still unrestricted. However, for compact symmetry groups, solving
Q¥ = 2,.:¥ = 0, with condition (2.11) on states, does work giving

qlphy = l'[/0 + lpO”I > (224)

where ?ﬁ = 0. However, just as we saw for the Dirac analysis, this description has
just picked out one sector from all the expected superselection sectors, and the
method used for isolating the physical quantum states is not the same as that used
in the classical theory — gauge fixing has been avoided.

So our conclusions for the use of ghosts, along with 2 and 2, as a constrained
formalism is that one can get further than in the standard Dirac approach — since
now the states are isolated by much the same conditions, (2.17) and (2.20), in both
the classical and quantum theory. However, in the quantum theory, the class of
wave functions has had to be extended due to the constraints: the desired relation
(2.11) only holds in the compact case when 2,,,; is used instead of 9, indeed then
9P =0 implies that 9..u% = 0. We also note that the states used do not have
a definite ghost number.

2.4. A Second Class Approach. We have seen that by introducing ghost variables
the classical role of gauge fixing in the isolation of physical states can be extended
to the quantum theory. The only caveat being that the class of wave functions
needed has to be extended to include distributions and condition (2.11) has
to be dropped. Indeed we have seen that condition (2.11) on quantum states
is closely connected to the anit-BRST charge. However, this charge does not
use gauge fixing and does not isolate any normalisable states in the non-compact
case.

These uncertainties in how one should define states clearly violates the spirit of
condition (2) for a successful quantisation, and its generalisation to more complex
systems is quite involved [15]. If this was the best we could do them we might be
willing to overlook these technical shortcomings. However, we shall now see that
we can do better, even for the non-compact case.

Given that ghosts allow gauge fixing to act on states in the quantum theory, the
divide between (first class) constraints and gauge fixing, which was so essential in
Dirac’s approach, now seems artificial. Indeed, since the BRST charge was con-
structed solely out of the constraints, it was precisely this divide that accounts for
the fact that the anti-BRST charge contains no gauge fixing information. In order
to treat constraints and gauge fixing on a more equal footing we combine them to
form a second class set — then add ghosts for them all, [13].

The second class analogue of the BRST charge (2.13), using ¢° as the gauge
fixing condition, is defined to be

L = pon' +q°n* . (2.25)

Here #', (i = 1, 2), are the ghost variables, with conjugates p;. In contrast to the
BRST charge, which was abelian ({2, 2} = 0), we now have a non-abelian charge,
(&, %} = — 2n'n?, reflecting the second class nature of the constraints.

The graded states are now given by

(4, p, 7. p) = 6(q° — G0 (pa — Pa)S(pi — pi)o(n' — i) . (2.26)
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The second class charge & acts on these states through its Hamiltonian vector field
K, where
0 0 0 . 0 , 0
K= —pox——q =—— 1N =5 +n —. (2.27)
Yopy T dp,  0q° T dpo
Then kw = 0 implies that p, = ¢° = 7' = 7 = 0. To deal with the conjugate
ghosts, we extend the argument presented at the end of Sect. 2.3, and define the
anti-& charge to be

Fanti = PoP1 + 4°p2 - (2.28)

Then x,iw = 0 implies that p, = G° = p* = p? = 0. Thus the classical physical
states are described in this second class formulation by

Wpny = {O(G, P, 71, p): KO = Kypy = 0} . (2.29)

Due to the extra ghosts, the structure of the quantum states is now richer than
that encountered earlier. Working in a polarisation” where the wave functions are
functions of the ghost variables ! and p,, we see that a general wave function
¥Y(q,n", p,) can be decomposed into states of ghost number zero, ¥, and states of
ghost number one, ¥, and minus one, ¥ _,. We write

Yo =Wolg)+ ¥ilg)n'ps, (2.30)

Yi=ysn', Y1 =viqp,, (2.31)

where the ,’s are square integrable wave functions on the extended, bosonic
configuration space. Then, following the discussion presented after (2.10) where we
now use the measure du(q, #', p,) = du(q)dn* dp,, we see that the simplest way to
ensure that these states give sensible probabilistic results is to require that

Vo= — and Y3 =1y (2.32)

We note that the ghost number zero states ¥, = (1 — 1'p, )Y/ can be characterised
as those states (2.30) which satisfy K¥, = 0, where the ghost number one operator
K is given by

and

K =i' —in*. (2.33)
The quantum version of the second class charge (2.25) is
. 0 0
S = —int——ig°—. 2.34
o T e, (2.34)
Then $¥ = 0 implies
Ora
Eq_o =q¢%, =0, (2.35)
and
0o
ﬁ_qo —q¢%,=0. (2.36)

7 We note, though, that the conclusions of the analysis presented here do not depend on this
choice of polarisation, although for other choices the resulting physical states may not have ghost
number zero
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The first conditions, along with (2.32), imply that ;3 =, = 0. Condition (2.36)
becomes, after using (2.32),

Wo s =0, (237)
aq
which implies that
Volg) = e 2%, (2.38)

where ¥ ,;,, is @ wave function on the physical configuration space. Note that due to
the Gaussian factor in (2.38), Y, is a wave function on the extended configuration
space, even in the non-compact case. In fact, these states satisfy the weak condition
on physical states that (Yo|polWo)> = Wol¢°|Wo) = 0. Just as for the first class
system, conditions (2.32) automatically imply that the states satisfying ¥ = 0 will
also satisfy %% = 0.

lPPh)’ = {'F(‘], ’71a pZ): glp - c?émtilll = 0} R
={¥(g.n" p2): ¥ =0}, (2.39)

where the components of the wave functions ¥ satisfy conditions (2.32). From the
discussion above we see that such states can be identified with the ghost number
zero states which satisfy & ¥, = 0. Indeed we have seen that

Wiy = (1= n'pa)e V2@ (2.40)

In order to understand how superselection sectors can emerge in this formu-
lation, and indeed to give a fuller description of these methods even when such
sectors are not expected, we now discuss how the second class charges % and
Sy are constructed for a more general gauge fixing condition. How gauge
fixing can lead to superselection sectors will then be discussed in the next
section.

Recall that the prescription for constructing the BRST-charge appropriate to
a system with a general set of first-class constraints, ¢;, is that one requires the
charge to be of the form

9 = ¢’ + higher order ghost terms . (2.41)

The additional terms being determined (almost uniquely) by the conditions that
2 has ghost number one and is abelian: {2, 2} = 0. Given such a charge it then
follows that the BRST-charge needed for any equivalent set of constraints can be
obtained by applying even canonical transformations to the original charge. The
ability to do this is central to the success of these methods in the quantum
theory [15].

For a second class set of constraints (pq, /), where now f = f(q) is some® gauge
fixing condition for the constraint pg, .e.,

-~

2
{ﬁpo}=§]£o¢0, (2.42)

8 For simplicity we only deal with a gauge fixing condition that is a function of the configuration
space variables
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we might be tempted to simply define the second class charge to be
& = pon' + fn% and construct its anti-version by the normal recipe of interchang-
ing ghosts with their conjugates, i.e., take S,; = pop, + fp». This seems to be as
good a prescription as any since now the addition of any higher order ghost terms,
as in (2.41), cannot be fixed in any obvious way due to the non-abelian structure
of the charge. However, this proposal does not have the essential property
that changes in the gauge fixing term can be induced by canonical transforma-
tions, hence, following [15], there would be no unitary equivalence in the
quantum theory relating the physical theory in different (but closely related)
gauges.

Instead, we define the second class charge appropriate to the second class
system (po, ) to be

S =pon' + {frpo}fn* = {In{f po}. po}n'n’ps .

— 1 6f 2 6f o (:‘Zf 1.2
= — — . 243
PoH + aqo f’] <8q° ﬁqo aqo nn p2 ( )
To show that this charge does have the property that (small) changes in the gauge
fixing condition, f — f + 4 f, can be induced by canonical transformations, we write

o . . . . SO
Af=¢ ?‘—fd g, where g(q) is some arbitrary function. Any even function h will induce
oq

the canonical transformation & —» & = & + e{&, h. If we take

o9
h=gpo + 570('11/)1 +n%ps), (2.44)

then a straightforward calculation shows that the resulting & is given by (2.43) but
with the gauge fixing term f replaced by f+ 4 f.

We now need to construct the appropriate anti-charge to (2.43). How this is
done depends on the status we assign to such an object. If we simply define the
anti-charge to be that function, of ghost number minus one, derived from the
second class charge (2.43) under the interchange of ghosts with their conjugates,
then it is clear that we should take

Ao /oA 1 N2 g

Sows = popr +f 3502~ é%) e (245)
0q g cq” Oq

The dependence of this charge on the gauge fixing term is then defined to be that

derived from %’s dependence. We do not separately apply the canonical trans-

formation generated by (2.44) 1o this charge.

If, however, we do not wish to view the anti-charge as a purely derived object,
but rather identify it with a function whose dependence on the gauge fixing
function f is such that under the canonical transformation generated by (2.44)
it becomes a function of the gauge fixing function f+ A4 f, then we are forced

to take
, afy? af afNtoaf
L i = (5(10) <P01 +f€7q—opz + <5—q°> —*0*:‘5772101102 . (2.46)

0q° dq
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Clearly the relationship between & and % ,; is not the naive one of interchanging

ghosts with their conjugates. Rather &}, is constructed out of ¥ under the
canonical transformation

q9—=4,

of\"! of
pﬂp—2<aqo> W(nlwrnzpz),

AR
”Il—’<5?q“o> pi s
o) 2
pl._><fl> 0. (2.47)

For the present we keep both forms of the anti-charge.

Using the new charges (2.43) and (2.45) or (2.46), it is clear that the physical
classical states, as defined by (2.29), are those graded states for which
(poy =< f> ="y = {p;> =0.. Thus we see that the function f is being used as
a gauge fixing condition, as expected.

In the quantum theory we need to be slightly more careful due to the
need to order terms in &, %,; and especially &,,;. Keeping ¥ self adjoint

we have
- : afNt o tf N, of o
y‘( o +2<a 200 )" 'faq°€p

of aof 0
2.48
<aq > aqo'\ 07/’ P23 apz ( )

Acting on the states ¥ we find that &% = 0 implies that , = 0 (hence /5 = 0)

and, using (2.32),
0 af 1 of 5 f
— =0. 249

We now need to check what this condition implies for both s and S, W
Clearly we would hope that in both cases we get zero.
Keeping %,,; anti-Hermitian we find

. AN W)
%mi=<—5a6‘§(a—qo> 2°04° )2 fA Opz

of\"t af o &
B T LA 2.50
- <6q°> 2q°0¢° P 0p, oy’ 230

Acting on the states we directly recover Eq. (2.49), hence PW¥ =0 implies that
Fai? = 0.
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For &/, more care is needed since we also have to order the first term. The net
result of which is that

5 af .i o\t oorf o
Fani =~ (aq ) < oq° (aq ) quq(’) on'
wi(ag) v a) e s

24°0q° " Gp,ont
Thus acting on ¥, we get

- of of 1/éf o f
i Vo = <8q > < +f5q 2(0(1 > 2q°%q o>l//0P2 . (2.52)
Hence, from (2.42), if PV = 0then &, ¥ =0 as required.

An important point to note is that the requirement that there are states
satisfying the physicality condition (2.49) will, in general, impose restrictions on the
type of gauge fixing allowed. In particular, for the compact example expression
(2.40) for the physical states is not an allowed state since the o part is not an
element of L2(S! x IR") as it is not periodic in ¢°. This also reflects the fact that the
function ¢° is not a continuous function on the circle, thus we should really use
functions of the form f= ¢'?” — 1 for the gauge fixing in this situation. A more
interesting quantum restriction on the allowed gauge fixing term will be discussed
in the next section.

In conclusion we have seen that (modulo any account of the superselection
sectors) a successful constraint formalism can be developed if ghosts are introduced
for both the constraint and the gauge fixing. By construction, if the gauge fixing
condition can be smoothly deformed into ¢° = 0, then the solutions to (2.49) will be
unitarily equivalent to the states (2.38). We have also seen that this result does not
depend on which definition of anti-charge is used. Clearly, though, definition (2.45)
is simpler than (2.46).

Actually the analysis presented here is only really half of the story — we have yet
to discuss the isolation of physical observables in this second class approach. Such
an account will be presented in Sect. 3 within the specific example considered there,
since we shall see that in the quantum theory the choice of gauge fixing has some
bearing on the choice of basic observables.

(2.51)

3. A Model with a Gribov Problem

The aim of this section is to spell out, in some detail, how the methods developed in
Sect. 2 can be applied to a non-trivial, compact system. The example considered is
that of motion on the Lie group SO(3), subject to the constraint associated with the
right action of SO(2). The non-triviality of this example being the inability to
construct a global gauge fixing condition for this action. For completeness we shall
start with a brief review of the dynamics on a configuration space which is a Lie
group, and its quantisation. Then the constrained formalism developed in Sect.
2 will be applied to the specific example of G = SO(3) and the various quantum
reductions described in detail. Throughout this section we denote the Lie algebra
associated with the (compact, semi-simple) Lie group G by g, and its dual by g*.
The structure functions of the Lie group G will be denoted by f7..
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3.1. Dynamics and Quantisation on G. The arena for a Hamiltonian description of
the dynamics on G, and in particular for SO(3), is the phase space T*G. As with all
such cotangent bundles this space comes equipped with a canonical symplectic
form, from which the Poisson brackets can be calculated [16]. In order to give
a fuller description of these structures we exploit the fact that T*G is actually
a trivial bundle over G, indeed: 7*G = g* x G. There are two such identifications
possible, reflecting the left or right action of G on itself. For reasons to be apparent
later, we work in the trivialisation adapted to the left action of G on itself.

If T, is a basis of g, and 0“ the dual basis of g*, then the point [,0¢ € g* will be
denoted by [ The above trivialisation of 7*G them amounts to identifying
(Lx)eg*x G with [,0yce T*G, where Oy are the components of the right-
invariant Maurer—Cartan form Oyc = T,0%4c on G. (Recall that if R, is the right
invariant vector field on G whose value at the identity is 7, then {Oyc, R,) = T,
and dOfyc = 3/ 0%c A Osc.)

In these coordinates the Liouville form is 0(I, x) = [,0%c, so that the symplectic
form is given by

1
Q= —db= —di, n O%c — 5 fi10%c A Oc - (3.1)

Given a function f on 7*G, its Hamiltonian vector field, X ;, is defined by

Xg:ﬁfgW+Ru) (3.2)

From which we can deduce that
X, (R )+ —ffial ) l glf R, (3.3)

Thus the Poisson bracket {f,.f,}:= X, (f,), between functions on T*G, is
given by

{fl 7f2] fl a(fZ (fl sz ‘fzb [c Oﬁ{l 0{2 .

Using (3.3), we see that the Hamiltonian vector field associated with the
momentum variables [, are simply

(3.4)

ym

X, =R, — [ (3.5)

QJ

b

from which we can deduce that the [,’s are the generators for the symplectic lift to
T*G of the left action of G on itself (which we recall induces the right invariant
vector fields on G). Indeed {I,, ,} = — f5 1., as expected for such a left action.

As well as the left action of G on itself, there is also the right action. The
symplectic lift of this action to 7#*G will be generated by functions, r,, linear in
momenta, i.e.,

ro=Agly (3.6)

for some smooth set of functions A% on G. We have from (3.3),

X,, = ARy, — (Ru(A) 1, + AL f5ale) (3.7)

<
ol
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Since the left and right actions of G commute, we know that {r,, [;} = 0. This is
equivalent to the condition X, (/;) = 0, which, from (3.7), implies that

Ry(A3) = fa A5 . (3.8)

Consequently we can deduce that (A%, [,} = — R,(A5) = 0. Hence, in constrast to
the statement found in [11], we see that if we follow a route to quantisation
whereby the left momenta [, is taken as fundamental, then there will be no factor
ordering amb1gu1t1es in representing the quantum operators corresponding to the
right momenta r,, i.e, since both A% and I, will be taken to be self adjomt operators,
we can define the self adjoint operator #, to be 7, = A% ol =1, A

For the dynamics we opt for the smplest p0331ble form for the Hamiltonian; so
we take

H=1,1,. (3.9)

As is well known, the classical trajectories then correspond to the free motion of
a particle, with respect to the Cartan metric, on G (to be more precise, it is with
respect to a trivially rescaled metric to avoid factors of — 3).

In order to quantise we must identify what the quantum states are, and how the
basic observables are to be represented as operators on these states. Exploiting the
group structure of G allows for a very simple passage to the quantum theory (the
so-called naive quantisation of [11]). The wave functions are taken to be elements
of L?(G). Then for the position functions, f€ C*(G), we take

S (x) = (), (3.10)

while for the left momentum we define /, by

(e T *X)i=0

(l V) (x Tt

= m (TP (x) (3.11)

where ; is the left-regular representation of G on L*(G).

The quantum operator corresponding to the right momentum is then given by
#, = APl,, while that for the Hamiltonian is simply given by H =1[,[,. We stress
that there are no ordering ambiguities in either of these definitions.

3.2. Constrained Dynamics on SO(3). Elements of the rotation group SO(3) can
be labelled by the Euler angles o,  and 7y, where 0 <o <2n, 0 < f <7 and
0 <y < 27 Indeed we can write g € SO(3) as

‘[]:R(a,ﬁ, y>:e‘i1\]3€*iﬂlze*i7]3’ (312)

where the J’s are the standard generators of the Lie algebra so(3). We note,
though, that the relationship between these angles and rotations is not one to one.
Hence they do not form a globally valid system of coordinates for the rotation
group [17].

We take as our classical constraint the condition that

ry=0. (3.13)

This constraint generates the right action of an SO(2) subgroup of SO(3).
Hence the reduced configuration space can be identified with the coset space



448 D. McMullan

SO(3)/SO(2) ~ §?: the two sphere. The group SO(3) is thus the total space of an
SO(2)-principal bundle over the two sphere. As is well known, this non-trivial
principal bundle has no global cross sections; hence there will be a Gribov problem
when one tries to fix a gauge. However, even though no good gauge fixing can be
found for this system, we will still need some locally valid way to fix the gauge in
order to carry out the quantisation. The important question is then to determine
how the associated reduction depends on the particular candidate for such a gauge
fixing term.

The gauge fixing condition will generically be taken to be of the form
f(a, f,v) = 0. However, directly working with the Euler angles will lead to some
difficulties since we will also need to calculate Poisson brackets like { f, [,} and we
need to find an explicit expression for the matrix A% used in expression (3.8). To
deal with these problems we introduce a local set of Riemann normal (or canonical)
coordinates; where the element g = exp( — ix*J,) of SO(3) has coordinates x“.

In terms of these coordinates we know that there must exist functions L}
and R such that we can write the left (L,) and right (R,) invariant vector fields
on SO(3) as

0 , O
o Ra=Raza

L,=1L}

(3.14)

To find these functions we exploit the fact (see, for instance, Ref. 17, problem I11.8)

that
(L 1) = <1~_~ex§(—f_—xﬁ>b , (3.15)

where (x-f)2 = x° f%, = x“6pe,. It then follows that®

sin bx, si ¢ .
A R XX—Y<1 - 32—") + S5 fh(1 = cos9). (3.16)

Here we have set x = Za\/ (x"? and, as discussed earlier, we are using a rescaled
Cartan metric so that x* = x,. We can thus deduce that

0 <X X XXy X o x I .. ,
Lb=5b§COt§+*?‘<1 ——2“COTE>—§‘Cbe (317)
A similar analysis shows that the matrix R§ is given by
XX X", x ox\ 1 )
4= 0dj-cot= 1 —=cot= =xfi.. 3.18
; b2C02+x2( 2c02)+2~cfb (3.18)
If p, is the momentum conjugate to x“: {x% p,} = d%, then its Hamiltonian
vector field is simply given by X, = — ¢/0x“. The above analysis then shows that
we can locally write the left momentum as
I, = — Rip, . (3.19)

® We note that there is a difference in sign, 1n the final term, between this expression and that
found in [17]. As a test for the correctness of this form we note that as x — 0, (3.15) becomes
5t —4x°f?, as does (3.16)
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The momenta r, is, by definition, the generator of the right action of SO(3), hence
from (3.7) and (3.8) we know that its Hamiltonian vector field is simply L,. Thus we
can deduce that

ry= — Lip,. (3.20)

Using (3.19) and (3.20) we see that we can identify the matrix A3, which relates
the left and right momenta (3.6), as

Af=(R™)L;

a C

= §¢cosx + xxf”(l —cosx)—x;fgcsinx. (3.21)

This is also equal to the matrix (exp(x‘f));, and hence we recover the standard
result that L, = (Adg),R,.

Using the canonical coordinates x* and the left momenta [,, we see that the
basic Poisson brackets on T*S0O(3) are:

(x4, xP} =0,
{xa’ lb} = - RZ >
(s} = — [l (3.22)

Using these fundamental brackets the Poisson brackets of the various momentum
variables with the Euler angles can be derived since we have the following relations
between the various coordinate systems on SO(3):

Xo X3 X
o = — arctan — — arctan| —tan— |,
Xy X 2

. x?24+x3 . x
f = 2arcsin| Y———=sin— |,
X 2

X X X
V= arctan — — arctan <—3 tan~> . (3.23)
X4 X 2

Using these equations, along with (3.22) and (3.18)—(3.20), one can confirm that
s =1L oz} =1and {o,r3} = {f,r3} = {B, 13} = {1, 13} = 0. One can also
now show that:

COoS &

W)= —coswcoth (Bl = —sinn {nh)=SF,

(o, 1) cosacotf, (.1} sing, {7, 1y sin 8 G249
sin o

(o, 1) = —si tp, | - Bl =——. 3.25

(o, 1,) sinacotf, {B, 1} =cosa, {y,1,} sin B (3.25)

Given a gauge fixing condition f= f(o, f§,7) (we postpone until the final
subsection any discussion about what type of gauge fixing terms we should use) we
can now follow the analysis presented in Sect. 2.4; hence we add ghost variables and
construct the second class charge

S = "3”11 +f{fa ”3}'72 - {f, ”3};1 {{fa 7’3}7’”3}771?]202 - (3.26)

In Sect. 2 the kinematical role of this charge, along with the anti-charge (2.44) or
(2.45), in isolating the physical states was discussed at length. Before analysing the
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consequences of inequivalent gauge fixing on the reduction, we now need to
address the important problem of how the physical dynamics is described using
these charges, and in particular, how the Hamiltonian (3.9) is related to a physical
one. This discussion will also supply sensible conditions to impose on the type of
gauge fixing considered.

3.3. Classical and Quantum Observables. Classically the observables are identified
with the functions on a phase space. Hence, in this constrained system, the physical
observables are simply the functions on the true degrees of freedom. Given any
function f on the extended phase space (including the ghost variables), its expecta-
tion value in a physical state (2.29) will be equivalent to the value of some physical
observable; the problem we need to resolve is to determine what class of functions
on the extended phase space are describing the same physical observable within
this second class approach.

There is, in fact, an equivalence relation we can define on functions such that
two functions are equivalent if their value in the physical states (2.29) are equal.
Clearly if f=h+ {% v} + (% vz} then [ is equivalent to h since
AL 0o, = (01w, = 0for all functions v, (similarly ({F s 02§ V0, = 0)-
We thus identify the physical observables with these equivalence classes of fun-
ctions.

From the analysis presented in Sect. 2.4, it is straightforward to see that this
equivalence relation is no more than the usual idea of weak equivalence [9] when
one has the constraints (rs, f, #', p;). Indeed we have, for example, the identification
that

1 |

r3= =L - {Sanis 1} (3.27)

so that {r3 ), , = 0,1ie. the constraint r; is equivalent to the zero function. Given
such an equivalence class description of the physical observables, it is natural to look
for a representative of the physical observables, on the extended phase space, which
preserves the identification (2.29) of the physical states. Rather than doing this for
a general observable, let us focus on the specific system at hand.

Upon reduction to the true degrees of freedom, the left momenta will become
the generators of the Killing vecter fields on the two sphere. Hence, as we have
seen, we can associate a classical physical observable with them, and indeed with
the whole equivalence class [1,] of weakly equivalent functions. In this second class
formulation we choose the representative [ of the equivalence class [/,] to be that
momenta such that

U, S = 5 P ) =0, (3.28)
and
U= —fulf. (3.29)
Clearly such an observable will be compatible with the identification (2.29) of the
physical states.

One finds that /¥ is uniquely given, in this gauge, by

= b= L) e = (UL frs) s} s +2p2) . (330)
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We recognise the non-ghost part of [} as simply the x-observable associated with
[, in this second class system [9]. We also note that this representative transforms
as it should under the canonical transformation generated by (2.43).

Hence, in this classical description, we take as the representative of the class
[H] of physical Hamiltonians

H* = [*¥]% . (3.31)

Then from (3.28) we see that {H*, &} = {H*, ¥} = 0.

If we restrict the class of gauge fixing so that f=/f(y), then {fl,}=
{7, 1.} {f r3}. Hence the ghost term in (3.30) vanishes since { {7, I, }, r3} = 0. In this
case we will also satisfy the condition {I}, %} = 0.

In the quantum theory we now need to follow the same basic strategy adopted
above to isolate the physical observables. However, this does not mean that we can
directly transcribe the prescription (3.30) into the quantum theory. The reason
being that ¥ is not canonically equivalent to [,, but rather weakly equivalent;
which in turn was justified by the equivalence class structure imposed on functions
by the second class charges. Now it will still be true that the quantised second class
charges will impose an equivalence class structure on operators, but now it is more
restrictive. In particular, from the definition of physical states (2.39), we will have f
equivalent to f+ @ [9; Pl + BN 4> Where hy is any operator which commutes
with both & and ,,,, h, is an arbitrary ghost number zero operator, and N, is the
ghost number operator 7#'p; + #%p,. A consequence of this is that now the
constraint 73 is not equivalent to the zero operator since, from (2.49) and using the
restriction that f'= f(y), we have

. Lof o\t o
IAB lllphy = <l' _67 — —2-<—-(QM> _8—*/ 8’y ?’phy N (332)
7Y J

which will not, in general, be equal to zero! In particular, if the gauge fixing cannot
be chosen to be canonically related to a globally well defined one (as in the
non-compact example with f= ¢° where the expectation value of p, was zero
(2.40)) then there is no reason to expect this to be zero. Thus in the quantum theory
the operators /, and [¥ are not necessarily equivalent.

Restricting attention to_the left momenta; we want to find an operator equiva-
lent, in the above sense, to [, such to the resulting operator preserves the identifica-
tion of physical states (2.39). Now we have that, acting on ¥,

- i

L &1 = ila7:«’}< sy T g rsint + UL "3},1‘3}'?23 (3.33)

/

where we use the notation that {/,, 7}, etc, denotes the multiplicative operator
corresponding to the configuration space function {/,,y}. If the gauge fixing
condition is chosen such that

1 -
é{f; ’.3} ! { {fr "3}'5}/‘3 :f{f; )‘3} - C > (334)

where C is a constant, then

(0 PV = Loy} (S frshora b (int + 7)), (3.35)
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which is zero on ¥, since from Eq. (2.30) we see that the ghost terms are just iK.

Hence, for the class of gauges which satisfy (3.34), we find that the operators [,
are physical observables, and hence so will be H = [,[,. We also note that if (3.34)
holds then from (3.32) we have

F3 lehy iC lpphy > (3-36)

that is, the physical states are eigenstates of the momentum constraint. On
L*(S0O(3)) the possible eigenstates of 'y are parameterised by the integers. Thus it
would be interesting to see if we can find gauge fixing terms such that (3.34) can be
solved with C = in, for all integers n.

3.4. The Superselection Sectors for S*. Having set up all the machinery for quantis-
ing this constrained system we now need to address the thorny issue of what type of
gauge fixing we should use. The first problem we have to face is that the ability to
construct good gauge fixing terms is a global issue, however, most of the detailed
constructions presented in this section have been local in character: that is, we are
either using canonical coordinates or Euler angles — both of which are only defined
locally on SO(3). In terms of these coordinates it would appear that this system is
only slightly more complicated than the compact example discussed in Sect. 2. So
following the discussion after Eq. (2.52), we would be tempted to use the unambigu-
ously good gauge fixing condition f = ¢’? — 1, which is continuous function of y and
has the unique solution y = 0 — what more could one ask of a gauge fixing term?

The problem is that this function cannot be extended to a continuous function
on the whole of SO(3) while still preserving these properties — this is the Gribov
problem.

There seems to be two possible strategies we could follow now. The first is that
we only work with functions that are globally well defined, and thus make manifest
the fact that there are no good gauge fixing terms to be singled out; the problem
with this, though, is that they will in general not be simply functions of y in our
local description. Alternatively, and the approach we shall follow, we can just work
with the local description in terms of, say, the Euler angles; but take into account
the global results by realising that the gauge fixing ¢” — 1 is no better than
e " — 1, for any non-zero integer n.

These two points of view are not totally disconnected. Indeed we can think of
these simple functions of y as being equivalent (in the sense implied by the
canonical transformation generated by (2.44)) to the local expression for globally
well defined gauge fixing functions which have n distinct solutions in the region of
SO(3) described by the Euler angles.

Classically gauge fixing with functions of the form e~ ™’ — 1 will have the effect
of introducing multiple copies of the true degrees of freedom, which is inconvenient
but in no way disastrous. In each such copy we still have r; = 0 and hence the
dynamics is unaltered. It is also clear that one cannot change the number of copies
by a canonical transformation. Hence the distinct, canonically inequivalent, gauge
fixing terms will be characterised by the integer n introduced above.

For the quantum theory we see that these inequivalent gauge fixing classes will
lead to inequivalent reductions and hence superselection sectors. Indeed, from
(3.34) we need to solve the nonlinear ordinary differential equation

Y

__2f~,~

=0. 3.37
0 & (3.37)
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Setting -~ & ~2¢7 I we find that, in order to solve (3.37), we must have W oc e/’

Hence, in terms of the representative functions discussed above, we must have
C=inand [e /%df = e "> — 1. That is Erf(f) = e~ '?" — 1, where Erf(f) is the
error function of f. So, for the simplest form of the physical states, we need to
choose the gauge fixing function in the nth sector to be the function

f=Erf e 2 — 1), (3.38)

We note that because we are on SO (3), we cannot use gauge fixing terms of the
form f= Erf~'(e~™ — 1) since that would imply that iC could be an half integer,
which could not then be a solution to (3.36). On SU(2), though, such a possibility is
allowed and we get a larger class of allowed gauge fixing terms.

Hence, in this gauge, the physical states in the nth sector are given by wave
functions of the form

by = €""o(er, B,0) (1 — 1 ps) . (3.39)

As is well known, such states for different n are unitarily inequivalent; reflecting the
inequivalence of the gauge fixing used to define them.

From the construction of the naive quantisation (3.11), and using the relations
(3.24)~3.25), the left momentum can be represented on the states W}, by the
operators

. ¢ o 0 cos o
= 1coscxcotﬂa~ +isino— + n
ot

op sinf’

)

—
—_=

'\ ~

0 sin o
isinx Cot/i~— icoso— +n——-:
0o,

op sinf’

>

N
II

0

—i- (3.40)
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The Hamiltonian in the different sectors is thus given by

Tn __ Jnjn
—1(1 as

ap op

We note that although n =0 is not strictly allowed within this second class
approach, it is a valid choice since then we are essentially not using a gauge fixing
and the second class charge has reduced to the BRST-charge. Hence we recover the
trivial sector of the theory.

To get a better insight into the structure of the different reductions we follow
the usual route [18] of writing the wave functions (3.39), defined as wave functions
on a superspace, as wave functions on the two sphere. Using spherical coordinates
(¢, 0) on S%; we thus need a unitary mapping from the states (3.38) to the wave
functions ¥ (¢, 0) in L2(S?). To facilitate this we recall [19] that there is a canonical
measurable section from §2 to SO(3) given by setting x5 = 0. Then x,; and x, will
become the normal coordinates on S, i.e.,

02 . 0 0? 0
= —csczﬁ<5;5—21ncosﬁ£—n2>~—ﬁ—cotﬂ7. (3.41)

X, = —0sin¢g, x,=0cos¢. (3.42)
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From (3.23) we see that this is equivalent to setting o = ¢, f = 0 and y = — ¢. So
we see that this is precisely the section s, used in [18].

Trivially extending the argument presented in [ 18], we now define the unitary
mapping 7, from the states Y7, to L*(S?), by

(T¥5ny) (@, 0) = 4mp5(, 0, — ), (3.43)

where ¥, = (1 — n'p,)¥6. The inverse to this is simply given by

_ein(a+}')l//(a’ ﬂ)(l — }”lpz) . (344)

(T*ll/)(% ,[))a Vs y/l» pZ) = dx

Under this mapping the momentum operators I, become (under the substitution
o= ¢, f—0,0/00— 0/0¢p + in and 0/0p — 0/00)

/o zzcosacot0$+zsm¢i+nc Z)(I_COS())

on ¢
/z—tsm(bcot@%—zcosqﬁ +n (I —cos0),

/= ‘. (3.45)
3= l&qﬁ n. .

Introducing polar coordinates y; =sinfcos ¢, y, =sinfsin¢ and y; = cos0,
then we recognise these operators to be the expression for the angular momentum
operators

M=y A(p+nA)+y, (3.46)
where p, = — id/0y“ is the usual momentum operator and the vector potential A is
given by

(I — cosb)
- hashiy Y 3.47
sing ? (3:47)

These are precisely the expressions for the angular momentum when a Dirac
monopole of charge n is at the centre of the two sphere of unit radius [20]. From
the discussion following Eq. (3.38) we see that if we had used the identification
§? = SU(2)/U(1), then we would recover the Dirac monopole coupling, but now
with charge n/2.

In summary we have seen in this model that the Gribov problem in fixing
a gauge leads to inequivalent reductions, and hence quantisations on S, Infinitesi-
mal changes in the gauge fixing term used lead to unitarily related quantum
theories using the results of (2.43). These reductions precisely agree with the results
obtained by directly quantising on the two-sphere using either group theoretic
[21,19], C*-algebraic [18] or geometric [7] techniques. As discussed in the
introduction, such sectors can also be described within a constrained formalism
that allows for the modification of the constraints by hand [107]: however, such an
approach does not give a constrained account of why such sectors arise. Thus we
see that the second class approach initiated in this paper is a successful constrained
formalism.
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4. Conclusions

One of the most surprising aspects of the process of quantisation is the possibility
of having superselection sectors. In this paper it has been shown that by introduc-
ing a constrained formulation of the theory, these inequivalent quantisations can
be understood as arising from the difficulties encountered in constructing an
unambiguous gauge fixing term. So at least for the model considered, the Gribov
ambiguity is seen to be responsible for the rich class of possible quantisations.

The bulk of the agreement presented here, and in some sense the hidden agenda
behind the presentation, has been to show that gauge fixing is essential in an
operator approach to constrained systems: even for those with no Gribov problem.
This focus on the operator methods is due to the fact the almost all accounts of the
emergence of superselection sectors are described within this language
[7,8,18,19,21]. This should be contrasted with the path integral approach to
constrained systems where the need for gauge fixing is manifest [22], yet the
possibility of superselection sectors is never discussed beyond the possible 7y-
effects. However, even there one must take into account the fact that inequivalent
gauge fixing terms will lead to different theories. A full account of how these
superselection sectors can emerge from a path integral analysis is an interesting
topic and will be presented elsewhere.

Although this paper has just concentrated on a simple model, it is still instruc-
tive to reflect on how the results of this exercise could be interpreted in the wider,
field theoretic, context. If one accepts the possibility that there are superselection
sectors (i.e., that nature does not conspire to only use the naive quantisation of
a system) then this example has shown that the Gribov ambiguity is not simply
a technical annoyance, but rather an essential ingredient for a full description of the
theory. Also knowledge of the actual sector you are in is important for perturbation
theory in order to determine what the vacuum structure of the theory is. (Is there
a monopole or not?) One can only speculate as to the relevance of superselection
sectors to problems like confinement in QCD. However the structures suggested
here are to be seen in addition to the consequences of having the Gribov horizon
[6]. Clearly a full understanding of the structure of QCD must take into account all
the relevant possibilities available.
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