# Classical and Quantum Scattering on a Spinning Cone^ 

P. de Sousa Gerbert and R. Jackiw<br>Center for Theoretical Physics, Laboratory for Nuclear Science, and Department of Physics, Massachusetts Institute of Technology, Cambridge, MA 02139, USA


#### Abstract

Solutions are presented for the Klein-Gordon and Dirac equations in the $2+1$ dimensional space-time created by a massive point particle, with arbitrary angular momentum. A universal formula for the scattering amplitude holds when a required self-adjoint extension of the Dirac operator is specified uniquely. Various obstacles to a consistent quantum mechanical interpretation of these results are noted.


## I. Introduction

There has been completed recently a quantum-mechanical analysis of two-body scattering in $2+1$-dimensional [planar] gravity [1,2]. This generally covariant theory has no propagating gravitational degrees of freedom, because in the absence of sources it is solved uniquely by flat space-time. Curvature is created by sources, but only locally at their position; elsewhere space-time remains flat. Consequently there are no gravitons, and forces are not mediated by graviton exchange; rather, they are geometrical/topological in origin, arising from global properties of spacetime, which is not Minkowskian in the large, even when it is locally flat. For this reason, planar quantum gravity gives us the opportunity for examining the interrelation between geometrical and quantum concepts, without the complication of graviton propagation. Moreover, the theory is physically realized in the presence of infinite cosmic strings [3].

The quantum mechanical results that have been established concern relative motion in a two-body, spinless system [1], and equivalently [1] motion of a spinless test particle in the presence of a [heavy] spinless source [2]. In this paper, we extend the results about test-particle motion by allowing the source and/or the test particle to carry spin, i.e. we solve the Klein-Gordon and Dirac equations. In Sect. II, we recall the space-time of a spinning source [4], and discuss classical motion. Our strategy for studying quantum scattering on a cone is presented in

[^0]Sect. III. We review the results for a spinless test particle scattering off a spinless source [2]. Also we present a qualitative analysis of classical wave diffraction to supplement the previous quantitative discussion [1,2] and to enhance physical insight. Sections IV and V are devoted to exploring the effects of spin: the KleinGordon equation with a spinning source is solved in Sect. IV; the Dirac equation with a spinless and spinning source in Sect. V. It is found that the effect of spin is to introduce energy and spin dependent phases into various amplitudes, which can be given a universal form. Moreover for spinning sources, unitarity of the quantum theory is problematical. Also there are mathematical intricacies: the Dirac Hamiltonian in the presence of a spinning point particle is not self-adjoint, while a self-adjoint extension introduces a new physical parameter, whose significance remains obscure. Final remarks comprise Sect. VI. Some partial results about scattering off two sources are given in the Appendix; our analysis makes use of an orbifold.

## II. Spinning Source and Classical Scattering

The space-time produced by a point source with mass $M$ and angular momentum [spin] $S$ gives rise to the line element [4,5]

$$
\begin{gather*}
(d s)^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}=\left(c d t+c^{-1} G S d \Theta\right)^{2}-(d l)^{2}  \tag{2.1}\\
(d l)^{2}=R^{-2 G M}\left[(d R)^{2}+R^{2}(d \Theta)^{2}\right]=R^{-2(1-\alpha)}\left[(d R)^{2}+R^{2}(d \Theta)^{2}\right] . \tag{2.2}
\end{gather*}
$$

Here $c$ is the velocity of light, $G$ "Newton's constant," and $\alpha[0<\alpha \leqq 1]$ is $1-G M$. [We have rescaled $G$ by a factor of 4 relative to our previous papers, [2,4] where $\alpha$ is given by $1-4 G M$.] We call this a spinning cone.

In (2.2), the spatial interval is presented in conformally flat spatial coordinates, with $R$ and $\Theta$ possessing the full radial and angular range, $0 \leqq R \leqq \infty, 0 \leqq \Theta \leqq 2 \pi$. Alternatively, one may use imbedded coordinates,

$$
\begin{equation*}
r=R^{\alpha}, \quad \theta=\Theta \tag{2.3a}
\end{equation*}
$$

which also extend over the complete range, $0 \leqq r \leqq \infty, 0 \leqq \theta \leqq 2 \pi$, and describe a cone imbedded in flat three-space with the constraint $z=\sqrt{\left(\alpha^{-2}-1\right)\left(x^{2}+y^{2}\right)}$,

$$
\begin{equation*}
(d l)^{2}=\alpha^{-2}(d r)^{2}+r^{2}(d \theta)^{2} \tag{2.3b}
\end{equation*}
$$

Finally there are the spatially flat coordinates,

$$
\begin{equation*}
\rho=\alpha^{-1} r, \quad \varphi=\alpha(\theta-\pi) \tag{2.4a}
\end{equation*}
$$

with a limitation on the angular range, viz. a wedge, determined by the conical angle $\alpha$, is excised from the flat plane; $0 \leqq \rho \leqq \infty,-\pi \alpha \leqq \varphi \leqq \pi \alpha$,

$$
\begin{equation*}
(d l)^{2}=(d \rho)^{2}+\rho^{2}(d \varphi)^{2} \tag{2.4b}
\end{equation*}
$$

Then spin may be hidden by redefining time,

$$
\begin{equation*}
T=t+G S \Theta / c^{2}=t+G S \theta / c^{2}=t+\alpha^{-1} G S \varphi / c^{2} \tag{2.5}
\end{equation*}
$$

so that with the flat spatial interval (2.4), space-time is locally Minkowskian,

$$
\begin{equation*}
(d s)^{2}=c^{2}(d T)^{2}-(d \rho)^{2}-\rho^{2}(d \varphi)^{2} \tag{2.6}
\end{equation*}
$$

Of course the attributes of the source-mass and spin-are coded in the global properties of the locally flat variables. All the information thus resides in non-trivial boundary conditions, a fact that will be crucial in quantum mechanics: $\varphi$ is excluded from the angular domain $2 \pi G M$; since $(t, r, \theta+2 \pi n)$ is identified with $(t, r, \theta)$ it follows from (2.4) and (2.5) that ( $T, \rho, \varphi$ ) is equivalent to $\left(T+2 \pi n G S / c^{2}, \rho, \varphi+2 \pi n \alpha\right)$. Describing physical consequences of this "time-helical" structure of the locally flat coordinates [4] is one of the goals of the present work, and is given below.

The classical equations of motion are determined by the geodesic equation,

$$
\begin{equation*}
\ddot{x}^{\mu}+\Gamma_{\alpha \beta}^{\mu} \dot{x}^{\alpha} \dot{x}^{\beta}=0 . \tag{2.7}
\end{equation*}
$$

The overdot indicates differentiation with respect to any convenient affine variable $\tau$ that parametrizes the path $x^{\mu} ; \tau$ satisfies $d s \propto d \tau$, where the proportionality constant vanishes for massless particles. With imbedded coordinates, we learn from (2.1) and (2.3b) that the non-vanishing components of the connection are $\Gamma_{r \theta}^{0}=-G S / r c, \Gamma_{\theta \theta}^{r}=-\alpha^{2} r, \Gamma_{r \theta}^{\theta}=1 / r$, so that (2.7) implies [5]

$$
\begin{align*}
\ddot{t}-2 G S \dot{r} \dot{\theta} / r c^{2} & =0,  \tag{2.8a}\\
\ddot{r}-\alpha^{2} r \dot{\theta}^{2} & =0,  \tag{2.8b}\\
\ddot{\theta}+2 \dot{r} \dot{\theta} / r & =0 . \tag{2.8c}
\end{align*}
$$

Clearly the solution for $r$ and $\theta$ in terms of $\tau$ makes no reference to spin, which affects only the relation between time $t$ and $\tau$. A first integral for (2.8a) is obtained with the help of (2.8c),

$$
\begin{equation*}
t+\frac{G S}{c^{2}} \dot{\theta}=C \tag{2.9a}
\end{equation*}
$$

The affine parameter may be chosen to be $T$ in which case $C=1$. Together with the remaining integrals of motion, involving the constants $l$ and $v$,

$$
\begin{gather*}
\dot{\theta}=\frac{l}{r^{2}}  \tag{2.9b}\\
\alpha^{-2} \dot{r}^{2}+\frac{l^{2}}{r^{2}}=v^{2} \tag{2.9c}
\end{gather*}
$$

the equations may be integrated once more to provide a description of the motion,

$$
\begin{gather*}
t-t_{0}=T-T_{0}-\frac{G S}{c^{2}}\left(\theta-\theta_{0}\right),  \tag{2.10a}\\
r^{2}=\frac{l^{2}}{v^{2}}+v^{2} \alpha^{2}\left(T-T_{0}\right)^{2},  \tag{2.10b}\\
\tan \alpha\left(\theta-\theta_{0}\right)=\frac{\alpha v^{2}}{l}\left(T-T_{0}\right) . \tag{2.10c}
\end{gather*}
$$

It follows that the scattering angle $\pm \omega$ is the same as in the absence of spin;

$$
\begin{align*}
\Delta \theta & \equiv \theta_{\text {final }}-\theta_{\text {initial }}= \pm \pi \alpha^{-1} \\
\pm \omega & =\Delta \theta \mp \pi= \pm \pi\left(\alpha^{-1}-1\right) \tag{2.11}
\end{align*}
$$

[the sign depends on which side the source is passed] so also is the orbit,

$$
\begin{equation*}
r^{2} \cos ^{2} \alpha\left(\theta-\theta_{0}\right)=\frac{l^{2}}{v^{2}} \tag{2.12}
\end{equation*}
$$

which is traversed at a rate that is influenced by the spin, according to (2.10). In terms of the coordinate $T$ the equations are the same as in the absence of spin. The spinning source introduces a time delay $\Delta t$ that is determined by Eq. (2.10a),

$$
\begin{equation*}
\Delta t=\Delta T-\frac{G S}{c^{2}} \Delta \theta \tag{2.13a}
\end{equation*}
$$

where $\Delta T$ is the delay of the variable $T$ and $\Delta \theta$ is the angular deflection given in (2.11). It is evident from (2.10b) or (2.10c) that $\Delta T$ vanishes; whence the time delay is only non-zero when the source carries spin,

$$
\begin{equation*}
\Delta t=\mp \frac{G S}{c^{2}} \frac{\pi}{\alpha} \tag{2.13b}
\end{equation*}
$$

The scattering angle (2.11) is presented in the imbedded coordinate system, where it measures the deflection in the asymptotic motion on the cone as projected onto the $x-y$ plane of the embedding three-space. In flat coordinates, where the connections vanish, a particle is undeflected, $\Delta \varphi=\varphi_{\text {final }}-\varphi_{\text {initial }}=\pi$; to arrive at the scattering angle one must subtract the forward direction which subtends the angle $\pi \alpha$, giving the result $\pi(1-\alpha)$, which is in agreement with (2.11) when transformed according to (2.4a).

For a test particle with mass $m$, Eqs. (2.8) also follow by varying the Lagrangian,

$$
\begin{equation*}
L=-m c \frac{d s}{d t} \tag{2.14}
\end{equation*}
$$

This has the virtues of identifying $\tau$ with $s$ and providing a definition of the energy,

$$
\begin{align*}
E & =\frac{d r}{d t} \frac{\partial L}{\partial \frac{d r}{d t}}+\frac{d \theta}{d t} \frac{\partial L}{\partial \frac{d \theta}{d t}}-L \\
& =m c^{2} \sqrt{1+c^{-2}\left(\alpha^{-2}\left(\frac{d r}{d s}\right)^{2}+r^{2}\left(\frac{d \theta}{d s}\right)^{2}\right)}=\frac{m c^{2}}{\sqrt{1-v^{2} / c^{2}}} \tag{2.15}
\end{align*}
$$

The last identity is easily verified using (2.8b) and $d / d s=(d T / d s)(d / d T)=$ $\left(1-v^{2} / c^{2}\right)^{-1 / 2}(d / d T)$. The possibility of using this suggestive special relativistic notation is due to local flatness: when everything is expressed in the coordinates ( $T, \rho, \varphi$ ), $S$ disappears, only $\alpha$ remains in the combination $l / \alpha$ and $v$ can be identified with the velocity.

Note that while the metric for the spinning cone possesses closed time-like contours [e.g. $d t=0, d r=0, d \theta$ constant with $r<G S / c$ ], there are no closed time-like [or light-like] geodesics. Nevertheless the occurrence of these contours entails on the classical level causality problems close to the source when non-gravitational forces are present. In quantum mechanics, which senses all paths not just geodesics, the closed time-like contours give rise to untoward unitarity problems, as will be seen below.

## III. Overview

The following strategy for determining the quantum motion on the cone has been successfully implemented in the spinless case, [2] and will be used in Sects. IV and V for the problem with spin.

Imbedded coordinates are used because the full angular range allows for conventional partial wave analysis and identification of phase shifts in the wave equations that we solve. There are no interactions-the equations are free-except that derivatives are properly covariant with respect to the imbedded metric. The relevant equations of course depend on the spin of the test particle.

For a spinless source and spinless test particle, the Schrödinger equation was analyzed [1,2]. This involves only the covariant Laplacian, and serves equally well as the analysis of the Klein-Gordon equation, which is equivalent to the Schrödinger equation in this simple case. When the source possesses spin, the presence of off-diagonal time-space components in the metric tensor renders the Schrödinger equation inapplicable for the spinless test particle; rather the covariant Klein-Gordon equation is solved. In either case, because the background metric is time-independent, the time-dependence of the wave function may be separated as $e^{-i E t / \hbar}$, and one is led to a stationary problem at fixed energy $E$, Moreover, rotational invariance of the background allows separating the $\theta$ dependence with the Ansatz $e^{i n \theta}$, where $n$ is an integer because $\theta$ possesses the full $2 \pi$ range and the wave function is required to be single valued, i.e. angular momentum, $\mathscr{J}=-i \hbar \partial_{\theta}$, is diagonalized with eigenvalue $\hbar n$. Thus it remains only to solve for the radial function $u_{n}$, and its large-r asymptote

$$
\begin{equation*}
u_{n}(r) \underset{r \rightarrow \infty}{\longrightarrow} \sqrt{\frac{2}{\pi \kappa r}} \cos \left(\kappa r-\frac{n \pi}{2}-\frac{\pi}{4}+\delta_{n}\right) \tag{3.1}
\end{equation*}
$$

determines the phase shift $\delta_{n}$. Here $\kappa$ is related to the energy; see below.
The scattering solution is constructed as a superposition of partial waves, appropriate to the planar problem,

$$
\begin{equation*}
\psi(\mathbf{r})=\sum_{n} e^{i\left(\delta_{n}+n \pi / 2\right)} u_{n}(r) e^{i n \theta} \tag{3.2}
\end{equation*}
$$

This may be decomposed into an incoming wave and a scattered wave,

$$
\begin{equation*}
\psi=\psi_{\mathrm{in}}+\psi_{\mathrm{sc}} \tag{3.3}
\end{equation*}
$$

the latter defining the scattering amplitude $f$ as

$$
\begin{equation*}
\psi_{\mathrm{sc}}(\mathbf{r}) \underset{r \rightarrow \infty}{\longrightarrow} \sqrt{\frac{i}{r}} f(\theta) e^{i \kappa r} \tag{3.4}
\end{equation*}
$$

Ordinarily, the incoming wave is taken to be a conventional plane wave,

$$
\begin{equation*}
\psi_{\mathrm{in}}(\mathbf{r})=e^{i \kappa r \cos \theta} \tag{3.5}
\end{equation*}
$$

It then follows that the scattering amplitude is given by

$$
\begin{equation*}
f(\theta)=\frac{1}{\sqrt{-2 \pi \kappa}} \sum_{n}\left(e^{2 i \delta_{n}}-1\right) e^{i n \theta} \tag{3.6}
\end{equation*}
$$

For scattering on a cone, $\delta_{n}$ increases with $n$, owing to the persistence of the "interaction" at large distances-the test particle is never out of range of the source because space is not asymptotically Euclidean. Consequently, (3.6) must be regulated, for example by multiplying the summand by a convergence factor $e^{-|n| \varepsilon}$ and setting $\varepsilon$ to zero at the end of the calculation. This results in a well-defined. expression for $f$, which however contains angular delta functions [2].

An alternative procedure yields a scattering amplitude without the delta functions. It is recalled that the large-r asymptote of a plane wave is a radial wave, times a "scattering amplitude" that is an angular delta function in the forward and backward directions. Therefore, we can consider that portion of $\psi_{\mathrm{sc}}$ leading to delta functions in $f$ as belonging to the asymptote of a plane wave, and move its contribution to the incoming wave. In other words, we can present a decomposition alternative to (3.3), (3.4) and (3.5), [2]

$$
\begin{equation*}
\psi=\tilde{\psi}_{\mathrm{in}}+\tilde{\psi}_{\mathrm{sc}} \tag{3.7}
\end{equation*}
$$

such that $\tilde{\psi}_{\mathrm{in}}$ is a superposition of plane waves, $\tilde{\psi}_{\mathrm{sc}}$ still tends to a radial wave

$$
\begin{equation*}
\tilde{\psi}_{\mathrm{sc}}(\mathbf{r}) \underset{r \rightarrow \infty}{ } \sqrt{\frac{i}{r}} \tilde{f}(\theta) e^{i \kappa r} \tag{3.8}
\end{equation*}
$$

and $\tilde{f}$ coincides with $f$, except for the delta functions.
To find the alternative decomposition, (3.7) and (3.8), we construct the scattering solution (3.2) by evaluating the partial wave sum with the help of a contour integral representation for $u_{n}$. This results in a contour integral representation for $\psi$, from which $\tilde{\psi}_{\text {in }}$ and $\tilde{\psi}_{\text {sc }}$ are easily determined [1].

For a spinless particle of mass $m$ moving on a spinless cone, the Schrödinger/ Klein-Gordon equation in embedded coordinates reads [2] [henceforth we set $c$, $G$ and $\hbar$ to unity]

$$
\begin{align*}
& -\left(\frac{\alpha^{2}}{r} \partial_{r} r \partial_{r}+\frac{1}{r^{2}} \partial_{\theta}^{2}\right) u_{n}(r) e^{i n \theta}=\alpha^{2} \kappa^{2} u_{n}(r) e^{i n \theta}, \\
& n \in \mathbf{Z}, \quad \alpha^{2} \kappa^{2}= \begin{cases}2 m E & \text { Schrödinger } \\
E^{2}-m^{2} & \text { Klein-Gordon }\end{cases} \tag{3.9}
\end{align*}
$$

The radial wave function is a Bessel function,

$$
\begin{equation*}
u_{n}(r)=(-1)^{(n-|n|) / 2} J_{|n| / \alpha}(\kappa r) \tag{3.10}
\end{equation*}
$$

whose asymptotic form determines the phase shift,

$$
\begin{equation*}
\delta_{n}=-\frac{|n| \pi}{2}\left(\alpha^{-1}-1\right)=-\frac{1}{2}|n| \omega . \tag{3.11}
\end{equation*}
$$

From (3.5) the scattering amplitude is found [2],

$$
\begin{align*}
& f(\theta)=-\frac{i \pi}{\sqrt{2 \pi \kappa}} \sum_{n}(\delta(\theta+\omega-2 \pi n)+\delta(\theta-\omega-2 \pi n)-2 \delta(\theta-2 \pi n))+\tilde{f}(\theta),  \tag{3.12a}\\
& \tilde{f}(\theta)=\frac{i}{\sqrt{2 \pi \kappa}}\left(\frac{1}{1-e^{i(\theta+\omega)}}-\frac{1}{1-e^{i(\theta-\omega)}}\right)=\frac{1}{\sqrt{2 \pi \kappa}} \frac{\sin \omega}{\cos \omega-\cos \theta} . \tag{3.12b}
\end{align*}
$$

The singularity in $\tilde{f}$ at $\theta= \pm \omega$ [plus periodic repetitions] is a principal value, while the delta functions emerge when the regulator $\varepsilon$ is set to zero.

To evaluate the sum over angular momentum eigenstates in the scattering solution (3.2), the Bessel function is represented by the Schläfli contour integral. The summation is then elementary and one finds, after some adjustment of contours [2], the following expression for the scattering solution [1],

$$
\begin{equation*}
\psi^{f}(\rho, \varphi)=\int \frac{d z}{2 \pi} e^{i \mathbf{k}(z) \cdot \rho} \frac{1}{1-e^{i z / \alpha}} . \tag{3.13}
\end{equation*}
$$

The superscript $f$ denotes the wave function transformed by (2.4a) to flat coordinates $\boldsymbol{\rho}=(-\rho \cos \varphi,-\rho \sin \varphi), k=\alpha \kappa$ so that $k \rho=\kappa r$. The vector $\mathbf{k}(z)$ is rotated by complex angle $z, \mathbf{k}(z)=(k \cos z, k \sin z)$ and the contour over which $z$ ranges is depicted in Fig. 1a and equivalently in Fig. 1b.

It is clear that $\psi^{f}$ satisfies the free, flat equation $-\nabla_{\rho}^{2} \psi^{f}=k^{2} \psi^{f}$, while some further manipulation with the contour shows that $\psi^{f}(\rho, \varphi+2 \pi \alpha)=\psi^{f}(\rho, \varphi)$.

The equivalent contours in Fig. 1b give the decomposition of $\psi^{f}$ into $\widetilde{\psi}_{\text {in }}^{f}$ and $\tilde{\psi}_{\mathrm{sc}}^{f}$. The former is the contribution from the [negative] Cauchy contour around the poles of $\left(1-e^{i z / \alpha}\right)^{-1}$ at $z=z_{n}=2 \pi n \alpha$ and leaves a superposition of plane waves, with variously rotated incoming momenta,

$$
\begin{equation*}
\tilde{\psi}_{\text {in }}^{f}(\rho, \varphi)=\alpha \sum_{n}^{\prime} e^{i k\left(z_{n}\right) \cdot \rho}=\alpha \sum_{n}^{\prime} e^{-i k \rho \cos (\varphi-2 \pi n \alpha)} \tag{3.14}
\end{equation*}
$$

The prime on the sum indicates that $z_{n}$ must lie in the internal $[-\pi+\varphi, \pi+\varphi]$. The integration over the vertical contours gives $\tilde{\psi}_{\mathrm{sc}}^{f}$. The integral has not been evaluated in closed form, but its large distance asymptote is found to give a radial wave, with scattering amplitude $\tilde{f}$ of (3.12b), which in flat coordinates reads [1]

$$
\begin{equation*}
\tilde{f}^{f}(\varphi)=\frac{1}{2 \sqrt{2 \pi k}}\left[\left(\operatorname{ctn} \frac{\varphi-\pi}{2 \alpha}-i\right)-\left(\operatorname{ctn} \frac{\varphi+\pi}{2 \alpha}-i\right)\right] . \tag{3.15}
\end{equation*}
$$

The above formulations will be used in Sect. IV, where we solve the KleinGordon equation on a spinning cone. An obvious generalization to a spinor wave function is utilized in Sect. V for the Dirac equation.


Fig. 1. a-Integration contour for the representation of $\psi^{f}(\rho, \varphi)$. b-Integration contour for the representation of $\psi^{f}(\rho, \varphi)$ equivalent to that in Fig. 1a but giving rise to the alternative decomposition $\psi^{f}=\tilde{\psi}_{\mathrm{in}}^{f}+\tilde{\psi}_{\mathrm{sc}}^{f}$. The incoming wave $\tilde{\psi}_{\mathrm{in}}^{f}$, is given by the [negative] Cauchy contour around the poles at $z=2 \pi n \alpha$, indicated by heavy dots. The integrals along the left and right vertical contours determine the scattered wave $\tilde{\psi}_{\text {sc }}^{f}$, whose large distance asymptote defines the scattering amplitude $\tilde{f}^{f}$


Fig. 2. a-Qualitative pictorialization for scattering of waves on an obstacle at the origin. The sharp lines are classical trajectories with scattering angle $\pm \omega$, the sign depending on which side the trajectory passes the source. The envelope to the right of the source, formed by heavy diagonal lines, is the sharp geometrical shadow. Broken lines represent diffraction on two sharp edges, even though no edge is actually present-the source [conical defect] provides the "edges." b-Fraunhofer diffraction around an edge-heavy vertical line. The horizontal lines are the light rays of geometrical optics. Half of them are cut off by the edge, thus forming the geometrical shadow-medium heavy horizontal line. The diffraction is indicated by broken lines

Next we present a qualitative discussion of wave diffraction around a sharp edge, which gives an intuitive, physical understanding of the above formulas. For the remainder of this section we restrict ourselves to the case $S=0$, i.e. $T=t$, but we shall later comment on the general situation. In optics, whose terminology we shall often use, the classical geodesic equation corresponds to the approximation of geometrical optics. These classical trajectories, obtained from (2.10), are shown as lines in Fig. 2a. They are a function only of the impact parameter, but not of the energy, viz. they only depend on the initial $y$-coordinate, which is $l / v$. The scattering angle $\pm \omega$ does not vary with the impact parameter, except in its sign that depends on which side the test particle trajectory passes the source.

From this picture it is now easy to understand the quantum scattering [Fig. 2a]. Instead of a sharp geometrical shadow [indicated by heavy diagonal lines], each half of the incoming wave-packet [approximated by plane waves] gives rise to a diffraction pattern [indicated by broken lines] after passing the source at the right or at the left. For the scattering amplitude we thus expect two parts:

1. The contribution that is already present classically, i.e. two wave packets with
half the flux in the directions $\pm \omega$. In the scattering amplitude (3.12a) these correspond to the first two delta functions. The third delta function arises from the forward wave, which is present in conventional scattering theory [hidden in $\exp (i k r \cos \theta)]$ but absent in our problem and thus has to be subtracted.
2. $\tilde{f}$ represents true quantum mechanical scattering. Each summand in Eq. (3.12b) comes from the diffraction pattern of the upper or lower part of the wave. This is analogous to Fraunhofer diffraction on a sharp edge [heavy vertical line in Fig. 2b]. Thus one can use the standard approximation methods based on Huygen's principle to obtain the leading singularities of $\tilde{f}$. Superposing the well-known $1 / \sin \theta$ result in the directions $\pm \omega$ yields an approximation that reproduces correctly the leading singularity of $\tilde{f}$ close to the $\pm \omega$ directions,

$$
\tilde{f}_{\text {app. }}(\theta) \propto \frac{1}{\sin (\theta+\omega)}-\frac{1}{\sin (\theta-\omega)}
$$

In fact Kirchhoff's formulae and thus Huygen's principle, on which the argument is based, yield only the correct leading amplitude close to the geometrical shadow region [6]. This is insensitive to the [unspecified] orientation of the edge that serves to cut off half the wave. Removing this arbitrariness gives rise to subleading corrections, which assemble into the complete scattering amplitude $\tilde{f}$.

The above picture also allows us to understand the absence of diffraction for $\alpha^{-1}=$ integer [2]. In this case the classical scattering angle $\omega$ is an integral multiple of $\pi$ and the two shadow lines in Fig. 2a precisely overlap, combining into a dispersion free scattered wave. Thus the quantum mechanical scattering amplitude $\tilde{f}$ vanishes, leaving the classical result. For $\alpha^{-1}=$ even integer [classical backscattering] our time-independent formulation of scattering results in a standing wave [2].

Having thus interpreted the main features of the scattering amplitude (3.12), let us formulate what one would expect for a test particle with spin: A rotation of the wave function of a particle with spin $s$ by $\pm \omega$ introduces the additional phase $\exp (\bar{\mp}$ is $\omega)$. We thus expect this factor to multiply the delta function and diffraction contributions of the two respective "half-waves" propagating in the directions $\pm \omega$. In the case of a spin $\frac{1}{2}$-particle this will be demonstrated to be the only modification. An "exchange" argument will also allow us to understand the results for a spinning source.

In conclusion, let us remark that there is an approximation involved in the above qualitative analysis. In the embedded coordinate system that we employ, plane waves do not [locally] solve the wave equation, even far away from the scatterer; $\exp (i \kappa r \cos \theta / \alpha)$ should be used to represent monochromatic waves. Asymptotically and close to the direction of propagation [which is the region relevant for scattering] the two however are identical. Note that our exact quantitative analysis results in an incoming wave that superposes precisely such monochromatic waves; see (3.14). Alternatively one can present an analogous discussion in locally flat coordinates (2.4) where $\exp (i \kappa r \cos \theta / \alpha)$ becomes the plane wave $\exp (i k \rho \cos \varphi)$, but pictures lose their simplicity due to identifications of angles depending on which side the source is passed. The shape of the scattering amplitude
$\tilde{f}$ is insensitive to these coordinate changes, because radial waves are not distorted by a conical metric, and one just multiplies all angles by $\alpha$.

## IV. Klein-Gordon Equation on a Spinning Cone

We solve the equation

$$
\begin{equation*}
\left(\square+m^{2}\right) \psi=0 \tag{4.1}
\end{equation*}
$$

where $\square$ is the covariant d'Alembertian in imbedded coordinates,

$$
\begin{equation*}
\square=\frac{1}{\sqrt{g}} \partial_{\mu} g^{\mu v} \sqrt{g} \partial_{v}=\partial_{t}^{2}-\frac{\alpha^{2}}{r} \partial_{r} r \partial_{r}-\frac{1}{r^{2}}\left(S \partial_{t}-\partial_{\theta}\right)^{2} \tag{4.2}
\end{equation*}
$$

The Ansatz

$$
\begin{equation*}
\psi(t ; \mathbf{r})=e^{-i E t} \psi(\mathbf{r}) \tag{4.3}
\end{equation*}
$$

reduces (4.1) to

$$
\begin{equation*}
\left[-\frac{\alpha^{2}}{r} \partial_{r} r \partial_{r}+\frac{\left(E S-i \partial_{\theta}\right)^{2}}{r^{2}}\right] \psi(\mathbf{r})=\left(E^{2}-m^{2}\right) \psi(\mathbf{r}) . \tag{4.4}
\end{equation*}
$$

Observe that a solution to (4.4) is

$$
\begin{gathered}
\psi(\mathbf{r})=e^{-i E S \theta} \psi_{S=0}(\mathbf{r}) \\
\psi(t ; \mathbf{r})=e^{-i E(t+S \theta)} \psi_{S=0}(\mathbf{r})=e^{-i E T} \psi_{S=0}(\mathbf{r})
\end{gathered}
$$

where $\psi_{S=0}$ is a solution in the absence of spin, e.g. any of the solutions considered in the previous section: the partial wave with definite angular momentum $u_{n}(r) e^{i n \theta}$ of (3.10) or the scattering wave function in (3.2). However, such solutions are not acceptable because they do not satisfy proper boundary conditions: Since $\psi_{S=0}$ is periodic in $2 \pi$, the above is not periodic but obeys $\psi(t ; r, \theta+2 \pi)=\psi(t+2 \pi S ; r, \theta)$ [ES is not necessarily an integer [7]]; equivalently in locally flat coordinates, $\psi^{f}(T ; \rho, \varphi+2 \pi \alpha)=\psi^{f}(T ; \rho, \varphi)$. Moreover, since $\psi_{S=0}(0, \theta)=1$, the above is illdefined at the origin.

On the contrary, according to our discussion following Eq. (2.6), we impose the boundary conditions

$$
\begin{align*}
\psi(t ; r, \theta+2 \pi) & =\psi(t ; r, \theta)  \tag{4.5a}\\
\psi^{f}(T+2 \pi S ; \rho, \varphi+2 \pi \alpha) & =\psi^{f}(T ; \rho, \varphi) \tag{4.5b}
\end{align*}
$$

Thus the correct solution is periodic in $\theta$ and the time coordinate $T$, not $t$, jumps. This produces a non-trivial dependence on $S$, in contrast to the solution with improper boundary conditions whose spin dependence is merely a phase, which is unobservable in a closed system.

To construct a periodic solution of (4.4) we proceed, as in Sect. III, by making an Ansatz with angular momentum eigenvalue $n$,

$$
\begin{equation*}
\psi(\mathbf{r})=u_{n}(r) e^{i n \theta}, \quad n \in \mathbf{Z} \tag{4.6}
\end{equation*}
$$

The radial function satisfies

$$
\begin{equation*}
\left(-\frac{1}{r} \partial_{r} r \partial_{r}+\frac{(E S+n)^{2}}{\alpha^{2} r^{2}}\right) u_{n}(r)=\kappa^{2} u_{n}(r), \quad \alpha^{2} \kappa^{2}=E^{2}-m^{2} \tag{4.7}
\end{equation*}
$$

with the regular solution given by a Bessel function,

$$
\begin{align*}
u_{n}(r) & =J_{|n+E S| / \alpha}(\kappa r), & & n \geqq-[E S],  \tag{4.8}\\
& =(-1)^{n} J_{|n+E S| / \alpha}(\kappa r), & & n<-[E S],
\end{align*}
$$

whose phase shift is

$$
\begin{align*}
\delta_{n} & =\frac{\pi}{2}\left(n\left(1-\alpha^{-1}\right)-\frac{E S}{\alpha}\right)=-\frac{1}{2}\left(n \omega+\frac{\pi}{\alpha} E S\right) & n \geqq-[E S] \\
& =-\frac{\pi}{2}\left(n\left(1-\alpha^{-1}\right)-\frac{E S}{\alpha}\right)=\frac{1}{2}\left(n \omega+\frac{\pi}{\alpha} E S\right) & n<-[E S] . \tag{4.9}
\end{align*}
$$

Here $[x]$ is the largest integer less than or equal to $x$. The scattering amplitude is found from (3.6), which after regularization yields

$$
\begin{align*}
f(\theta)= & -\frac{i \pi}{\sqrt{2 \pi \kappa}} \sum_{n}\left(e^{i \pi E S / \alpha} \delta(\theta+\omega-2 \pi n)\right. \\
& \left.+e^{-i \pi E S / \alpha} \delta(\theta-\omega-2 \pi n)-2 \delta(\theta-2 \pi n)\right)+\tilde{f}(\theta) .  \tag{4.10a}\\
\tilde{f}(\theta)= & \frac{i}{\sqrt{2 \pi \kappa}}\left(e^{i \pi E S / \alpha} \frac{e^{-i[E S](\theta+\omega)}}{1-e^{i(\theta+\omega)}}-e^{-i \pi E S / \alpha} \frac{e^{-i[E S](\theta-\omega)}}{1-e^{i(\theta-\omega)}}\right) . \tag{4.10b}
\end{align*}
$$

The result (4.10) is similar to the $S=0$ expression (3.12), except that each of the two terms in $\tilde{f}$ is multiplied by different $S$-dependent phase factors, which are discontinuous in energy [for fixed $S$ ]. However, the full $\tilde{f}$ is continuous, as is the delta function contribution to $f$.
Two comments are in place here:
First, we observe that for a massless spinning target particle ( $\alpha=1, S \neq 0$ ) Eq. (4.7) coincides with the Schrödinger equation governing the motion of a charged (e) particle moving in the field of an infinitely thin solenoid, which carries a magnetic flux $\Phi$, when the replacement

$$
\begin{equation*}
E S \leftrightarrow \frac{e \Phi}{2 \pi} \tag{4.11}
\end{equation*}
$$

is made. When $\alpha \neq 1$, (4.7) together with the replacement (4.11) describes the combined gravitational and Aharonov-Bohn interaction. For further elaborations on this analogy to the Aharonov-Bohm effect and on the corresponding "gaugeinvariance" in the gravitational case see ref. [7].

Second, one correctly obtains the time delay (2.13b) [with $c=1, G=1$ ] in the presence of a spinning target from formula (4.9) by using Wigner's result [8]

$$
\begin{equation*}
\Delta t=2 \frac{\partial \delta_{n}(E)}{\partial E} \tag{4.12}
\end{equation*}
$$

The sign of the time delay is determined by [and is opposite to] the sign of the angular momentum in intrinsic coordinates, which describes the side on which the classical trajectory passes the source.

Next we construct the scattering wave function from (3.2). The Bessel function is represented by the Schläffi contour integral, the sum is evaluated, and the contours are shifted in the same manner as in the spinless case [2], to produce the final result, which we present in locally flat coordinates,

$$
\begin{equation*}
\psi^{f}(\rho, \varphi)=e^{-i E S \varphi / \alpha} \int \frac{d z}{2 \pi} e^{i k(z) \cdot \rho} \frac{e^{i\langle E S\} z / \alpha}}{1-e^{i z / \alpha}} \tag{4.13}
\end{equation*}
$$

The contour is the same as for (3.13) [Fig. 1], as is the notation $\mathbf{k}(z)$ and $\boldsymbol{\rho} ;\{x\}$ is the fractional part of $x:\{x\} \equiv x-[x]$. Finally, the complete time-dependent solution

$$
\begin{equation*}
\psi^{f}(T ; \rho, \varphi)=e^{-i E t} \psi^{f}(\rho, \varphi)=e^{-i E T} \int \frac{d z}{2 \pi} e i \mathbf{k}(z) \cdot \rho \frac{e^{i i \in S\} z / \alpha}}{1-e^{i z / \alpha}} \tag{4.14}
\end{equation*}
$$

clearly satisfies the flat Klein-Gordon equation and depends on the characteristics of the source-mass and spin-through the weight function in the integrand. This is as it must be, so that the boundary conditions (4.5) are satisfied. That they indeed hold, can be easily verified from (4.13) and (4.14). [For the verification, it is convenient to change the contour of Fig. 1a, by shifting its $\varphi$ dependence into the integrand.]

The integral $\int(d z / 2 \pi)\left(e^{i\{E S\} z / \alpha} /\left(1-e^{i z / \alpha}\right)\right)$ over our contour is zero when $E S$ is not an integer. Then the wave function (4.13) or (4.14) vanishes at the origin-a centrifugal-like barrier is responsible for this. An exception occurs when $E S$ happens to be an integer, because then $\int(d z / 2 \pi)\left(1 /\left(1-e^{i z / \alpha}\right)\right)=1$ and $\psi^{f}(0, \varphi)=e^{-i E S \varphi / \alpha}$. [This follows also, but less reliably, from the series representation (3.2): each partial wave (4.8) vanishes at the origin, except for integral $E S$, where the $n^{\text {th }}$ partial wave, with $n=-E S$, leads to $J_{0}(0)=1$.] Consequently the $\varphi$-dependent phase in (4.13) causes no problem at the origin in contrast to $\psi_{S=0}$. The $S$-dependent phase factors in the integrand of (4.13) and (4.14) are discontinuous in $E S:\{E S\}$ vanishes when $E S$ approaches an integer from above, but equals unity when the same integer is approached from below. Nevertheless, the wave function is continuous, because the potential discontinuity, proportional to $\int(d z / 2 \pi) e^{i k(z) \cdot \rho}\left(1-e^{i z / \alpha}\right) /\left(1-e^{i z / \alpha}\right)=$ $\int(d z / 2 \pi) e^{i \mathbf{k}(z) \cdot \rho}$, integrates to zero on our contour.

The alternative contour of Fig. 1b gives the alternative decomposition (3.7). The poles of the integrand are at their spinless locations $z=z_{n}=2 \pi n \alpha$; the [negative] Cauchy contour around the poles determines $\tilde{\psi}_{\mathrm{in}}$,

$$
\begin{align*}
\tilde{\psi}_{\text {in }}^{f}(\rho, \varphi) & =\alpha e^{-i E S \varphi / \alpha} \sum_{n}^{\prime} e^{i k\left(z_{n}\right\rangle \cdot p} e^{i(E S\} 2 \pi n} \\
& =\alpha \sum_{n}^{\prime} e^{-i k \rho \cos (\varphi-2 \pi n \alpha)} e^{-i(E S / \alpha)(\varphi-2 \pi n \alpha)} \tag{4.15}
\end{align*}
$$

As in the spinless case, the sum is restricted so that the poles lie in the interval $[-\pi+\varphi, \pi+\varphi]$, and the incoming wave is a superposition of plane waves, with variously rotated incoming wave vectors and spin dependent relative phase factors.

Note that $\tilde{\psi}_{\text {in }}^{f}$ is continuous in energy, but discontinuous in $\varphi$, as in the spinless case. The latter discontinuity is a consequence of the separation in (3.7): $\widetilde{\psi}_{\mathrm{sc}}^{f}$ is similarly discontinuous, while $\psi^{f}$ of (4.13) varies continuously with $\varphi$. The contribution from the vertical contours defines $\tilde{\psi}_{\mathrm{sc}}^{f}$, whose asymptote is determined as in the spinless case $[1,2]$. We find (3.8), with scattering amplitude $\tilde{f}$ of (4.10), which in locally flat coordinates reads

$$
\begin{equation*}
\tilde{f}^{f}(\varphi)=\frac{e^{-i[E S \mid \varphi / \alpha}}{2 \sqrt{2 \pi k}}\left[e^{-i \pi\{E S\} / \alpha}\left(\operatorname{ctn} \frac{\varphi-\pi}{2 \alpha}-i\right)-e^{i \pi\{E S\} / \alpha}\left(\operatorname{ctn} \frac{\varphi+\pi}{2 \alpha}-i\right)\right] \tag{4.16}
\end{equation*}
$$

Even though the various phase factors are discontinuous in energy, $\tilde{f}$ is continuous, and the description of scattering by the Klein-Gordon equation on a spinning cone shows no untoward features, other than the divergence of the total cross section - the angular integral of $|\tilde{f}|^{2}$-owing to the singularities in $\tilde{f}$. This was already observed in the spinless case, and is attributed to the long range nature of the "interaction." As a consequence, the optical theorem is inapplicable [2].

Nevertheless, it must be appreciated that a complete quantum mechanical framework does not naturally accompany solutions of a relativistic spinless wave equation that is second order in time. Moreover, an attempt to construct such a framework for our problem runs afoul of the closed time-like paths mentioned at the end of Sect. II. Let us observe that the Klein-Gordon equation (4.1), (4.2) may also be presented as

$$
\begin{align*}
& -\left(\left(1-S^{2} / r^{2}\right)^{1 / 2} \partial_{t}+\left(1-S^{2} / r^{2}\right)^{-1 / 2} \frac{S}{r^{2}} \partial_{\theta}\right)^{2} \psi(t ; \mathbf{r}) \\
& \quad=\left(-\frac{\alpha^{2}}{r} \partial_{r} r \partial_{r}-\left(r^{2}-S^{2}\right)^{-1} \partial_{\theta}^{2}+m^{2}\right) \psi(t ; \mathbf{r}) \tag{4.17}
\end{align*}
$$

A quantum mechanical equation should be first order in time, so one is led to consider the "square-root" of (4.17),

$$
\begin{align*}
& \left(\left(1-S^{2} / r^{2}\right)^{1 / 2} i \partial_{t}+\left(1-S^{2} / r^{2}\right)^{-1 / 2} \frac{i S}{r^{2}} \partial_{\theta}\right) \psi(t ; \mathbf{r}) \\
& \quad=\sqrt{-\frac{\alpha^{2}}{r} \partial_{r} r \partial_{r}-\left(r^{2}-S^{2}\right)^{-1} \partial_{\theta}^{2}+m^{2}} \psi(t ; \mathbf{r}) \tag{4.18a}
\end{align*}
$$

which may also be written as

$$
\begin{align*}
i \partial_{t} \psi & =H \psi \\
H & =\left(1-S^{2} / r^{2}\right)^{-1 / 2}\left(-\partial_{i} g^{(2) i j} \partial_{j}+m^{2}\right)^{1 / 2}-\left(r^{2}-S^{2}\right)^{-1} i S \partial_{\theta} \tag{4.18b}
\end{align*}
$$

In (4.18b) the metric with superscript " 2 " refer to the 2 -space metric tensor $-g_{i j}$ of (2.1) and (2.3b),

$$
\begin{align*}
g_{i j}^{(2)} & =\left(1-S^{2} / r^{2}\right)\left(\partial^{i j}-\hat{r}^{i} \hat{r}^{j}\right)+\alpha^{-2} \hat{r}^{i} \hat{r}^{j}  \tag{4.19a}\\
g^{(2) i j} & =\left(1-S^{2} / r^{2}\right)^{-1}\left(\delta^{i j}-\hat{r}^{i} \hat{r}^{j}\right)+\alpha^{2} \hat{r}^{i} \hat{r}^{j},  \tag{4.19b}\\
g^{(2)} & \equiv \operatorname{det} g_{i j}^{(2)}=\alpha^{-2}\left(1-S^{2} / r^{2}\right) . \tag{4.19c}
\end{align*}
$$

Equation (4.18) is not mathematically equivalent to (4.17), because the differential operator on the left-hand side of (4.18a) does not commute with the operator on the right-hand side. Nevertheless, (4.18) may be independently motivated by constructing the Hamiltonian corresponding to the Lagrangian (2.14). One finds

$$
\begin{equation*}
H=\left(1-S^{2} / r^{2}\right)^{-1 / 2}\left(p_{i} g^{(2) i j} p_{j}+m^{2}\right)^{1 / 2}+\left(r^{2}-S^{2}\right)^{-1} S \varepsilon^{i j} r^{i} p_{j} \tag{4.20}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{i} \equiv \frac{\partial L}{\partial \frac{d r^{i}}{d t}} \tag{4.21}
\end{equation*}
$$

Clearly the Hamiltonian operator in (4.18b) corresponds to a particular ordering of (4.20).

The natural measure for computing the inner product between solutions to (4.18) is $d^{2} \mathbf{r} \sqrt{g^{(2)}}=d^{2} \mathbf{r} \alpha^{-1}\left(1-S^{2} / r^{2}\right)^{1 / 2}$. With this inner product, $H$ of $(4.18 \mathrm{~b})$ would be self-adjoint, except that in the region $r<S$ the square root of $1-S^{2} / r^{2}$ is imaginary, spoiling hermiticity of $H$ and reality of the norm. The closed time-like contours of the metric (2.1) also inhabit this domain of $r$.

We shall see that for the first order Dirac equation on a spinning cone, whose quantum mechanical interpretation is much more immediate than for the second order Klein-Gordon equation, similar problems in the region $r<S$ interfere with a consistent quantum mechanical framework.

## V. Dirac Equation on a Spinning Cone

1. Preliminaries. To begin, we review the $2+1$-dimensional free Dirac theory and describe the appropriate modification to the conical scattering formalism outlined in Sect. III [9].

We take $2 \times 2 \gamma$-matrices appropriate for 3-dimensional spacetime: $\gamma^{0} \equiv \beta=\sigma^{3}$, $\gamma^{1}=i \sigma^{2}$ and $\gamma^{2}=-i \sigma^{1}$, obeying the relation

$$
\begin{equation*}
\gamma^{a} \gamma^{b}=\eta^{a b}-i \varepsilon^{a b c} \gamma_{c}, \tag{5.1}
\end{equation*}
$$

where $\eta^{a b}$ is the Minkowski metric tensor and $\varepsilon^{a b c}$ is the 3-dimensional Levi-Civita symbol $\left(\varepsilon^{012}=1\right)$. In our index conventions, Roman letters from the beginning of the alphabet denote Minkowski vectors, from the middle they represent spatial [coordinate] two-vectors and Greek letters denote space-time vectors.

Solutions to the free massive Dirac equation in Minkowski space,

$$
\begin{equation*}
\left(i \gamma^{a} \partial_{a}-m\right) \psi^{o}=0 \tag{5.2}
\end{equation*}
$$

can be expanded in plane waves. For positive energy these are

$$
\psi_{\mathbf{k}}^{o}(\mathbf{r}) e^{-i E t}=\left(\begin{array}{ll}
\sqrt{E+m} &  \tag{5.3}\\
\sqrt{E-m} & e^{i \theta_{0}}
\end{array}\right) e^{-i(E t-\mathbf{k r})}
$$

where the normalization is fixed by $\psi^{o \dagger} \psi^{o}=2 E$. Here $k_{x}+i k_{y}=$
$k e^{i \theta_{0}}=\sqrt{E^{2}-m^{2}} e^{i \theta_{0}}$ and the associated current is

$$
\begin{equation*}
j^{a}=\bar{\psi} \gamma^{a} \psi=2(E, \mathbf{k}) \tag{5.4}
\end{equation*}
$$

[The Dirac adjoint of spinors is defined by $\bar{\psi} \equiv \psi^{\dagger} \gamma^{a=0}$.] Alternatively one can diagonalize the angular momentum operator,

$$
\begin{equation*}
\mathscr{J}=-i \partial_{\theta}+\frac{1}{2} \sigma^{3} \tag{5.5}
\end{equation*}
$$

yielding partial waves with angular momentum $n+\frac{1}{2}$,

$$
\begin{align*}
u_{n}^{o}(\mathbf{r}) e^{-i E t} & =\exp \left\{i\left(n+\frac{1}{2}-\frac{1}{2} \sigma^{3}\right) \theta\right\} u_{n}^{o}(r) e^{-i E t}  \tag{5.6a}\\
u_{n}^{o}(r) & =\left(\begin{array}{ll}
\sqrt{E+m} & J_{n}(k r) \\
i \sqrt{E-m} J_{n+1}(k r)
\end{array}\right), \quad n \in \mathbf{Z} \tag{5.6b}
\end{align*}
$$

The expansion of the plane wave (5.3) in this basis is

$$
\begin{equation*}
\psi_{\mathbf{k}}^{o}(\mathbf{r})=\sum_{n} i^{n} e^{-i n \theta_{0}} u_{n}^{o}(\mathbf{r}) \tag{5.7}
\end{equation*}
$$

We emphasize that the positive energy, two-component solution of the massive Dirac equation has only one degree of freedom, whose spin is $1 / 2$ [as seen in the rest frame] and the theory is parity violating [10]. Therefore, in the presence of interactions we shall find only a single set of phase shifts $\delta_{n}$ and one scattering amplitude $f$. To determine it, eigenfunctions of $\mathscr{J}$ are constructed, as in the scalar case,

$$
u_{n}(\mathbf{r})=\exp \left\{i\left(n+\frac{1}{2}-\frac{1}{2} \sigma^{3}\right) \theta\right\}\left(\begin{array}{ll}
\sqrt{E+m} & u_{n}^{(1)}(\kappa r)  \tag{5.8}\\
i \sqrt{E-m} & u_{n}^{(2)}(\kappa r)
\end{array}\right)
$$

whose asymptote

$$
\begin{align*}
& u_{n}^{(1)}(\kappa r) \underset{r \rightarrow \infty}{\longrightarrow} \sqrt{\frac{2}{\pi \kappa r}} \cos \left(\kappa r-\frac{n \pi}{2}-\frac{\pi}{4}+\delta_{n}^{(1)}\right), \\
& u_{n}^{(2)}(\kappa r) \underset{r \rightarrow \infty}{\longrightarrow} \sqrt{\frac{2}{\pi \kappa r}} \cos \left(\kappa r-\frac{n \pi}{2}+\frac{\pi}{4}+\delta_{n}^{(2)}\right) \tag{5.9}
\end{align*}
$$

[with $\kappa$ a function of energy $E$ ] determines the phase shifts $\delta_{n}^{(i)}$, which will be shown to obey the relation $\delta_{n}^{(1)}=\delta_{n}^{(2)} \equiv \delta_{n}$. The scattering solution [with $\theta_{0}=0$ ]

$$
\begin{equation*}
\psi(\mathbf{r})=\sum_{n} e^{i\left(\delta_{n}+n \pi / 2\right)} u_{n}(\mathbf{r}) \tag{5.10}
\end{equation*}
$$

defines the scattering amplitude via the decomposition

$$
\begin{equation*}
\psi=\psi_{\mathrm{in}}+\psi_{\mathrm{sc}} \tag{5.11}
\end{equation*}
$$

and

$$
\psi_{\mathrm{sc}}(\mathbf{r}) \underset{r \rightarrow \infty}{\longrightarrow} \sqrt{\frac{i}{r}} f(\theta)\left(\begin{array}{ll}
\sqrt{E+m}  \tag{5.12}\\
\sqrt{E-m} & e^{i \theta}
\end{array}\right) e^{i \kappa r}
$$

where the above spinor gives rise to a purely radial current. Taking the incoming
wave to be a plane wave in the $x$-direction [(5.3) with $k \rightarrow \kappa(E)$ and $\theta_{0}=0$ ] gives the previous scalar formula (3.6) for $f$ in terms of the phase shifts $\delta_{n}$.
2. Solutions of the Dirac Equation on the Cone. It would seem that a way to obtain solutions of the Dirac equation on the spinning cone is to solve first the flat equation in the coordinates $(T, \rho, \varphi)$ and then to impose the proper boundary conditions (4.5). It turns out however, that for $S \neq 0$ the behavior at the origin is non-trivial. Requiring the wave function to be regular does not lead to a self-adjoint Hamiltonian. In order to study this question further we have to construct the Hamiltonian and therefore the Dirac equation in the coordinates $(t, r, \theta)$.

We take the dreibein in $(t, r, \theta)$ coordinates to be [11]

$$
E_{a}{ }^{\mu}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{5.13a}\\
\frac{S}{r} \sin \theta & \alpha \cos \theta & -\frac{1}{r} \sin \theta \\
-\frac{S}{r} \cos \theta & \alpha \sin \theta & \frac{1}{r} \cos \theta
\end{array}\right)
$$

with the inverse

$$
e_{v}^{b}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{5.13b}\\
0 & \frac{1}{\alpha} \cos \theta & \frac{1}{\alpha} \sin \theta \\
S & -r \sin \theta & r \cos \theta
\end{array}\right)
$$

The usual relations are obeyed,

$$
\begin{align*}
& E_{a}{ }^{\mu} g_{\mu \nu} E_{b}{ }^{v}=\eta_{a b},  \tag{5.14a}\\
& E_{a}{ }^{\mu} \eta^{a b} E_{b}{ }^{v}=g^{\mu v} . \tag{5.14b}
\end{align*}
$$

The spin connection $\omega_{\mu ; a b}=-\omega_{\mu ; b a}$, which forms the covariant derivative for a spinor, $D_{\mu} \equiv \partial_{\mu}+\frac{1}{2} \omega_{\mu ; a b} \sigma^{a b}, \sigma^{a b} \equiv \frac{1}{4}\left[\gamma^{a}, \gamma^{b}\right]$, may be written in three dimensions as $\omega_{\mu ; a b}=\varepsilon_{a b c} \omega_{\mu}{ }^{c}$. Also from (5.1), $\sigma^{a b}=-\frac{i}{2} \varepsilon^{a b c} \gamma_{c}$. Hence $D_{\mu}=\partial_{\mu}-\frac{i}{2} \omega_{\mu}{ }^{a} \gamma_{a}$. The form of $\omega_{\mu}{ }^{a}$ is determined by

$$
\begin{equation*}
\varepsilon^{\lambda \mu \nu} \partial_{\mu} e_{v}{ }^{a}=\varepsilon^{\lambda \mu v} \varepsilon_{b c}{ }_{b c} \omega_{\mu}{ }^{b} e_{v}{ }^{c} \tag{5.15}
\end{equation*}
$$

With (5.13) the only non-vanishing component is

$$
\begin{equation*}
\omega_{\theta}{ }^{0}=\alpha-1 \tag{5.16}
\end{equation*}
$$

The Dirac equation

$$
\begin{equation*}
\left(i \gamma^{a} E_{a}{ }^{\mu} D_{\mu}-m\right) \psi=0 \tag{5.17a}
\end{equation*}
$$

on the spinning cone reads

$$
\begin{equation*}
\left\{i\left[\gamma^{0} \partial_{t}+\gamma^{r}\left(\alpha \partial_{r}-\frac{1-\alpha}{2 r}\right)+\gamma^{\theta}\left(-\frac{S}{r} \partial_{t}+\frac{1}{r} \partial_{\theta}\right)\right]-m\right\} \psi=0, \tag{5.17b}
\end{equation*}
$$

where $\gamma^{r}=\cos \theta \gamma^{1}+\sin \theta \gamma^{2}, \gamma^{\theta}=-\sin \theta \gamma^{1}+\cos \theta \gamma^{2}$.
The rotational invariance of (5.17b) enables us to choose positive energy solutions that are simultaneously angular momentum eigenfunctions, with eigenvalue $n+\frac{1}{2}$,

$$
u_{n}(\mathbf{r}) e^{-i E t}=\exp \left\{i\left(n+\frac{1}{2}-\frac{1}{2} \sigma^{3}\right) \theta\right\}\left(\begin{array}{ll}
\sqrt{E+m} & u_{n}^{(1)}(r)  \tag{5.18}\\
i \sqrt{E-m} & u_{n}^{(2)}(r)
\end{array}\right) e^{-i E t}, \quad n \in \mathbf{Z}
$$

and (5.17b) reduces to the following system of coupled equations.

$$
\left(\begin{array}{cc}
(E-m) & i\left[\alpha\left(\partial_{r}+\frac{1}{2 r}\right)+\frac{E S+n+\frac{1}{2}}{r}\right] \\
-(E+m) \tag{5.19}
\end{array}\right) \times
$$

The solutions for $E^{2}>m^{2}$ are

$$
\begin{align*}
& u_{n}^{(1)}(r)=\left(\varepsilon_{n}\right)^{n} J_{\varepsilon_{n}(v / \alpha)}(\kappa r), \\
& u_{n}^{(2)}(r)=\left(\varepsilon_{n}\right)^{n+1} J_{\varepsilon_{n}(v / \alpha+1)}(\kappa r) . \tag{5.20}
\end{align*}
$$

Here $v \equiv n+E S+(1-\alpha) / 2, \kappa=1 / \alpha \sqrt{E^{2}-m^{2}}, \varepsilon_{n}= \pm 1$ and the same sign has to be chosen for the upper and lower component. The asymptotic form of the Bessel functions determines the phase shifts; as claimed they are identical for the upper and lower components and are given by

$$
\begin{equation*}
\delta_{n}=-\varepsilon_{n} \frac{\pi}{2}\left(\frac{v}{\alpha}-n\right) \tag{5.21}
\end{equation*}
$$

The choice of the $\operatorname{sign} \varepsilon_{n}$ for arbitrary $S$ will require some discussion. We shall therefore first describe the results for $S=0$, which are quite interesting in themselves, and on that basis proceed to discuss arbitrary $S$.

Let us remark that just as in the scalar case the replacement (4.11) converts (5.19) into the Dirac equation in an Aharonov-Bohm field, without gravity for $\alpha=1$, with gravity for $\alpha<1$.
2.a Results for a Spinless source. For a spinless source $(S=0)$ the orders of the Bessel functions appearing in Eq. (5.20) are $\left(\varepsilon_{n} / \alpha\right)(n+(1 \mp \alpha) / 2)$. Since $0<\alpha \leqq 1$, we must choose $\varepsilon_{n}=\operatorname{sign}(n+(1-\alpha) / 2)=\operatorname{sign} n,(\operatorname{sign} 0 \equiv 1)$ to have both components regular at the origin.

We now rewrite our formulae for the phase shifts in a way that allows deriving results for the present case from the calculations of Sect. IV. At the same time, this suggests a conjecture for the case in which both the test particle and the source carry spin.

The phase shifts $\delta_{n}$ from (5.21) can be written as

$$
\begin{align*}
& \delta_{n}=-\varepsilon_{n} \frac{\pi}{2 \alpha}((1-\alpha) n+(1-\alpha) / 2) \\
& \varepsilon_{n}=\operatorname{sign}(n+(1-\alpha) / 2) \tag{5.22}
\end{align*}
$$

On the other hand, the phase shifts in Eq. (4.9) can be given by

$$
\begin{align*}
\delta_{n} & =-\varepsilon_{n} \frac{\pi}{2 \alpha}((1-\alpha) n+E S), \\
\varepsilon_{n} & =\operatorname{sign}(n+E S) \tag{5.23}
\end{align*}
$$

Comparing these formulae we see that the present result is related to the corresponding expression for a spinless particle on a spinning cone by the replacement

$$
\begin{equation*}
E S \rightarrow(1-\alpha) / 2=\frac{\alpha \omega}{2 \pi} \tag{5.24}
\end{equation*}
$$

Since the integral part $[(1-\alpha) / 2]$ vanishes, the scattering amplitude for the Dirac particle in the field of a spinless source is [from (4.10)]
$f(\theta)=\frac{-i \pi}{\sqrt{2 \pi \kappa}} \sum_{n}\left(e^{i \omega / 2} \delta(\theta+\omega-2 \pi n)+e^{-i \omega / 2} \delta(\theta-\omega+2 \pi n)-2 \delta(\theta-2 \pi n)\right)+\tilde{f}(\theta)$,
$\tilde{f}(\theta)=\frac{i}{\sqrt{2 \pi \kappa}}\left(e^{i \omega / 2} \frac{1}{1-e^{i(\theta+\omega)}}-e^{-i \omega / 2} \frac{1}{1-e^{i(\theta-\omega)}}\right)$.
[We postpone the contour representation for the wave function and the alternative decomposition $\psi=\widetilde{\psi}_{\mathrm{in}}+\tilde{\psi}_{\mathrm{sc}}$, until the next sub-section.]

These results can be described by the wave picture, presented at the end of Sect. III. As anticipated in that discussion, the diffraction is given by the same amplitude as for a scalar test particle [Eq. (3.12)]. except that the parts stemming from the two half waves continuing in the $\pm \omega$-directions are multiplied by a phase factor $\exp (\mp(i / 2) \omega)$ appropriate for a spin $1 / 2$ particle rotated by that angle. This produces of course some appreciable physical changes, e.g. while the scattering amplitude $\tilde{f}$ still vanishes for $\alpha^{-1}=$ odd integer, it no longer vanishes for $\alpha^{-1}=$ even integer [classical backscattering], because the two half waves differ by a sign and thus no longer combine to a dissipation-free wave.

The phase shift formulae (5.22) and (5.23) can both be represented by a universal expression,

$$
\begin{align*}
\delta_{n} & =-\varepsilon_{n} \frac{\pi}{2 \alpha}\left((1-\alpha) J^{t}+E^{t} J^{s}\right)=-\varepsilon_{n} \frac{\pi}{2 \alpha}\left(E^{s} J^{t}+E^{t} J^{s}\right), \\
\varepsilon_{n} & =\operatorname{sign}\left(\alpha n+E^{s} J^{t}+E^{t} J^{s}\right) . \tag{5.26}
\end{align*}
$$

Here $E$ and $J$ denote energy and total [i.e. orbital and spin] angular momentum, $s$ and $t$ label source and test particle respectively and we use the relation $E^{s}=M=$ $1-\alpha$ between source mass and deficit angle. Thus the above wave picture also allows us to relate to the results of the spinless test particle scattering off a spinning source by interpreting Eq. (5.24) as an "exchange" of the "source" and "test" labels $E S=E^{t} S^{s} \rightarrow E^{s} S^{t}=M / 2=(1-\alpha) / 2$, where $S$ denotes the respective spin.

The above leads to the conjecture that Eqs. (5.26) remain valid if source and test particles carry spin, i.e. these formulae provide a universal description for the scattering of spinning particles. Let us now see how this compares with our results for a Dirac particle on a spinning background.

2b. Results for a Spinning Source. We rewrite the orders of the Bessel functions in $(5.20)$ as $\left(\varepsilon_{n} / \alpha\right)\left(n+E S+\frac{1}{2}(1-\alpha)\right)$ and $\left(\varepsilon_{n} / \alpha\right)\left(n+E S+\frac{1}{2}(1+\alpha)\right)$, giving the phase shifts

$$
\begin{equation*}
\delta_{n}=-\varepsilon_{n} \frac{\pi}{2 \alpha}\left((1-\alpha)\left(n+\frac{1}{2}\right)+E S\right) \tag{5.27}
\end{equation*}
$$

Apart from the rule that fixes $\varepsilon_{n}$, which is still to be determined, (5.27) is of the form (5.26), thus partially confirming the conjectured universal description. However specification of $\varepsilon_{n}$ is complicated by the fact that for

$$
\begin{equation*}
n+\frac{1}{2}(1-\alpha)<-E S<n+\frac{1}{2}(1+\alpha) \tag{5.28a}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
E S=-\left(n+\frac{1}{2}(1-\alpha)+\eta \alpha\right), \quad 0<\eta<1, \tag{5.28b}
\end{equation*}
$$

there is no choice for $\varepsilon_{n}$ which renders both components of the wave function regular at the origin. [For non-integer $\lambda, J_{\lambda}(z)$ behaves as $z^{\lambda}$ at the origin.] The singular solutions must not be rejected altogether, because as we now show this would lead to a Hamiltonian that is not self-adjoint. Indeed in order to preserve self-adjointness of the Hamiltonian the regularity requirement at the origin must be relaxed [12].

First we derive the "measure" for spatial integrals of our spinors. The current

$$
\begin{equation*}
j^{a} E_{a}{ }^{\mu}=\bar{\psi} \gamma^{a} \psi E_{a}^{\mu}=j^{\mu} \tag{5.29}
\end{equation*}
$$

is covariantly conserved,

$$
\begin{equation*}
D_{\mu} j^{\mu}=\frac{1}{\sqrt{g}} \partial_{\mu} \sqrt{g} j^{\mu}=0 \tag{5.30}
\end{equation*}
$$

Hence the spatial integral over the density $\rho$ [here and in the following $\left.\sigma^{r}=\cos \theta \sigma^{1}+\sin \theta \sigma^{2} ; \sigma^{\theta}=-\sin \theta \sigma^{1}+\cos \theta \sigma^{2}\right]$

$$
\begin{equation*}
\rho=j^{\mu=0}=\psi^{\dagger} \gamma^{a=0} \gamma^{\mu=0} \psi=\psi^{\dagger}\left(1-\frac{S}{r} \sigma^{\theta}\right) \psi \tag{5.31}
\end{equation*}
$$

is time independent and gives a suitable measure. The eigenvalues of $\left(1-(S / r) \sigma^{\theta}\right)$ are $(1 \pm(S / r)$ ); thus for $r<S$ the measure is not positive definite. This difficulty, which arises from the region of $r$ with closed timelike contours, prevents a consistent quantum mechanical interpretation and points towards second quantization where $\rho$ is interpreted as the charge density.

From the Dirac equation (5.17b) we can construct the Hamiltonian by isolating the time derivative,

$$
\begin{align*}
i \partial_{t} \psi=H \psi & =\left(\gamma^{0}-\frac{S}{r} \gamma^{\theta}\right)^{-1}\left\{(-i)\left[\gamma^{r}\left(\alpha \partial_{r}-\frac{1-\alpha}{2 r}\right)+\gamma^{\theta} \frac{1}{r} \partial_{\theta}\right]+m\right\} \psi \\
& =\left(1-\frac{S}{r} \sigma^{\theta}\right)^{-1}\left\{(-i)\left[\sigma^{r}\left(\alpha \partial_{r}-\frac{1-\alpha}{2 r}\right)+\sigma^{\theta} \frac{1}{r} \partial_{\theta}\right]+\beta m\right\} \psi \tag{5.32}
\end{align*}
$$

Time is separated in the usual way and the angular dependence is removed by working in an eigenspace of the angular momentum $\mathscr{J}(5.5)$ with eigenvalue $n+1 / 2$,

$$
\begin{equation*}
\psi(t ; \mathbf{r})=\exp \left\{i\left(n+\frac{1}{2}-\frac{1}{2} \sigma^{3}\right) \theta\right\} \chi(r) e^{-i E t} \tag{5.33}
\end{equation*}
$$

In this eigenspace the Hamiltonian can be represented by a radial operator $h$ acting or radial spinors $\chi(r)=\binom{\chi^{(1)}(r)}{\chi^{(2)}(r)}$,

$$
\begin{align*}
H \psi(t ; \mathbf{r}) & =\exp \left\{i\left(n+\frac{1}{2}-\frac{1}{2} \sigma^{3}\right) \theta\right\} h \chi(r) e^{-i E t} \\
h & =\left(1-\frac{S}{r} \sigma^{2}\right)^{-1}\left\{-i \sigma^{1}\left(\alpha \partial_{r}+\frac{\alpha}{2 r}\right)+\sigma^{2} \frac{n+1 / 2}{r}+\beta m\right\} \tag{5.34}
\end{align*}
$$

The measure for the $r$ integral of radial spinors is

$$
\begin{equation*}
\exp \left\{-i\left(n+\frac{1}{2}-\frac{1}{2} \sigma^{3}\right) \theta\right\}\left(1-\frac{S}{r} \sigma^{\theta}\right) \exp \left\{i\left(n+\frac{1}{2}-\frac{1}{2} \sigma^{3}\right) \theta\right\}=\left(1-\frac{S}{r} \sigma^{2}\right) \equiv \mathscr{M} \tag{5.35}
\end{equation*}
$$

Because $\mathscr{M}^{-1}$ appears as a factor, the radial Hamiltonian is singular at $r=S$. Nevertheless $h$ is unambiguously defined for $r<S$ and the eigenfunctions (5.20) do not reflect the singularity at this point.

The loss of positivity of the measure means that we cannot apply the usual apparatus of von Neumann deficiency subspaces in order to check the self-adjointness of $h$ and/or construct its self-adjoint extensions, because this theory relies on positive definiteness of the inner product of a Hilbert space. But we can examine these questions directly and construct an appropriate domain for $h$ to be self-adjoint.

Let us restate the general problem: In order to establish symmetry of $h$ we have to prove for two arbitrary radial spinors $\chi$ and $\tilde{\chi}$ that

$$
\begin{equation*}
\int_{0}^{\infty} r d r \tilde{\chi}^{\dagger}(r) \mathscr{M} \vec{h} \chi(r)=\int_{0}^{\infty} r d r \tilde{\chi}^{\dagger}(r) \overleftarrow{h}^{\dagger} \mathscr{M} \chi(r)=\int_{0}^{\infty} r d r \tilde{\chi}^{\dagger}(r) \overleftarrow{h} \mathscr{M} \chi(r), \tag{5.36}
\end{equation*}
$$

where the first equality defines $h^{\dagger}$ and the second is true for symmetric $h$ [arrows indicate the direction of derivatives, which act only on the spinors]. This equality can easily be established, as long as the boundary term from the radial partial integration vanishes,

$$
\begin{equation*}
\lim _{r \rightarrow 0} r\left(\tilde{\chi}^{\dagger}(r) \sigma^{1} \chi(r)\right)=\lim _{r \rightarrow 0} r\left(\tilde{\chi}^{(1) *}(r) \chi^{(2)}(r)+\tilde{\chi}^{(2) *}(r) \chi^{(1)}(r)\right)=0 . \tag{5.37}
\end{equation*}
$$

[We always assume everything to be well-behaved at $\infty$.]
A symmetric Hamiltonian is self-adjoint when its domain coincides with the
domain of its conjugate. It is seen from Eq. (5.37) that if the domain of $h$ consists of spinors $\chi(r)$ regular at the origin [and square integrable with the measure $\mathscr{M}$ ] the domain of $h^{\dagger}$ is larger, since the spinors $\tilde{\chi}(r)$ could diverge as $r^{\varepsilon-1}, \varepsilon>0$, yet still satisfy Eq. (5.37) and remain square integrable. We thus have to posit a condition that assures (5.37) and is symmetric in $\chi$ and $\tilde{\chi}$. An acceptable criterion involves two parameters $0 \leqq \eta \leqq 1$ and $-(\pi / 2)<\lambda \leqq(\pi / 2)$; we demand that both $\chi$ and $\tilde{\chi}$ satisfy

$$
\begin{equation*}
\lim _{r \rightarrow 0}(m r)^{\eta} \chi_{1}(r) \cos \lambda=i \lim _{r \rightarrow 0}(m r)^{1-\eta} \chi_{2}(r) \sin \lambda \tag{5.38}
\end{equation*}
$$

[ $m$ is inserted in order to assure proper dimensionality].
For fixed values of $\lambda$ and $\eta$ the radial energy eigenfunctions [see Eq. (5.18) and (5.20)] are

$$
\begin{align*}
& u_{n}(r)=u_{n}^{+}(r) \equiv\left(\begin{array}{ccc}
\sqrt{E+m} & J_{v / \alpha} & (\kappa r) \\
i \sqrt{E-m} & J_{((v / \alpha)+1)} & (\kappa r)
\end{array}\right)  \tag{5.39a}\\
& u_{n}(r)=u_{n}^{-}(r) \equiv\left(\begin{array}{ccc}
\sqrt{E+m} & (-1)^{n} J_{-v / \alpha} & (\kappa r) \\
i \sqrt{E-m} & (-1)^{n+1} J_{-((v / \alpha)+1)} & (\kappa r)
\end{array}\right)  \tag{5.39b}\\
& u_{n}(r)=\operatorname{for} \quad v>-\eta \alpha  \tag{5.39c}\\
& \sin ^{2} u_{n}^{+}(r)+\cos \mu u_{n}^{-}(r)
\end{align*} \quad \text { for } v=-\eta \alpha, \eta \alpha, ~ l
$$

Here again $v=n+E S+(1-\alpha) / 2$. As $n$ is an integer, the last case only occurs for special values of $E$. For $\eta=0,1$ the parameter $\mu$ is irrelevant, as $u_{n}^{+}=u_{n}^{-}$in (5.39c). Otherwise $\mu$ is fixed by (5.38), when we recall that $J_{\eta}(z) \xrightarrow[z-0]{\longrightarrow}(z / 2)^{\eta} 1 / \Gamma(1+\eta)$,

$$
\begin{equation*}
\tan \mu=(-1)^{n} \sqrt{\frac{E-m}{E+m}}\left(\frac{\kappa}{2 m}\right)^{2 \eta-1} \frac{\Gamma(1-\eta)}{\Gamma(\eta)} \tan \lambda \tag{5.40}
\end{equation*}
$$

The solutions (5.39) remain square integrable [at the origin], even in the limiting case $\eta=0,1$, since $J_{-1}=-J_{1}$ is regular there.

The corresponding phase shifts are given by

$$
\begin{array}{ll}
\delta_{n}=\delta_{n}^{+} \equiv-\frac{\pi}{2 \alpha}\left((1-\alpha)\left(n+\frac{1}{2}\right)+E S\right) & n>-\left(E S+\frac{1}{2}(1-\alpha)+\eta \alpha\right), \\
\delta_{n}=\delta_{n}^{-} \equiv \frac{\pi}{2 \alpha}\left((1-\alpha)\left(n+\frac{1}{2}\right)+E S\right) & n<-\left(E S+\frac{1}{2}(1-\alpha)+\eta \alpha\right) \tag{5.41b}
\end{array}
$$

If $E$ is such that an equality sign can arise in the above definition of the domain of the solutions, the remaining phase shift is determined from Eq. (5.39c),

$$
\begin{equation*}
\tan \delta_{n}=\frac{\tan \mu-1}{\tan \mu+1} \tan \delta_{n}^{+} \quad n=-\left(E S+\frac{1}{2}(1-\alpha)+\eta \alpha\right) \tag{5.41c}
\end{equation*}
$$

where $\delta_{n}^{ \pm}$are defined in $(5.41 \mathrm{a}, \mathrm{b})$.
The scattering amplitude is

$$
\begin{align*}
f(\theta)= & \frac{-i \pi}{\sqrt{2 \pi \kappa}} \sum_{n}\left(e^{i(\pi E S / \alpha+\omega / 2)} \delta(\theta+\omega-2 \pi n)+e^{-i(\pi E S / \alpha+\omega / 2)} \delta(\theta-\omega-2 \pi n)\right. \\
& -2 \delta(\theta-2 \pi n))+\tilde{f}(\theta) \tag{5.42}
\end{align*}
$$

For energies $E$ different from the special values in (5.41c) one has

$$
\begin{align*}
\tilde{f}(\theta)= & \frac{i}{\sqrt{2 \pi \kappa}}\left(e^{i(\pi E S / \alpha+\omega / 2)} \frac{e^{-i[E S+(1-\alpha) / 2+\eta \alpha](\theta+\omega)}}{1-e^{i(\theta+\omega)}}\right. \\
& \left.-e^{-i(\pi E S / \alpha+\omega / 2)} \frac{e^{-i[E S+(1-\alpha) / 2+\eta \alpha](\theta-\omega)}}{1-e^{i(\theta-\omega)}}\right) \tag{5.43a}
\end{align*}
$$

On the other hand if there is an $n^{*} \in \mathbf{Z}$ such that $E=E^{*} \equiv-1 / S\left(n^{*}+(1-\alpha) / 2+\eta \alpha\right)$, then $\tilde{f}$ reads

$$
\begin{align*}
\tilde{f}(\theta)= & \frac{i}{\sqrt{2 \pi \kappa}}\left(e^{i(\pi E S / \alpha+\omega / 2)} \frac{e^{-i(E S+(1-\alpha) / 2+\eta \alpha)(\theta+\omega)}}{1-e^{i(\theta+\omega)}}\right. \\
& \left.+e^{-i(\pi E S / \alpha+\omega / 2)} \frac{e^{-i(E S+(1-\alpha) / 2+\eta \alpha)(\theta-\omega)}}{1-e^{-i(\theta-\omega)}}-e^{2 i \delta_{n *}} e^{-i(E S+(1-\alpha) / 2+\eta \alpha) \theta}\right), \tag{5.43b}
\end{align*}
$$

where an explicit expression for the last summand is obtained from Eq. (5.41c) with the help of the identity $\exp \left(2 i \delta_{n^{*}}\right)=\left(1+i \tan \delta_{n^{*}}\right)^{2} /\left(1+\tan ^{2} \delta_{n^{*}}\right)$.

We observe that for generic $\eta$ the scattering amplitude is discontinuous in energy at such a special value $E^{*}$. Upon defining $f_{E^{*}}^{ \pm}(\theta)=\lim _{\varepsilon \rightarrow 0} f_{E^{*} \pm \varepsilon}(\theta)$, it follows from Eq. (3.6) [or with more effort from Eq. (5.43a)],

$$
\begin{align*}
f_{E^{*}}^{+}(\theta)-f_{E^{*}}^{-}(\theta) & =\frac{e^{i n^{*} \theta}}{\sqrt{-2 \pi \kappa}}\left(\exp \left(2 i \delta_{n^{*}}^{+}\right)-\exp \left(2 i \delta_{n^{*}}^{-}\right)\right) \\
& =\frac{e^{i n^{*} \theta}}{\sqrt{-2 \pi \kappa}}\left(e^{i \pi\left(n^{*}+\eta\right)}-e^{-i \pi\left(n^{*}+\eta\right)}\right)=\frac{2 i e^{i n^{*}}(\theta+\pi)}{\sqrt{-2 \pi \kappa}} \sin \eta \pi \tag{5.44}
\end{align*}
$$

This vanishes only for

$$
\begin{equation*}
\eta=0,1 \tag{5.45a}
\end{equation*}
$$

With Eq. (5.41) the last equation can be restated as

$$
\begin{equation*}
\exp 2 i \delta_{n^{*}}^{+}=\exp 2 i \delta_{n^{*}}^{-}=\exp 2 i \delta_{n^{*}}= \pm 1 \tag{5.45b}
\end{equation*}
$$

Thus when Eq. (5.41a) is satisfied we have indeed $f_{E^{*}}^{+}(\theta)=f_{E^{*}}^{-}(\theta)=f_{E^{*}}(\theta)$, i.e. Eq. (5.43b) coincides with the upper and lower limit in (5.43a) and the scattering amplitude is continuous in energy.

The wave function depends on the parameter $\lambda$ via Eqs. (5.39c) and (5.40), but for $\eta=0$ or $1, u_{n}^{ \pm}(r)$ in Eq. (5.39) coincide [possibly modulo a sign] at $v=-\eta \alpha=0$ or $-\alpha$ respectively and thus the scattering amplitude is in fact independent of $\lambda$.

The value $\eta=0$ is further preferred, because then the present phase shifts fit the universal form (5.26) in agreement with the conjecture following that equation.

From now on we take $\eta=0, \lambda=0$. With this particular choice for the self-adjoint
extension, the upper ["large"] component always is regular at the origin, while the lower ["small"] component can diverge, but remains square integrable and satisfies (5.38) with $\eta=0, \lambda=0$.

The contour representation for the wave function is derived in the same way as in Sect. IV. Formulae (5.20) and (5.22) together with the Schläfli representation for the Bessel function yield the following expression [for $\eta=0, \lambda=0$ ], which is defined on the same contour as (3.10) and (4.11) [Fig. 1 with $\varphi \equiv \alpha(\theta-\pi)$ ],

$$
\begin{align*}
\psi(t ; r, \theta)= & e^{-i E t} e^{-i E S(\theta-\pi)} \int \frac{d r}{2 \pi} e^{-i \kappa r \cos (z-\alpha(\theta-\pi))} \\
& \cdot \frac{e^{i(E S+(1-\alpha) / 2\} z \alpha}}{1-e^{i z / \alpha}} e^{-(i \omega / 2 \pi) \alpha(\theta-\pi) \sigma^{3}}\left(\begin{array}{ll}
\sqrt{E+m} & \\
\sqrt{E-m} & e^{i z}
\end{array}\right) \tag{5.46}
\end{align*}
$$

It is not hard to see that this indeed solves the Dirac equation (5.17b) and to check that the proper boundary conditions (4.5) are obeyed. $\psi^{f}(T ; \rho, \varphi)$ is obtained via the coordinate transformations (2.4) and (2.5),

$$
\psi^{f}(T ; \rho, \varphi)=e^{-i E T} \int \frac{d z}{2 \pi} e^{i \mathbf{k}(z) \cdot \rho} \frac{e^{i(E S+(1-\alpha) / 2\} z / \alpha}}{1-e^{i z / \alpha}} e^{-(i \omega / 2 \pi) \varphi \sigma^{3}}\left(\begin{array}{l}
\sqrt{E+m}  \tag{5.47}\\
\sqrt{E-m}
\end{array} e^{i z} .\right) .
$$

This is not a solution $\psi^{o}(T ; \rho, \varphi)$ of the free Dirac equation in coordinates $(T ; \rho, \varphi)$ that one would have naively presented. The relation between these two is

$$
\begin{align*}
\psi^{f}(T ; \rho, \varphi) & =R \psi^{o}(T ; \rho, \varphi),  \tag{5.48a}\\
R & =e^{i(\pi / 2) \sigma^{3}} e^{-(i \omega / 2 \pi) \varphi \sigma^{3}} . \tag{5.48b}
\end{align*}
$$

[The first factor in the right-hand side of (5.48b) just takes care of the $\pi$ in the definition $\varphi=\alpha(\theta-\pi)$.] This can be checked by performing the coordinate transformations (2.4) and (2.5) on Eq. (5.17b) and observing that the resulting equation is indeed related to the conventional free Dirac equation in radial coordinates by the relation $R$.

$$
\begin{align*}
& R^{-1}\left\{i\left[\gamma^{0} \partial_{T}+\gamma^{r}\left(\partial_{\rho}-\frac{1}{\rho} \frac{\omega}{2 \pi}\right)+\gamma^{\theta}\left(\frac{1}{\rho} \partial_{\varphi}\right)\right]-m\right\} R \\
& \quad=i\left[\gamma^{0} \partial_{T}+\gamma^{\rho} \partial_{\rho}+\gamma^{\varphi} \frac{1}{\rho} \partial_{\varphi}\right]-m . \tag{5.49}
\end{align*}
$$

Here $\gamma^{\rho}=\cos \varphi \gamma^{1}+\sin \varphi \gamma^{2} ; \gamma^{\varphi}=-\sin \varphi \gamma^{1}+\cos \varphi \gamma^{2}$.
The correct $\psi^{f}(T ; \rho, \varphi)$ is not a zero mode of the free Dirac operator (5.49) [but instead is related to it via the transformation (5.48)], since these zero modes $\psi^{\circ}(T ; \sigma, \varphi)$ can be only periodic in $\varphi$ with the conventional period $2 \pi$-as indeed the operator itself has this period-whereas $\psi^{f}(T ; \rho, \varphi)$ has to obey the boundary condition (4.5).

The remainder of this section is completely analogous to the scalar case in Sect. IV. Again the alternative contour of Fig. 1b gives a decomposition that can be interpreted as an incoming and a scattered wave. Equation (5.47) shows that the poles inside the Cauchy contour are at the same locations $z=z_{n}=2 \pi n \alpha$ as in
the spinless case. They determine the alternative incoming wave,

$$
\begin{align*}
\tilde{\psi}_{\text {in }}^{f}(\rho, \varphi) & =\alpha e^{-i E S \varphi / \alpha} \sum_{n}^{\prime} e^{i k\left(z_{n}\right) \cdot \rho} e^{i\{E S+(1-\alpha) / 2\} 2 \pi n} e^{-(i \omega / 2 \pi) \varphi \sigma^{3}}\left(\begin{array}{ll}
\sqrt{E+m} \\
\sqrt{E-m} & e^{i 2 \pi n \alpha}
\end{array}\right) \\
& =\alpha \sum_{n}^{\prime} e^{-i k \rho \cos (\varphi-2 \pi n \alpha)} e^{-i\left(E S / \alpha+\omega \sigma^{3} / 2 \pi\right)(\varphi-2 \pi n \alpha)}\binom{\sqrt{E+m}}{\sqrt{E-m}} . \tag{5.50}
\end{align*}
$$

The prime on the sum again restricts the summation so the poles lie in the interval $[-\pi+\varphi, \pi+\varphi]$. The integral along the vertical contours gives the scattered wave. Asymptotically we find the form (5.12), with a scattering amplitude that agrees with (5.41), and in flat coordinates reads

$$
\begin{align*}
\tilde{f}^{f}(\varphi)= & \frac{e^{-i[E S+(1-\alpha) / 2] \varphi / \alpha}}{2 \sqrt{2 \pi k}}\left[e^{-i \pi\{E S+(1-\alpha) / 2\}\} / \alpha}\left(\operatorname{ctn} \frac{\varphi-\pi}{2 \alpha}-i\right)\right. \\
& \left.-e^{i \pi\{E S+(1-\alpha) / 2\} / \alpha}\left(\operatorname{ctn} \frac{\varphi+\pi}{2 \alpha}-i\right)\right] . \tag{5.51}
\end{align*}
$$

In conclusion, we observe that for $\eta=-v / \alpha$ non-integer and $\tan \lambda<0$ the hamiltonian $h$ of Eq. (5.34) also has bound states, with eigenfunctions

$$
B_{v} \sim\left(\begin{array}{cc}
\sqrt{m+E} & K_{v / \alpha}(|\kappa| r)  \tag{5.52}\\
i \sqrt{m-E} & K_{(v / \alpha)+1}(|\kappa| r)
\end{array}\right)
$$

where $K_{\eta}$ is the modified Bessel function. The energy of these states is implicitly determined by

$$
\begin{equation*}
\frac{(1+E / m)^{(v / \alpha)+1}}{(1-E / m)^{-v / \alpha}}=-\alpha 2^{2(v / \alpha)+1} \frac{\Gamma((v / \alpha)+1)}{\Gamma(-v / \alpha)} \tan \lambda . \tag{5.53}
\end{equation*}
$$

See also the comments at the end of Sect. VI.

## VI. Summary

Scattering amplitudes that we have found in various cases can be summarized with one universal formula,

$$
\begin{align*}
\tilde{f}^{f}(\varphi)= & \frac{e^{-i\left[E^{s} S^{t}+E^{t} S^{s}\right\} \varphi / \alpha}}{2 \sqrt{2 \pi k}}\left[e^{-i \pi\left\{E^{s} S^{t}+E^{t} S^{s}\right\} / \alpha}\left(\operatorname{ctn} \frac{\varphi-\pi}{2 \alpha}-i\right)\right. \\
& \left.-e^{i \pi\left\{E^{s} S^{t}+E^{t} S^{s} / \alpha\right.}\left(\operatorname{ctn} \frac{\varphi+\pi}{2 \alpha}-i\right)\right] \tag{6.1}
\end{align*}
$$

This possesses [principal value] singularities at $\varphi= \pm \pi+2 \pi n \alpha$, which arise from the long-range "interaction" and interfere with the optical theorem. Furter unitarity difficulties are present when the source carries $\operatorname{spin} S^{s} \neq 0$, and closed time-like contours are possible. Then the Klein-Gordon "Hamiltonian" and the natural measure become complex and hermiticity is lost. For the Dirac Hamiltonian the pathology is less severe. The measure loses positivity and the Hamiltonian must
be extended into a one-parameter family to achieve a self-adjoint operator. Formula (6.1) applies for one value of the parameter; the physical meaning of other values is unclear.

It remains to be seen whether second quantization eliminates these pathologies. It not, perhaps one should reject as physically unrealistic a spinning point particle [spinning string!] or at least the portion of its spacetime $r<S$ that contains closed time-like contours. [The Dirac equation in a spinless conical background does not encounter these problems. Therefore, by exchanging test particle and source in our universal formula (6.1), the special case of a scalar test particle and $S^{s}=1 / 2$ may be understood without encountering causal difficulties.]

Second quantization of the Dirac field raises new questions. It is known that fermion loops induce a gravitational Chern-Simons term [13], which then liberates the graviton, rendering it a propagating, massive excitation [14]. At present, it is a mystery to us how this new degree of freedom is reconciled with the first quantized results presented here.

Quantum mechanical puzzles remain even with spinless particles. For example 't Hooft has argued [1] that when the source is treated dynamically, the Hamiltonian for relative motion is $H=\sqrt{p^{2}+M^{2}}+\sqrt{p^{2}+m^{2}}$ [where $p$ is the relative momentum] and $H$ operates on a space with deficit angle given by its eigenvalue, i.e. $\alpha=1-H$. Thus states of different energy inhabit different spaces, and this truly "Machian" phenomenon destroys quantum mechanical linearity and superposition.

Finally we remark that when we accept energy-dependent boundary conditions the most appropriate choice for $\eta$ in (5.38) is $\eta=-v / \alpha$ [whenever the latter can lie between 0 and 1 -otherwise there is no need for a self-adjoint extension]. The scattering amplitude will then depend continuously on the energy for all values of $\lambda$ and bound states arise for $\tan \lambda<0$.

## Appendix

In this Appendix we study a quantum mechanical particle in the presence of two sources, and solve the relevant wave equation for the simplest example. As will be seen, our analysis makes use of an orbifold.

The line element

$$
\begin{equation*}
(d s)^{2}=(d t)^{2}-(d l)^{2} \tag{A.1}
\end{equation*}
$$

in the presence of $N$ static point particles with masses $M_{i}$, located at positions $\mathbf{R}_{i}$, is given in conformally flat spatial coordinates by [4]

$$
\begin{equation*}
(d l)^{2}=\prod_{i=1}^{N} \frac{d \mathbf{R} \cdot d \mathbf{R}}{\left|\mathbf{R}-\mathbf{R}_{i}\right|^{2 M_{i}}}=\prod_{i=1}^{N} \frac{d Z d Z^{*}}{\left[Z-Z_{i}\right]^{M_{i}}\left[Z^{*}-Z_{i}^{*}\right]^{M_{i}}} . \tag{A.2}
\end{equation*}
$$

In the second equation we use complex coordinates $Z=X+i Y, Z^{*}=X-i Y$, etc. That equation also indicates how passage to localy flat coordinates is effected. Define

$$
\begin{equation*}
z(Z)=\int^{Z} \frac{d \mathscr{Z}}{\prod_{i=1}^{N}\left(\mathscr{Z}-Z_{i}\right)^{M_{i}}}, \tag{A.3}
\end{equation*}
$$

then

$$
\begin{equation*}
(d l)^{2}=d z d z^{*} \tag{A.4}
\end{equation*}
$$

and information about the sources is coded in the boundary conditions on the locally flat variables $z$ and $z^{*}$. Near the $i^{\text {th }}$ source, $z$ is approximately given by $\frac{\left(Z-Z_{i}\right)^{1-M_{i}}}{1-M_{i}} \prod_{j \neq i}\left(Z_{i}-Z_{j}\right)^{-M_{j}}$. Thus when the $i^{\text {th }}$ source is encircled, $z$ acquires the phase $e^{-i 2 \pi M_{i}}$, and in the vicinity of the $i^{\text {th }}$ source $z$ has to be identified with $e^{-i 2 \pi M_{i}} z$.

Henceforth, we specialize to two point particles; without loss of generality we may assume that they are placed on the $X$ axis, equidistant from the $Y$ axis, separated by a distance $2 a$. Thus, the integral in (A.3) becomes

$$
\begin{equation*}
z=\int^{Z} \frac{d \mathscr{Z}}{(\mathscr{Z}+a)^{M_{1}}(\mathscr{Z}-a)^{M_{2}}} . \tag{A.5}
\end{equation*}
$$

For arbitrary $M_{i}$, this cannot be expressed in terms of elementary functions. But the geometry of the variable $z$ is easily described pictorially, in Fig. 3. The two particles are denoted by numbered circles. The cut-out region is the shaded domain to the left of the solid line, and the line segments marked by $\times$ are identified, as are those marked by $\otimes$. [The first particle appears in two locations, but they are identified.] Thus the excision consists of a wedge with opening angle $2 \pi\left(M_{1}+M_{2}\right)$ plus a further region between the two particles.

The integral (A.5) is elementary only when the $M_{i}$ 's are rational and sum to one. Setting $M_{2}=p / q=1-M_{1}$ and changing variables $(\mathscr{Z}+a / \mathscr{Z}-a)^{1 / q}=\overline{\mathscr{Z}}$ transforms (A.5) into

$$
\begin{equation*}
z=-\sum_{n=1}^{q} \omega^{n}(q) \int^{(Z+a / Z-a)^{1 / q}} d \mathscr{Z} \frac{\bar{Z}^{p-1}}{\overline{\mathscr{Z}}-\omega^{n}(q)}, \tag{A.6}
\end{equation*}
$$

where the $\omega^{n}(q)$ comprise the $q$ roots of unity, $e^{i 2 \pi n / q}$. These satisfy, for any integer $\mathcal{N}$ that is not an integral multiple of $q$,

$$
\begin{equation*}
\sum_{n=1}^{q} \omega^{n / \mathcal{N}}(q)=0 \tag{A.7a}
\end{equation*}
$$

It also follows that

$$
\begin{equation*}
\frac{q}{\mathscr{Z}^{q}-1}=\sum_{n=1}^{q} \frac{\omega^{n}(q)}{\mathscr{Z}-\omega^{n}(q)}, \tag{A.7b}
\end{equation*}
$$

which was used to arrive at (A.6).
While the integral (A.6) is elementary for any $p$, we further restrict the discussion to the simplest case $p=1, q=2$, i.e., $M_{1}=M_{2}=1 / 2$,

$$
\begin{equation*}
z=\ln \left[\left(\frac{Z+a}{Z-a}\right)^{1 / 2}+1\right]-\ln \left[\left(\frac{Z+a}{Z-a}\right)^{1 / 2}-1\right]=\ln \left[\frac{Z}{a}+\left(\frac{Z^{2}}{a^{2}}-1\right)^{1 / 2}\right] \tag{A.8}
\end{equation*}
$$

This maps the first particle, at $Z=-a$, into $z= \pm i \pi \bmod 2 \pi i$, while the second


Fig. 3. Geometry of space for two static particles with mass $M_{1}$ and $M_{2}$. The cut out region at $M_{2}$ has opening angle $2 \pi M_{2}$, and the edges of the excised wedge are identified [×]. Particle $M_{1}$ requires a cut out region with opening angle $2 \pi M_{1}$, which is divided into two by the [doubled but identified] axis proceeding from $M_{2}$. The edges are identified again [ $\otimes$ ] and the total cut out region, indicated by shading, is described by a cut out wedge appropriate to a single particle with mass $M_{1}+M_{2}$ located at an intermediate point, plus a further excision between the two particles
particle at $Z=a$ is now at $z=0 \bmod 2 \pi i$. The inverse formula

$$
\begin{align*}
& Z=a \cosh z \\
& X=a \cosh x \cos y, \quad Y=a \sinh x \sin y \tag{A.9}
\end{align*}
$$

shows that $y$ is a $2 \pi$-periodic variable, whose range may be taken in the interval $[-\pi, \pi]$, while $x$ extends from 0 to $\infty$. In other words, the line $y=-\pi$ is identified with $y=\pi$; also at $x=0, y$ is identified with $-y$; see Fig. 4. The space is a semiinfinite cylinder, with one end pinched together. When the $z$ variable is extended over the entire complex plane, points $z$ and $-z=z e^{-i 2 \pi M_{i}}$ are identified, and also points $z \bmod 2 \pi i$ are identified with each other. Our space is an orbifold. Its underlying manifold is an infinite cylinder, which is divided by the group $\mathbf{Z}_{2}$ of rotations by $\pi$. The conical singularities with deficit angle $\pi$, introduced at the two fixed points 0 and $\pm i \pi$ of this operation, correspond to the two particles.


Fig. 4. Geometry of space for two static particles with equal masses, $M_{i}=1 / 2$

It is instructive to compare this space with that of a single particle of mass $M=M_{1}+M_{2}=1$, located at the origin. In conformally flat spatial coordinates, the appropriate line element is given by (2.2) with $\alpha=0$. Changing variables $x=\ln R$, $y=\Theta$, gives $(d l)^{2}=(d x)^{2}+(d y)^{2}$. The variable $y$ is $2 \pi$-periodic as in (A.9), but $x$ extends from $-\infty$, where now the particle is locted, to $\infty$.

To describe a quantum mechanical test particle interacting with the double source we must diagonalize the Hamiltonian $H=\sqrt{p^{2}+m^{2}}$. This is achieved by diagonalizing $p^{2}$-the Klein-Gordon equation is equivalent to the Schrödinger equation. We thus solve

$$
\begin{equation*}
-\nabla^{2} \psi(x, y)=k^{2} \psi(x, y) \tag{A.10}
\end{equation*}
$$

on the plane with a restriction on the wave function that incorporates the orbifold identification,

$$
\begin{align*}
& \psi(-x,-y)=\psi(x, y)  \tag{A.11a}\\
& \psi(x, y+2 \pi)=\psi(x, y) \tag{A.11b}
\end{align*}
$$

Note it would be insufficient to require equality merely on the identified line segments: $\psi(x,-\pi)=\psi(x, \pi), \psi(0,-y)=\psi(0, y)$. Of course, these conditions are implied by (A.11), but they are weaker, since they merely define $\psi$ on the boundary of the region, and do not encode the necessary identification. The unique, orthonormal eigensolutions are

$$
\begin{gather*}
u_{n}(x, y)=\frac{1}{\pi}\left(\frac{k}{k_{n}}\right)^{1 / 2} \cos \left(k_{n} x+n y\right) \\
n=0, \pm 1, \pm 2, \ldots, \pm[k], \quad k_{n}=\sqrt{k^{2}-n^{2}} \tag{A.12}
\end{gather*}
$$

There is no scattering, the waves are standing waves. They are not angular momentum eigenfunctions, because diagonalizing $(1 / i) \partial_{y}$ is incompatible with the requirement (A.11a). However angular momentum squared may be diagonalized, as indeed it is in (A.12). [Recall that for a single particle with mass $M=1 / 2$, there too is no scattering [2]. The partial wave (3.10) in locally flat spatial coordinates is $J_{2 n}(k \rho) e^{i 2 n \varphi}$ and the scattering solution (3.2) sums to $\cos \mathbf{k} \cdot \rho$, when $\mathbf{k}$ points in an arbitrary direction.]

One may also construct the heat kernel for the Laplacian on our orbifold,

$$
\begin{align*}
\left\langle x^{\prime} y^{\prime}\right| e^{\tau\left(\nabla^{2} / 2\right)}|x y\rangle= & \sum_{n} \int_{|n|}^{\infty} \frac{d k}{\pi^{2}} e^{-\tau\left(k^{2} / 2\right)}\left(\frac{k}{k_{n}}\right) \cos \left(k_{n} x+n y\right) \cos \left(k_{n} x^{\prime}+n y^{\prime}\right) \\
= & \frac{1}{\sqrt{2 \pi \tau}} e^{-\left(x-x^{\prime}\right)^{\prime} / 2 \tau} \frac{1}{2 \pi} \Theta_{3}\left(\left.\frac{y-y^{\prime}}{2} \right\rvert\, e^{-\tau / 2}\right) \\
& +\frac{1}{\sqrt{2 \pi \tau}} e^{-\left(x+x^{\prime}\right)^{2} / 2 \tau} \frac{1}{2 \pi} \Theta_{3}\left(\left.\frac{y+y^{\prime}}{2} \right\rvert\, e^{-\tau / 2}\right) \tag{A.13}
\end{align*}
$$

where $\Theta_{3}$ is the theta function of the third kind.

$$
\begin{equation*}
\Theta_{3}\left(\left.\frac{y}{2} \right\rvert\, e^{-\tau / 2}\right)=\sum_{n} e^{-n^{2} \tau / 2} e^{i n y}=\sqrt{\frac{2 \pi}{\tau}} \sum_{n} e^{-(y-2 \pi n)^{2} / 2 \tau} \tag{A.14}
\end{equation*}
$$

Finally, we extend the above results to the case when the two particles also carry spin $S_{i}$. The multi-particle line element [5] reduces in our case to

$$
\begin{align*}
(d s)^{2}= & \left(d t+S_{1} \frac{(\mathbf{R}+\mathbf{a})}{|\mathbf{R}+\mathbf{a}|^{2}} \times d \mathbf{R}+S_{2} \frac{(\mathbf{R}-\mathbf{a})}{|\mathbf{R}-\mathbf{a}|^{2}} \times d \mathbf{R}\right)^{2} \\
& -\frac{d \mathbf{R} \cdot d \mathbf{R}}{|\mathbf{R}+\mathbf{a}||\mathbf{R}-\mathbf{a}|} \quad(\mathbf{a}=(a, 0)) \\
= & \left(d t-i \frac{S_{1}}{2} d \ln \frac{Z+a}{Z^{*}+a}-i \frac{S_{2}}{2} d \ln \frac{Z-a}{Z^{*}-a}\right)^{2}-\frac{d Z d Z^{*}}{\sqrt{\left(Z^{2}-a^{2}\right)\left(Z^{* 2}-a^{2}\right)}} \tag{A.15}
\end{align*}
$$

Upon changing variables as in (A.3), (A.8) and (A.9), this becomes

$$
\begin{gather*}
(d s)^{2}=(d T)^{2}-d z d z^{*} \\
T=t-i \frac{S_{1}}{2} \ln \frac{\cosh z+1}{\cosh z^{*}+1}-i \frac{S_{2}}{2} \ln \frac{\cosh z-1}{\cosh z^{*}-1} \tag{A.16}
\end{gather*} .
$$

Solutions to the Klein-Gordon equation satisfying the conditions (A.11) are

$$
\psi_{n}(t ; x, y)=e^{-i E t}\left[\frac{\cosh \frac{z}{2}}{\cosh \frac{z^{*}}{2}}\right]^{-E S_{1} / 4}\left[\frac{\sinh \frac{z}{2}}{\sinh \frac{z^{*}}{2}}\right]^{-E S_{2} / 4} \times
$$

$$
\begin{align*}
& \cdot \frac{1}{\pi}\left(\frac{K_{n}+K_{n}^{*}}{\left|K_{n}\right|}\right)^{-1 / 2} \cos \frac{1}{2}\left(K_{n}^{*} z+K_{n} z^{*}\right) \\
= & e^{-i E T} \frac{1}{\pi}\left(\frac{K_{n}+K_{n}^{*}}{\left|K_{n}\right|}\right)^{-1 / 2} \cos \frac{1}{2}\left(K_{n}^{*} z+K_{n} z^{*}\right) \\
K_{n}= & k_{n}+i n ; \quad k_{n}=\sqrt{E^{2}-m^{2}-n^{2}} \tag{A.17}
\end{align*}
$$

This is just [the time-dependent version of] (A.12) with an additional phase $-\left(\left(E S_{1} / 2\right) \arg \cosh (z / 2)+\left(E S_{2} / 2\right) \arg \sinh (z / 2)\right)$. In the second equality above the phase is hidden in $T$.

Note added. After this manuscript was completed, we received a paper by M. Alford and F. Wilczek, Phys. Rev. Lett. 62, 1071 (1989), where they solve the Dirac equation in a Bohm-Aharonov field. These authors did not remark on the need for a self-adjoint extension, but implicitly picked one value of the parameter that labels the extension. For further discussions see Ph. de Sousa Gerbert, MIT preprint, CTP \# 1653, October 1988.
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