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Abstract. Lattice gauge theories may be looked at as perturbations of the
theory of a vector field with a Gaussian action. We study this theory here and in
following papers obtaining crucial results for understanding the renormali-
zation group method in more complicated non-Abelian gauge field theories.

Introduction

In paper [3] a general strategy of constructing Yang—Mills field theories was
described. It is based on the renormalization group ideas, as in the case of Abelian
Higgs models [1]. We take a lattice regularization of the theory and we apply
renormalization transformations similar to those proposed by Wilson [8]. To
calculate results of these transformations we apply perturbative methods based
on the expansion (18) of the action (11) in [3]. Main terms in this expansion
are quadratic terms (20) in [3] equal to the simplest quadratic action for Abelian
vector fields. Together with renormalization transformations and gauge fixing
conditions they define propagators, i.e. covariances of the Gaussian measure
defined by these terms. Understanding properties of the propagators is the most
fundamental problem in the method. Properties we are especially interested in
are local regularity properties and an exponential decay, the same as in paper [2].
Here we will prove these properties for the simplest propagators appearing in our
constructions. We will apply the methods and results of paper [2].

A. An Action, Its Symmetries, and a Renormalization Transformation

We consider the theory of one vector field with a quadratic action. Field con-
figurations are real valued functions 4 defined at bonds of the lattice T,. This is a
d-dimensional torus which we identify with the subset {xee Z¢: — L < x, < L,
p=1,...,d} of the lattice ¢Z%. Bonds of T, are ordered pairs of nearest neighbor
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points. We denote them by b, &', ¢, or {x, x'>, {x, x + ee ,»- Thus 4 are functions
A:{bc T} — R. We identify them with vector valued functions defined on T, by
the formula

A<x’x+£eu> =Alx,x t+ee)=4,/(x), xeT,, pu=1,..., d. (L.1)

Other important geometric objects are plaquettes. They are oriented elementary
squares of the lattice T, (or other lattices). We denote them by p, p’ and so on.
If p is a plaquette p =<{x, y,z, w), where x, y, z,w are corners of the square p
written in an order indicated by the orientation of p, then we define a plaquette
variable

F(p) = (@A) (p) =&~ ' A(0p) = ¢~ '(A(x, y) + Ay, 2) + A(z, w) + AW, x))
=00,4,)x) = (0,4,)x)=F, (x) = = F (x). (1.2)

The last equalities hold if we identify p with {x, x + ¢e , x + ee, + ce , x + ce ) for
some p <v. For an explanation of other symbols the reader is referred to [1].
We assume that A, is defined for bonds b with arbitrary orientation and that

Aoy = — A - Theaction is defined by the quadratic form

S(A) =3 Y. &|Fp)P=5 ) el@eAp)P=% X e“|Fw(x)|2. (1.3)
pcTe pcTe xeTe,u,v
The covariant derivative 04, and so the action above, are invariant with
respect to a group of guage transformations. A guage transformation is determined
by a real valued function 4: T, — R, and is defined by

A=A, — @2)(b), (0Nb) =& '(Ab,) — Ab_)),b=<b_,b, . (1.4)

This invariance of the action (1.3) is a fundamental symmetry of the theory.
We will introduce renormalization transformations which preserve this symmetry.
To make the considerations more clear we rescale the action from the e-lattice to
the unit lattice by transformation A (ex)=¢"“"?24 (x),xeT,, and we get

SA)=3 Y [Fp|P=3 Y [@D)]* (1.5)
pcTy pcTy

Let us introduce some new definitions and notations. We define a new lattice
Tg; =T, nLZ* and we divide T, into blocks B(y) parametrized by the points of
TV

L

B(y)={xeT,;:y,=x,<y,+Lu=1,...d}, yeT{M. (1.6)

In each block B(y) we introduce a family of contours I' connecting the points
yand x:

r,, = Dy sy x) o vl NS s Xy),
(Vs oo Xps Xy ooe cx) oLy, Xy, e, Xy), X, (1.7)

where [x, x,] is a line segment connecting points x,, x,. We consider I'| _,
and all other contours appearing in the paper, as oriented contours, with initial
point y and final point x. To introduce a renormalization transformation we have
to define an averaging operation. It transforms field configurations on the old
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lattice T into field configurations on the new lattice T{" and is given by the
formula

B= Y LWOAT, )+ A[xx©])+ AT, e={c e, > TP,
xeB(c-)
(1.8)

where A(I') = ), A4, for arbitrary contour I', and x(c) denotes a point in the block
bel
B(c,) obtained by translation of x by the bond ¢, so if c={y, y+ Le > then
x(c)=x+ Le,.
If we make a gauge transformation 4, then for the averaged field B we have

B*=B.— L '(Ac,)— Ac_)) =B, — (82)(c). (1.9)

so fixing the average, we restrict the gauge transformations by the condition
My) =0, ye TV, for nonconstant 1. We still have the invariance with respect to the
restricted transformations and we remove it by introducing Axial (Ax) gauge
y . _ (1)

fixing conditions A(I', ) =0, xe B(y), x # y, ye T}’. If we denote

S )= [T [I ocAr, ). (1.10)
yeT({H xjg(;)
(Q4), = Z L™9@*DAg([x, x(c)]), (B — QA) = ]_[ (B, —(QA4),), (1.11)
xeB(c-) CCTL”

then the renormalization transformation T is defined by
(Te 5)(B) = [dAS8(B — QA)d, (A)e™ 5. (1.12)

We may look at this expression also in a little bit different way. We may define
the averaging operation as given by Q directly. Then the average field B transforms
as

B*=B —L™'[/ Y L%x)— Y L)
xeB(c+) xeB(c-)

=B, — L7Y((QV(c,) —(@N)(c_))=B,—(0Q ().  (1.13)

Fixing it we restrict the gauge transformations by the condition (Q'A)(y)= 0.
The remaining gauge degrees of freedom are removed by the term 6, (4). In the
future we will use both points of view.

The integral in (1.12) is obviously a Gaussian integral. We will prove later that
the quadratic form {04, 04 is positive on the subspace of A4 satisfying Q4 =0,
A(I', ) =0, xeB(y), ye T{". A result of the integration is obviously a Gaussian
density

(Te™)(B) = Z© exp(—3(B, 4,B)) = Z exp(— S,(B)). (1.14)

The form (B, 4, B) is gauge invariant. I 1, is a gauge transformation on T{", then
defining A on T, as constant on each block, A(x) = 4,(y) for xeB(y), we have

ZO exp(—L(B*, 4, B4Y) = [dA5(B* — QA% , (A%) exp(— S(A%))

= [dAS(B — 02, — QA + 0Q')5, (A) exp(— S(4)) = Z© exp(— L (B, 4, BY).
(1.15)
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The density (1.14) is defined on the L-lattice T\" and our final operation is the
rescaling from this lattice to the unit lattice T{". The operation of rescaling is
denoted by S.

B. Compositions of Renormalization Transformations. Basic Sequence of
Actions

We can apply the renormalization transformation again to (1.14). A composition
of two transformations is easy to calculate:
((ST)*e™5)(C)=z*[dBd(C — QB)S, (B)[dAS(B — QA)J, (A) exp(— SE77(4))
=z®{dA(fdAS(C — QB)S(B — QA)5, (B))S, (A) exp(— S*~ ’(4))
=22[dAS(C — Q,A)8,,(QA)S, (A)exp( — S* 7 (A)), (1.16)
where z'¥ is a numerical factor coming from scaling transformations and Q,
is defined as Q only with the number L replaced by L? in all definitions. It is easily
seen that a composition of k transformations is given by
((ST)ke%)(B) = z® [dAS(B — Q, A)d, (Q, _ A) -+, (A)e 5", (1.17)
where
QA= Y A x0)]), b TP =2nT,,n=L"% (118
xeB*(b )
and x(b) is a point in B¥(b , ) obtained from x by translation by b. If b = (y, y + €.,
then x(b) = x + ¢,. We define
((ST)"e‘S)(B)=Zk’Axexp(—%<B, 4,B)). (1.19)

It is easily seen that Z, , = Z*~V-...-Z© where Z) is a normalization factor
connected with j+ 1 integration. Under a gauge transformation 4 the field A
and the averaged field Q, 4 transform as follows

A% = A= 012,(Q,A%), = (Q,4), - ( IR n“/l(X)>,b < T,
xeBk(b ;) xeBk(b_)
(1.20)

or denoting (Q,)(») = Y. n%A(x), we have Q,A* = Q,A — 0Q, /.
xeB (y)
The J-function 6(B — Q, A) is invariant with respect to gauge transformations A
satisfying Q;4 = 0 and we can look at the integral (1.17) as obtained by removing
this gauge freedom by the help of the J-functions d,_ .

C. Change of Gauge

To calculate the integral (1.17) and to introduce some important Green’s functions
we have to change the gauge fixing terms. In continuum the best gauge from the
point of view of regularity properties of Green’s functions is the Feynman gauge.
We will introduce a similar gauge for the lattice theory using the Faddeev—Popov
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procedure. The action can be written as

@a045=1 T piIF, = 3 140,40

xeT y,p,v ENTRY
- Z n”(é’ A) (x)(ﬁA )(x) = Z(@A”,aA >

= YN @ A = Y (A, 44> — (0*A4,8%4y, (1.2])

where 4 is y-lattice Laplace operator for scalar functions and 0* is the divergence
operator for vector functions, 0*4 =)’ 6:‘Aﬂ. We want to remove the second term

13
in the action by a gauge fixing term, so we introduce under the integral (1.17) the
identity

[dxsQ.u) exp( - %@*A”, 6*A1'>>

] = (1.22)

[drs(Q,4) exp( — 2%(6*A‘,6*A1>>
The restrictions on the gauge transformations given by the §-functions above are
chosen in such a way that all the expressions in the integral (1.17) with the exception
of gauge fixing terms J, are invariant. Next we will calculate the expression in
the numerator and denominator above and we will see that it is different from 0, but
now let us transform (1.17). We change the order of integrations [d4 {dX' ..., and
we make the gauge transformation — A’ in the integral (dA.... We change the

order of integrations again and we make a translation 1 — A + A’ in the integral
fdi.... We get

(1.17) = 20 [dAS(B — Q, A)([dX' 8(Q,2)
O (Qy A+VT1Q) XY, (A +O"N))

-1
.exp< - 2—1a<6*A, 6*A>>(fdl§(Q;‘ﬂ,)exp< - %(5*A’1,8*A’1>>> )
=z7®{dAéB — QkA)exp( - 2—1<><<6*A’ 6*A>)

-<jd/15(Q§cl)exp< - 2—1“<a*Al, o*A*y ))~ 1 e 7S, (1.23)
Now we will calculate the integral inside the above expression:
jd/15(Q§‘/1)eXp< - 2—1&(6*A’1, 6*A1>> = [dA8(Q;4) exp( - % | 0*oi| 2)
~exp(—l inf 1 6*A—6*6/1||2>, (1.24)

2:Q5A=0

and the infimum can be calculated using Lagrange multipliers. Introducing
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g4, w)=1%[0*4 — AA|* + (w, Q;A), we have the equations

0g(4, ) dg(4, )
oA ow

Now we use spectral properties of the Laplace operator 4 on the torus T, Itis
a symmetric, non-negative operator, and 0 is its eigenvalue. Constant functions
form the eigenspace corresponding to the eigenvalue 0, and on the subspace
orthogonal to constant functions the operator 4 is positive. Hence it is an invertible
operator and by 4~ ! we denote its inverse on this subspace. We extend it to the
whole space by linearity, putting its value on constant functions equal to 0. Let
us notice further that the operator Q, transforms constant functions on the #-
lattice into constant functions on the unit lattice, and similarly for the orthogonal
subspaces. This implies the corresponding property for Q;*, and for other operators
constructed with the help of these mentioned above. Let us consider Egs. (1.25).
In the first equation the terms 42 and 46* A4 are orthogonal to constant functions,
hence Q;*w has to be orthogonal also. We assume that A is orthogonal and we get
A=A710*A — A7?Q;*w. Substituting in the second equation we get Q4=
Q0,47 1'0*A — Q,A"?Q*w =0. The operator A~? is positive on the subspace
orthogonal to constant functions, hence Q4™ 2Q;* is positive also on the corres-
ponding subspace on the unit lattice. Because w belongs to the subspace, so
w=(0y4720;%) 10,4~ 10*A and the infimum in (1.24) is acquired at the function

dog=A"10%A — AT2Q(QLAT2QL) QAT % AL

= A2 — A0* A + Q¥ =0, —QA=0. (1.25)

The value of the infimum is equal to
E1 EARE e e R 7 (0 o/ W ¥ R N
=1{0*A, AT QX0 A72Q¥) Q47 To*A Y, (1.26)

where we have used the fact that the quadratic form in 0* 4 is defined by a projec-
tion operator. We have finally

exp(— —%(5*1‘1, a*A>><jd,{5(Q;c,l)exp< — 2—1a<(3*Al, 6*A/1>>)—1
1 -1 1
=<jd/16(Q,’c/l)exp< —Z“ Al”2>> exp[— Z<6*A’ (I-47'QF

-(Q;A"ZQL*)_IQ;CA"I)G*A>:|. (1.27)

It is easy to verify that the operator I — A7 'Q;*(Q,472Q;*)”'Q, 4™ ! is a projection
in the space LZ(T”) of scalar functions, so we can write also

1 -1
02 = jassgunens( 14217

1
-exp[—;an (I = 471Q;%(Q44 720~ @y~ )% A H. (128)
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To understand better regularity properties and bounds of the operators involved
we write them in momentum representation. The momentum representation on
an arbitrary torus T”’ = {xenZ": — L; =x,< L;, u=1,...,d} isintroduced by the
Fourier transform

= ) n'e " (x),peT;,
n

xeTy
d
f)=0m)™ ) ( I iz > e~ f(p), (1.29)
peTy \u=1
where 7 is a dual torus T, = {p=(p,,...,p,): p,=(n/L)n,. n, is an integer,

—L’Mn_‘ §nu<L’"17_‘, u=1,...,d}. In the case considered now we have the
torus T, with L = L (L)™' Let us write in the momentum representation the
equations we have solved:

A*(p)Ap) — AP)G*FA)p) + u(P)d(') =0,
2w +DAp + 1) =0, (1.30)
l
d inp, __ 1
Ap)=Y 10,2 0,0 =° ,
p=1 ;7
d ei";*——l _ d 63(17')
w(p) = }1 FE #11 20 (1.31)

n

where p’ belongs to a dual torus T = {p' = (p/, ... PP, = (m/L, )Lfen,, n, is an
integer, — L /L's<n <L/L*, pu=1,...,d}, peT is represented as a sum
p=p+1Lp eT"‘) and l—(l ol lﬂ—anu, m, is an integer, — (L —1)/2 <
m, < (L~ 1)2 for Lodd, — L"/Z =m, <L¥2for L even.

The first equation in (1.30) can be solved uniquely for p # 0 and we get

Ap) = 4~ 1(p)*A)(p) — A4~ 2Pl (P)(p), p 0, (1.32)

for p = 0 the equation implies &(0) = 0. The second equation gives

, L@ + D\ o0+ D)
)—<Z "z(pH) ;;( ) @@+ Dfor p'#0,5(0)= 0. (1.33)

Because u, () = 0 for [ # 0, 4,(0) = 1, so this equation implies also 2(0) = 0. Thus
we get the solution

~ 1 ~
Aop'+ 1) = m(a*/l)(l" +1)
k(p u(p' + 1) [ |u +l’)|2> w@ +)
(p + D (Z i) ) ZagrnC AT
for P #0,7()= —-(6?21)(1) for [+ 0, 7,(0) = 0. (1.34)

4(0)
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Substituting it into the expression in the exponent of (1.24) we get
|04 = 42, |12 = 2m)~¢ § dp|(G*A)(p) — APy (p)]?
T,
2 / 2\ -2
Y A Zluk(p +l)' <Zluk(p +l,| )
T(kjp #0 1 I P + ! )

w(p +1) —
Jhye.

- w (P + )P\ e +)) ,
e dﬂmqueod (ZI kz(p +l‘)> lzukﬁﬂ EA) P +DP,
(1.35)

(8*A)( +1)?

d
where jdp . denotes the sum ) < [T(/L,)L¥ ) ,similarly { dp..., and we
peT,, T
have used the decomposition p=p' + l writing j dp...= [ dp') .... We have
T 1
used also the equality (G*A)(p) Z@ )A D), more exactly its consequence

(a*A)(O) = 0. The expression (1.34) can be rewritten in a way which makes clear its
possible bounds. From (1.30) we have 4(p)= O( [p|?) in a neighbourhood of 0. Let us

introduce the unit lattice operator 4 Z |e'Pi« — 1|2, It has the same asymp-

totic behaviour 4,(p’) = 0(|p'|*) in a nelghbourhood of 0 as 4(p), so the quotient
4,(p)/A(p) is bounded, more exactly we have 4,(p)/4(p'+ )= 0(1)1/(1+ [1]?).
Similarly we have

lu 0’ + D] = 0(1) H J&'—SO(I Id] (1.36)

+l|

Iul

The expression in the exponent in (1.28) can be written as

Lo 4y ) -+~ L ED AP,

Alp' +1)
|’ +l")|2A2<p'))-1 up' +DAP) S (137
(; o 4 1) gy AP (137

Now all the expressions above are well defined and bounded even at p'=0 if
we extend them by continuity. The expression in |[2 defines the projection
operator acting on 0*A and appearing in (1.27).

Let us denote the projection operator by R, so we have

R=I1-A4"'Q*QA7%Q;*) Q47" . (1.38)
The gauge fixing density has the form

(0% 4) = < (a2, exp< - 1ai ”z)>“ exp< IR |12>, (1.39)



Propagators for Lattice Gauge Theories. I 25

and from its definition it follows that [dAd6(Q,4)% (0*4%) =1. The projection
operator R has a clear meaning. It is an orthogonal projection on the linear
subspace AN(Q,) of LZ(T), N(Qk {A:Q,A=0}. Indeed RAL = A4 if QA =0,
and if Rw = o then AOQkA 'w =0, and taking 1 =4"'w we have w = 44 and
0,4 = 0. Let us denote this subspace by R also, R = AN(Q;). We have

jd/lé(Qk/I)eXp(-—”Ain) ) dlexp<—_]|A,1||2>

N(Q'W)
1
=]deﬂA“[Rﬂfdlexp<————HAH2>, (1.40)
R 20
so the density ¢ _ has a limit as « — 0

G (0% A) — |det(A] y g0))] 32 (0% A), (1.41)

a—0
where 8, is a 6-function concentrated at the origin of the sub-space R. By definition

(064 f(2) = [dAS{(RA () = | dhy [ddyS4(A)f Oy + 2y) = | dAyf(R,). Let us
R R R

recall also that the operator A is positive definite on N(Q,), thus invertible, as it
follows from [2].

Let us sketch briefly another possible approach to the calculation of the
integral (1.23). We write

(1.24) = [d28(Q,4) exp< - ”213 |0%4 — A% — aQ*Q\4 J|2>, (1.42)

with a > 0 (we will take eventually a = 1), and let us denote 4! = 4 + aQ,*Q, =
A + aP,. The properties of this operator were investigated in [2], its inverse is a
bounded operator G, with good regularity properties described in Theorem of [2].
We repeat the calculations done after the formula (1.24) with the operator A
instead of 4 and we get the following formulas for the minimizing function 4,

Ao = G,0*A — GZQXQ,G20.%) 10, G0% A, (1.43)
and for the projection operator R
R=1-GOXQ,G0) Q6. (1.44)

Now all the operators appearing in these formulas are well defined. We have to
verify it only for (Q,G,2Q;*)™". It is enough to prove that Q;G;?Q;* is positive
definite. This operator is of course nonnegative and if for some « defined on
TY we have (o, Q,G2Q*w) =|G,Q*w|?=0, then Q;*w =0, hence w=0.
We have bounds 0 < Q,G/*Q;* < a2, and they imply the existence of the inverse
operator and a bound from below. To understand better the properties of this
operator we calculate the Fourier transform. It is a translation invariant operator
on the unit latticeT{ and its Fourier transform can be written using formula (2.48)
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from [2].

! l 2A2 ’ ’ l 2A '
Q.G ;(*)(p,)=zluk(p +1)| 0(p)[ ZIuk(p + )2 4,(p)
1

A*p + 1) ; A@p'+1)

(k)
U .
peT,

+ Ao(p')]_ , (1.45)

From this representation and from the bounds (2.51), (2.52) of that paper, it
follows that there are positive constants y,,y,, in fact y, dependent only on
d,y, =a”?, such that y; < 0,G;?Q;* <v,. This property and the representation
(1.44) are crucial for the later considerations when we will have operators dependent
on external gauge field. The operator R given by (1.44) is of course by definition
independent of @ and we can take arbitrary a in the representation, e.g. a =1,
which is most convenient for bounds.

D. Operators H, and a Calculation of the Actions

The equality (1.23) gives us a composition of k renormalization transformations
with the new gauge fixing density ¢, . In the sequel it will be convenient to take the
limit & — 0, i.e. to consider Landau gauge. We may introduce this gauge from the
beginning using the equation

[d2.8(Q,A)|det(4 1y i) (@A — A7) = 1. (1.46)

We have to calculate the integral
((STYe %) (B)=z'®|det(4 fN(Qi())”dA 5(B — Q,A)d (0% A) exp( — 5(0A, 0AY).
(1.47)

With this integral an operator of fundamental importance is connected. It is
defined on configurations B on the lattice T% and its value on such a configuration
is equal to a configuration 4 on T, minimizing the form }<04, 04> under the
conditions Q,4 = B, R60*A4 = 0. Let us calculate this minimum. We introduce the
function

h(A4, w, 1) =104, 04) + {w, Q,A — B) + (), RO*A)

=34, 44y = 3% 4, 8% A) + (0, O, A — B + (4, RG*A),

RAi=14, (1.48)
and we consider the equations
5—h—AA 00*A+ Qfw+0A=0
oA QT OE=0
oh Sh
5o=0A-B=0, I =Ry*A=0. (1.49)

We have R0O*A = 0%A — A7'Q;XQ,472Q%) 10,47 '0*A = 0, so the first equation
has the form

AA — AT QHQLAT2QF) T 1QLAT 0% A + QFw + 04 = 0. (1.50)
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It implies that w is orthogonal to constant functions. Introducing the new variables
A’ = A2 4, and dividing by 4'/%, we have
A —0A73PQNQAT20X) T IQ AT A + AT Qw4+ 47204 =0.  (1.51)

Let us notice that A’ is orthogonal to constant functions also. This can be written
as

(I—P)A' + A" 12Q%w+ 471204 =0. (1.52)
A solvability condition for this equation is
PA™Y2Q*w + PA™Y20) = PA™Y2Q¥w + 047 V*(1 — R)A = PA™'?QFw = 0.
(1.53)
We have the decomposition
A'=(I—-P)A' + PA' = A| + A4,
Ay = —A72Q%w — ATY200, Ay = 047 3PQHQ, A7 Q) A (1.54)

where 1’ = Q0,47 329*A4'. The configuration A can be expressed in terms of A’ as
follows: A = A~1?A" + A, where A is a constant configuration.
Substituting it into the other two equations in (1.49) and using the identity

0,0=12,0;, (159)
0, is the unit lattice differentiation, we get
QA PA +0 X+ QAy=—04 'QFw— QA7 '0A+ 0,/ +Q,A, =B,
— RO*A™'Q¥w — RO*A™10% + RAT'Q¥(Q,472Q%) ™10
= —RA™'Q*d*w — Ri= — A =0, (1.56)

so for 2 =0 the third equation in (1.49) is satisfied automatically. The second
equation gets the form

— QA7 'QFw + 3,2 + Q,A, = B. (1.57)

It implies that B — Q, A, is orthogonal to constant functions. Taking the de-
composition B = B’ + B, where B is a constant configuration and B’ is in the
orthogonal subspace, we can identify Q, 4, = B, or A, = Q;B,,. Further we have
the solvability condition (1.53)

PAT2Q%w =047 *PQX(Q,47°0%) 10,4720 0% w = 0,
which is equivalent to 0¥w = 0. Let us introduce the operator
¢ =040k (1.58)

Equation (1.57) can be solved with respect to w and wegetw = + ¢~ 10,4’ — ¢~ 'B'.
The solvability condition gives the equation dfw =0%¥¢~'0,4' — dF¥¢~'B' =0.
Thisequationcanbe solved with respect to ', and we get ' = (0¥¢~'0,) " '0%¢ ™ 'B.
These calculations lead to the following result for the minimal configuration
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A, i.e. for the solution of Eq.. (1.49):
A=A7'QX¢™ B — $710,(0%¢ 10,7 010 1B)
+04720XQ 4720 *) " (0F ¢ 10,) " 10Fp T ' B’ + QFB,.  (1.59)
This defines the operator H, B = 4, thus we have
HB = 471040~ B + [0472QH(QA Q%) ™ — 47103610,
(0*¢~10,)" 0%~ 'B' + QFB,. (1.60)

Let us write this operator in momentum representation.

~ - al ’
(@A), (p) = Yulp' + Do (b’ + DA + D), v,(p) = a((’;)) : (L61)
l u
and operator ¢ as
’ 2 ’ 2
30,0 = 8,010,0) ,0) = e+ Do, + )| (16

Alp' +1) ’

where we have omitted the subscript k. Multiplying ¢ (p') by 4,(p'), we get a well-
defined positive function for all p'e T®, 0 <y, < Ao(p )$,(r') < 7,. We have the
following momentum representation for H,B:

~ . Ap) ——F— 1 5
(HB),(p' +1)= A(p", Lt Do, (p' + l)w——*—AO(p') %(P')B"(p)
, M(P’+1)A§(p’)< Iu(p'Jrl’)lzdé(iv'))_1
R e
_u@ + Do (p"+ DA, () 1 Py )]
Ap' +1) 4,(e,p) "

(3 00 Y A0 gy
<v§1 4509, ;_‘:14 p')¢ no (P)B,(p)

Ap)
— / l 7 l
,oup 4+ ) Iu(p + l’)l2
0 [
Ry Ty

,[lv,l(p'ﬂ')l2 v, +1)|2]<Z| (v’ +l”)l2A3(p’))“‘

A(p' +1) Ap' + 1 A +1")

1 d al 2 1 d al ’ -
SNrE ( P ) YA 06y
o) (PN, T 45000 (0) ] ;=1 4P ,(P)
This expression is well defined and bounded for all values of [ and p’, including
p’ = 0 where it is defined as a limit for p’ — 0.

Another important property is that the sum over [ of the absolute value of this
expression multiplied by |, (p + 1) | p’ + [|* is bounded by a constant dependent on

A%(p).
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d only. This implies bounds on (1/|x'— x|*)|0,(H,B) (x)— & (H,B),(x)| (see the
proof of Lemma 2.4 in [2].)

Using (1.60), or better (1.63), we can verify all the properties of H B:QHB=B
RO*H B =0, H B is a minimum of ;{94,334 on the hyperplane {A :Q,A=B,
Ro*A =0}, which means that (94', 0H, B> =0 on the subspace {4:0,4' =0,
Ro*4' = 0}.

Let us now come back to the integral (1.47). We make the translation 4 = A4’ +
H, B and using the above properties of H,B, we get

)

((STYe™5)(B)=Z, exp(—3<0H,B,dH,B)). (1.64)
The action 4, is thus defined by
(B, A,By = (3H,B, 0H,B). (1.65)

Using formulas (1.60) or (1.63) we obtain the following expression

(B, AB)=1Y ((2'B,—0'B,), ¢7 '] (0*¢10,)"'(2!B, — 0'B,)>

224

=<0,B,0,0,B)

1
LA T TP ,

N’ <El m) 44(P)o (D)4, (P)
|(8,B),,(P)]?. (1.66)

The function under the integral is bounded from below and above by positive
constants y,, y, dependent on d only, so we have

70<9,B,9,BY < (B, 4,BY <7,{0,B, d,B). (1.67)

We will need also a representation of H, similar to the representation (1.44) of
the projection R. It will be expressed in terms of well-defined bounded operators.
We are going to define them now.

E. Operators G
The integral (1.47) can be written in the following way
((ST)*exp(— S))(B) = z'®| det(4 [N(Q,,c))”dAé(B — 0, A)04(0*A)
‘exp[ —5<04,04) — 3| RO*A|? —a| B~ Q4]
(1.68)

The additional terms vanish because of the delta-functions. The quadratic form
in the fields 4 in the exponential is equal to

(A, A, AY = A,0%0A4) + (A, 0RG*A ) + al A, Q*QA>
= (A, A4Y — (A, 0PO*A Y +a{ A, Q*QA >, (1.69)
A= 0%+ 00%* R=1—P,
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where we have omitted subscripts. The configuration 0* A is orthogonal to constant
functions and on such configurations the operator P is given by the formula

P=A471Q%Q472Q*) " 1Q' 4™ . (1.70)
We will obtain an explicit representation of
A1 =G,, or simply G. (1.71)

At first let us prove that 4 is a positive operator. Of course it is a symmetric
operator and it is non-negative as a sum of two non-negative operators 4 — dPo*
and aQ*Q, a > 0. Thus if for some A we have 4,4 =0, then

AA — 0P3*A=0,04 =0. (1.72)

From the first equation we get 4 =947°Q"(Q'47*Q'*) 'w + A,, where 4, is a
constant vector function and o is a function on unit lattice T¥ orthogonal to
constant functions. Using (1.55) we have

QA =0,0'472Q0*Q' 470" o+ Ay =0+ A, =0,

hence 0F0,w =0, and this implies @ =0. The above equation implies 4, =0,
so A=0 and the positivity of 4, follows. It is an invertible operator and the
equation

AA — 04 QHQ A72Q%) Q' AT 10% A + aQ*QA = J (1.73)

has a unique solution for the arbitrary vector function J. We consider A4 also as a
vector valued function on the lattice T,. To solve this equation explicitly we
calculate at first a projection of A on the subspace of constant functions. For each
component 4, we have from (1.73)

adl, Q*QA> =a{l, 4> = (1,1, (1.74)

so(1,4,)= a ', J,», 1 denotes here a function on T, identically equal to 1.
From now on we will assume that each component of 4 and J is orthogonal to
constant functions. Applying the operator Q4! to (1.73) and using (1.55) we get

QA—0,Q/A"10* A + aQ A~ 'Q*QA = QA" 1. (1.75)
Of course (1,04 ) = (1,047 'J) =0. Let us denote
¢ =1+ aQA™ Q. (1.76)

It is a well-defined and positive operator on the subspace of vector functions
defined on the unit lattice T and orthogonal to constant functions. Applying
¢~ ! to (1.75) we get

QA=¢ 10,047 0% A+ p~1QA1J. (1.77)
Substituting it in (1.73) and applying 4~ ! we have
A—BA72QHQA72Q*) QA7 0¥ A+ ad™1Q*¢T10,0'47 104
+ad"1Q*TI0A T = A1 (1.78)
Now we will calculate Q'4~10*A4. Let us apply Q'4~10* to the above equation:
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aQ' A= 2Q 3% T10,Q' A7 0% A + aQ' A" 2Q 0% T1Q A1) = Q'A~20*]. (1.79)
We know that the operator Q’4~2Q’* is positive on the considered subspace. It
is easy to see that 9%¢ ~'0, is positive also because ¢~ is positive, s0 ¢ ' 2 >0
and 0%¢~'0, Z 00F0, = a4, > 0. Thus we obtain from (1.79)

QAT A = (01¢19,) [a” Q' AT2Q) QAT — ¥ 1A ).
(1.80)

Substituting it in Eq. (1.78), we obtain finally
A=(47"=ad™1Q*¢ QAT + [(Q472Q") QA 0

— a0t T10A™ a0t 10, T QA T2Q ) TIQ AT 0% — a0t TIQA 1]

(1.81)

for J satisfying {(1,J, > =0. Then the solution A satisfies also {1, A,5>=0. The
right-hand side of (1.81) defines the operator G on such functions J. For arbitrary J
we take the decomposition J =J' 4 J,, J, constant, J' orthogonal to constant
functions, and we put

GJ=GJ +a'J,. (1.82)

This gives the solution of Eq. (1.73), so G = 4 '. To investigate better the operator
G we write it in momentum representation:

A, + D)= (G, + )= T+

1
Ap'+1) "

ulp’+ o (p' +1) u(p’ + l)v P+ 7

“‘ZW@: (P')%: 10+ 1) J,p+1)
a,(r + Du(p’ + 1) [u(p’ + 1))\~ !
[ (P )

ulp’+ Do (p' +1) .
G*W¢ '(p)o, u(l’)]

<Z|0 l(p)|2>_1

Z[(Z[u(p +17) |2>“1u(p'+1/)av(p'+z')

Ap' +17)

i A*(p' +1) A2(p' +1)
o M D+ D) s
—ad, (P, () 10+ D) ]Jv(p + 1), (1.83)
forp'#0, A D= 10 ”(l) A 0)=a" vy .(0), where
’ my |2 ’ my |2
¢”(p’)=1+az|“(p P o+ 1] for p' £ 0. (1.84)
<
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We will prove that G is a bounded operator by transforming the formula (1.83)in a
manner similar to that applied in the formula (1.63) for the operator H,. Let us
notice at first that the function

Zl up' + 1?0, (0" + 1) P4, (p)
A(p' + 1)

has a limit as p’ — 0, lim 4,(p’ )¢,(p') = a, and it is bounded from below and above
50

4509, (0) = 4,(p) + a (1.85)

p
by positve constants independent of k and depending on d and a only. From this it
follows that the function

lal }.(p)lz 1 86
L 22016, (186)

has the same property, hence also its inverse. Now we will analyze separately some
groups of terms in (1.83). Let us start with the first two terms:

u(p’ + v (p’ +1) ulp’ + o, (p' +l') ,
T T ) L=y D
1 o) 7 u(p’ +l’)v (' +1)
z A
4.0 (p){A(p TPt hta E, A+ A + 1) 2o

Jup’ + Mo, (p' + l)J”(p + ) —u(p' + Do, + l)Ju(p' +0],p#0.  (1.87)

Owing to the cancellation of the terms with I' =, the above expression can be
extended by continuity to p’ = 0. Using all the properties of the functions appearing
above, e.g. the inequality (1.36), we can easily prove that this expression defines a
bounded operator on Lz(Tn). It is bounded also when differentiated two times at
most. To analyze the third term in (1.83) we will consider the expression in square
bracket:

0,0 +Dulp + ) (@ Ju@ + )P\ up + Do+ D,y ,
Mty (En) ety e )

o(p + l)u(p' + D4g(p") 2, + Du(p’ + l)|u(p’+l”)|2 ,

—Ju A SN '\ V4 4 .
R h D TEay s
[l )l

Ap'+1) Ap'+ 1)
O+ PR
(2%@> Bol?), 0 A0, P £ (189

Again taking into account the cancellation of the terms with [” =1 the above
expression is well defined by continuity for p’ = 0, and we even get an additional
factor 4 ,(p"). Because there are two expressions in square brackets in the considered
term, we get the additional factor AZ(p’). This factor multiplying the function
between the square bracket expressions gives an inverse of the expression (1.86)
which is also well defined. Thus the third term is well defined by continuity at
p’ = 0 and defines a bounded operator together with its derivatives up to the second
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order. It can be easily calculated that the values at p’ = 0 agree with the second
and third equalities in (1.83). We may conclude the above considerations in the
following

Proposition 1.1. The operator G is a symmetric operator on L*( T,) and
IGII, IVGT I, | GV*J |, [VGV*T |, [ VVGT [, || GV*V*J [ <95 | T ], (1.89)

with a positive constant y,, independent of k, T,, and depending on d only (if we put
a = 1). This implies the bound from below:

A =G 2y (A+]). (1.90)

Let us now come back to the integral (1.68) and to a calculation of H,B. It is
defined as a minimum of the form 3{ 4, 4,4> —a{B, B) under the conditions
QA = B, R0*A = 0. We introduce the function

WA, w,2)=35{A,4,4)+{w,QA-B) + {4, Rd*A), RA= 1, (1.91)
w and A are Lagrange multipliers, and we solve the equations
oh

—_— * =
5A A4,A+ Q*w+0A=0,
oh oh
—=0A—-B=0,— = *4 =
S 0 50 R3*4 = 0. (1.92)
We get
A= —GQ*w — Goi, R0*A = — RO*GQ*w — R0*Gd4 = 0. (1.93)

Let us calculate the operators RO*GQ* and RI*GJ. The operator 0*GQ* acting
on a constant configuration gives 0, so we have to calculate it on configurations
orthogonal to constant configurations. Q* transforms them into configurations
on the y-lattice and orthogonal to constant configurations. On such configurations
G is given by the formula (1.81), and we have
0*GQ* = 0*A71Q* — ad*4~1Q*p 1A~ 1Q*
+[471QHQ A2 Q™) ™ —ad* A 0%p10,]
a™(@1¢710,)7 1[0 — a0t ¢ 04" 0]
= A7IQROe T+ ATIQ(Q A7) — adth10,]
@@t o) org
= A71QHQ AT T @t 10, v . (1.94)
The operator R is given by the formula R=1—-P=1—A"1Q'*-(Q'4720'*)~!
Q47,50 RA™'Q* = 0 and we have
RO*GQ* =0, QGOR = 0. (1.95)
Calculating 0*G0 we get the formula
a*Ga — I + A_ 1Qr*[(QrA—2Q/*)— la— 1(6T¢— 181)— 1(Q/A—2Q/*)—l
—2(Q 472" 7]Qa™, (1.96)
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and from this it follows that
RO*G0 = 0*GOR = R. (1.97)

The equalities (1.95), (1.97) imply that the second equation in (1.93) has the
form RA =1 =0. Thus we have

A= — GQ*w, (1.98)

and the condition R0*A = 0 is satisfied automatically. We have to satisfy yet the
condition QA4 = B, so we have to investigate the operator QGQ*. It is given by the
formula

0GQ*=a 'I—a ¢ ' + a‘1¢‘161(6’1"¢“61)“‘6’1“¢‘1, (1.99)
and can be bounded as follows
al¢g—1)p '<0GQ*<a 'l (1.100)

The operator a~* (¢ — 1)/¢ has the momentum representation

¥ lu’ + 1) [o, (0 + 1)[*4,(p")
P N A 1 1)
¢,(p") lu(’ + 1) o0 + )2 4,0
Ap)+ay, T
° " Alp' + 1)
from which it follows that it is bounded from below and above by positive constants

dependent on d only (for a = 1). The same property holds for QGQ*. The condition
QA = B gives the equation

(1.101)

- 0GQ*w =B, —w=(0GQ*) " 'B, (1.102)
so finally we get the representation
H,B = GQ*(QGQ*)'B. (1.103)

This representation allows us to reduce a proof of properties of H, to the corres-
ponding properties of G.

In a similar way we can construct another important operator with the help of
G, namely an orthogonal projection in the metric {4, 4,4 ) on the subspace of 4
satisfying the conditions QA4 =0, Rd*A4 = 0. This projection can be found as a
minimum of the form (A4 — A4,, 4, (A — A,)) on the subspace of 4 satisfying the
conditions QA4 = 0, R0*4, = 0. We consider the function

9(Ag, @, 7) = 5{Ag — A, A (Ay = A)) + {w, QA ) + (4, RO*A, >, Ri =4,

(1.104)
and the equations
09 A A A At O 0+ dl=0
5A0 a’’o a LY
dg dg
—=Q0A,=0,—=R0*4,=0. .
50 04, 5 0*A, (1.105)
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The first equation gives A, = A — GQ*w — GdA, and

RO*A, = R0*A — R0O*GQ*w — R0*GOA = R0*A — A =0,
s0 A, = A — GOR0*A — GQ*w. The second equation gives

QA, =04 - QGOR0*A — QGQ*w = QA — 0GQ*w =0,
so we get the following formula for the projection

A, =PA=A—GoRI*A — GQ*QGQ*) 104, (1.106)
or

P =1— GoRéo* — GO*(QGQ*)™1Q. (1.107)

Thus all the important operators we will work with in the future are expressed in
terms of the operators G, and G,. The operators G, were investigated in paper [2].
In the next section we will use those results and the methods of that paper to prove
the corresponding properties of G, .

F. Regularity and Decay Properties of G

We want to prove that the operators G, have properties similar to those of the
operators investigated in paper [2]. To formulate them we have to introduce
several norms. The most fundamental are the supremum norm

|A| = maxsup|A4,(x)|,  |VA|=maxsup|(d,4,)(x)], (1.108)
n x u,y x
and the Holder norm
1 ,
A= max S8 o e )~ A0

1
[ A “1,(1 =|v4 [, = max sup —n I(auAv)(x) _ @Av)(X’)l-
uy X,xi|x—x'| =1 IX X I
(1.109)

Besides these we use also L*-norms.

To describe decay properties we use two families of cubes, both parametrized by
points of the unit lattice T{". Cubes 4(y) are simply unit cubes of T, or A(y) =
BX(y), ye T™. Cubes A(y) are sums of 2 unit cubes having the point y as a corner,
thus they are cubes of size 2 and with a center at y.

Let us omit the indices k and # in the following. We can formulate the basic
result of this section.

Proposition 1.2. There exists a positive constant 0, depending on d only,
such that

(GI)] | (VG ()], |GV ().

for er(y), supp J < Z(y/), with the constant O(1) depending on d only,
10VGI |, 166V |, < 0Me ([, + D] (L)
for0=sa<1, CECSO(Z(y)), suppJ < Z(y’), with the constant O(1) depending on d

(AGI)(x)| £ 0(D)e~*P=¥1[J|  (1.110)
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and o(O(1) » oo if o — 1),

[(VGV*))(x)| £ O(D)e 2P =YI(|[J |, +|J]) (1.112)
for 0 <e<1,xed(y), suppJ = Z(y’), with the constant O(1) depending on d and ¢
(0(1) > o0 if'e > 0),

levavea |, < oe= =1 ¢l + (DU ,. .+ 1)) (1.113)

for 0=a<l,e>0,a+¢<1, CeCS"(Z(y)), supp J = A(y'), with the constant O(1)
depending on d, o and ¢(0O(1) - o0 if « > 1 or ¢ — 0).
Finally there exists a constant O(1) such that

16T, 1EVGT |, [1LavT |, [EvGv*T |, [[CvVvGT |,
ILGV*VET || < O(1)e P =L | T, (1.114)

Jor supp { = A(y), supp J = A(y').
Let us remark that in the inequalities (1.112), (1.113) the choice of derivatives
VGV* is accidental; we can take arbitrary derivatives, like d G0, 6;‘Gav, 6;’:G6;".
The localized inequalities (1.110)—(1.114) imply immediately the following
global inequalities

|GI|,[VGI |, |GV*J|,|4GJ|, [VGJ [, [GV*] [, oM)|J],  (1.115)
\vev=r| o], + 7] (1.116)
Ivev=r| <om)(|J|,..+1I]) (1.117)

and (1.89), with the same dependence of the constants O(1).

A proof of Proposition 1.2 will be given in several steps. In the first step we will
show that the inequalities (1.115)—(1.117), (1.89) imply the proposition. Probably
the simplest proof of the exponential decay properties can be obtained by relating
G on the torus to G on the whole lattice #Z¢ in the usual way, and then proving
that the operator e™ **4 e‘** — A is a small perturbation of 4, for vectors
qeR* sufficiently small. Instead we construct a random walk representation of the
kind described in [2]. Such representations will be our basic tool in investigation
of more complicated operators. We consider the lattice of cubes of size M, M, =
L™, defined by the lattice Tg’;: ™, and cubes [J, of size 2M, and with a center at
the point ze T;"™. These cubes cover the lattice T,. We construct a partition of
unity taking the functions

d - 22
= [ (%) necs(1-3.31)
p=1 0

W) =1for te[ — 3, 3], h is chosen in such a way that

Y h*t—n)=1, hence Y hX(x)=1. (1.118)

We define an operator C, by the formula

Co =Y hGh,. (1.119)
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We will prove that C is a good approximation of G. We will be very sketchy
with arguments because they are almost the same as in [2]. At first we calculate
A .hA. We have

(4hA),(x)=h(x)(4A4,)(x) = ¥ (6h)(b)(0A,)(b) + (4h)(x)A,(x),

best(x)

©QhA),(y) = X n'(hA)([xx¥])

xeB*(y)

=hQAM+ X ut Y @k, ulx x,1)4,0x,)

xeBk(y) xyefx,xM) [

= h(y)(Q4),(y) + (S©@h)A4),(y),
(A, Q*ho,> = ChQA,, @, = {OhA, ~ SEIA,, >
= (A, hQ*w,> — (A, S*dh)w,>,
SO
0*ho, = hQ*w, — S*(eh)w,

and
Q*QhA# = Q*hQAu + Q*S(ah)A” = hQ*QAu — S*(ah)QAu + Q*S(@h)Au,

(@PO*hA),(x) = z nU(OPO*),,(x, X h(x')A,(x)
= h(x)(@PO*A),(x) - Z n'(@h) (T, )(@P¥), (x, X)A,(x)

= I(x)(0P0*A),(x) — (Pl(ah)A)u(x). (1.120)
These equalities imply
A hA = (4~ 0Po* +aQ*Q)hA
=hA A — [ Y. (0h)(b)(0A)(b) — (4h)A + S*(Oh)QA — Q*S(0h)A + Pl(ah)A:l

best(+)

—hA A — K(h)A, (1.121)

A4,Co=4,Yh,Gh,=Y (h,A,Gh, — K(h)Gh)

=1 —Y K(h)Gh,=1—R, (1.122)

and we get the desired representation
G=C,I—-R)!
= Y h, Gh, Kh, )Gh,

©=(00,015...,0n)

Kih, )Gh, (1.123)

where the summation is over all finite sequences w with w;e T(A’;O*"'O’. Of course the
sum is convergent only if R is small in a proper sense. This holds if M , is sufficiently
large. For example let us prove the inequality (1.113) assuming the inequalities
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(1.115)—(1.117). Let us consider {(VGV*J. We represent G by the sum in (1.123)
and we estimate the norm || EVGV*J ||, by the sum of norms. To estimate terms in
this sum we have to understand properties of factors in each term. There are two
types of factors, with the operator G and with the operator K(4). The factors with G
are estimated by using (1.115). For the first factor we have

1¢vh,Gh A, <o) L], +|¢)|RAl. (1.125)

Next we have to estimate lhle(hZZ)A |. The operator K(h) is a simple, shortranged,
first order differential operator, except the term P, (dh,). Let us write bounds for
the operator 0Pd*. They follow from the representation P = G'Q"*(Q'G*Q"*)"'Q'G/,
from Lemma 2.4 of [ 2], and the representation (1.45) and the analyticity method of
proving an exponential decay (see the proof of Lemma 2.4 in [2]). We obtain

|(6Po*), (x, X)| < O(1)e %=1, (1.126)
1 , "
—I(@Pa*) (x, x")— (OP0*) (', x”)‘ < O(1)e %0k~
IX _ x/ a W,V 7RY
for x, x":[x = x| =1, a< L. (1.127)

The constant O(1) in (1.126) depends on d only, and in (1.127) it depends on « also
(O(1) > oo if o — 1). This implies a bound on the operator hle(hzz)' We have to
consider separately the cases when []21, Dzz are disjoint, and when they are
overlapping. In the first case we have only the operator 4, P,(dh, ) and (1.126)
gives a bound with a small factor O(MJ') and the exponential factor
exp(—130y|z, — z,|) =exp (—36,M, |z}, — 2,|), where z,z, are points z,,z,
rescaled to the unit scale, i.e., 2/, z,€ T* "™ In the second case we have the small
factor O(M') only, but we may include the factor exp (— |z} — z,|) because
|z}, — 2| < 2d. Defining 26, = min {36;, M '}, we obtain

|h21K(h22)A| S O(M, He 2%l =I(|VA| 4 |A]). (1.128)
The last factor in each term is estimated by using (1.115), (1.116)
[VGh V*J|+|Gh V*T| o) (| T, +]J) o) (| ]|,,, +]|J]). (1.129)

There is one possibility left yet, namely that of the terms with one factor. Then
we apply the inequality (1.117) together with (1.115), (1.116) and we get

I¢vh,Gh,V*I |, < o) C, + [EDUI s, +1T]): (1.130)

Gathering together all these estimates we obtain

1cveva |, =omdic], + <) X 0" Mg - woon.... w%yemwo,y'emm
n=0
el o, el 1))

SoMe= P, + 1AL, + 1)

. i 0(1)2"Mg"< 5 e—(soMoux;>". (1.131)

xeZ'
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Let us notice that the constant O(1) under the sum above is an absolute constant
depending on d only, hence we can fix M, depending on d only, such that the
series is convergent. This M, is approximately equal to the norm O(1) in the
inequalities (1.115), (1.128), thus the exponential decay we get is practically the
same as in the first mentioned method.

The proofs of the other inequalities are exactly the same, but in the estimates of
GV*J we have to take a representation of G adjoint to (1.123), with the operators
K{(h) acting on the right.

Thus we have to prove inequalities (1.115)—(1.117). Let us notice that the proof
of inequalities (1.114), describing the decay in L*-norms, is completed because
we have proved inequalities (1.89). This may serve as a basis of another proof of
the exponential decay properties. This proof, and also a proof of (1.115)—(1.117),
makes use of the identity

G = G, + G,0PO*G, (1.132)

where G, = (4 + aQ*Q)~". This operator is similar to G’, but with the different
averaging operator. We will prove (1.115)—(1.117), and in fact the whole Proposition
1.2, for the operator G,. This together with the properties (1.126), (1.127) of dP0*
and (1.89), or (1.114) for the operator G implies immediately (1.115)—(1.117), or
Proposition 1.2 for G.

Properties of the operator G, can be easily reduced to the corresponding
properties of the operator G’ by the equality

G, =G + G'(a,0*Q' — aQ*Q)G,. (1.133)

We only have to know some weak bounds for G, for example bounds in the
L?-norm (1.89), or (1.114). This operator is given by the formula

Gy = A7 —ad™1Q*¢ 104" 1J (1.134)

for J orthogonal to constant functions, and G,J = a~'J for J constant, hence by
the first two terms in the representation (1.81). Thus its momentum representation
is given by (1.87) and we have Proposition 1.1 for G,. This leads also to (1.114)
by the same reasoning with a random walk expansion as for G. In paper [2] we
have proved all the necessary properties of G’, except the second order inequalities
(1.112), (1.113). Let us prove for example (1.112). We use Lemma 2.4 of that paper
and the equality (2.34) with [J replaced by the whole torus. Let us write this
equality again,

k—1

G, = COn 4 '21 af(Ljn)_4G}"Q}*C(j)’L’”Q}G3", (1.135)

i=

where we have written explicitly indices and scales. We have

0,G.05)(x) =}, 1%0,G,aH)(x, x)(f(x) —f(x))

x'eTy,

=neZC(O)(n'-lx’n—lxl)ln——lx -1x/|8f

lxl
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k—1
+ Y (Unya; Y, (@5 'GQH (L) x, y)C(y, y)
j=1 y,y'eT{)
D e e e
(1.136)

and applying the estimates (2.35)—(2.37) of Lemma 2.4 in [2] we obtain for xe A(y),
supp/ <= 4(y)

k—1
10,6051 £ 3 (Limro(1e™t2ibr=1

j=0
.ZL“jde—(l/‘l)éb(LJrl)‘1|x—x'|[(Ljn)—l(x {Suplf x') fx)|
x’ ]X X|
< ORI £ | £ (1.137)

i.e, the inequality (1.112) with §, = 3 6,. The proof of (1.113) is similar. Thus we
have finished the proof of Propos1t10n 1.2.
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