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This paper discusses efficient estimation for a class of nonlinear time-series models with unknown error densities. It establishes local asymptotic normality in this semi-parametric setting. This is then used to describe efficient estimates and to discuss the question of adaptation. Stein’s necessary condition for adaptive estimation is satisfied if the error densities are symmetric, but is also satisfied in some models with asymmetric error densities. The paper gives several methods of constructing efficient estimates. These results are then applied to construct efficient estimators in SETAR(2; 1, 1), EXPAR(1) and ARMA(1, 1) models. We observe that adaptation is not possible in the SETAR(2; 1, 1) model with asymmetric errors while the efficient estimators in the ARMA(1, 1) model are adaptive even for asymmetric error densities. Section 8 contains a result that is useful in verifying the continuity of the stationary density with respect to the underlying parameters.
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1. Introduction

The construction of estimators that are asymptotically efficient in the presence of infinite-dimensional nuisance parameters has been the focus of numerous researchers in the last three decades – see, for example, the recent monograph by Bickel et al. (1993) and the references therein. The present paper is concerned with the construction of such estimators in a class of nonlinear time-series models.

To describe these models, let \( \mathbb{R} \) denote the set of real numbers, and let \( m \) and \( p \) be positive integers. Let \( \mathcal{F} \) be a class of Lebesgue densities, \( \Theta \) be an open subset of \( \mathbb{R}^m \), \( \mathfrak{P} = \{ P_{\theta, \phi} : (\theta, \phi) \in \Theta \times \mathcal{F} \} \) be a family of probability measures, \( X_{1-p}, \ldots, X_0, X_1, X_2, \ldots \) be random variables and, for each \( j = 1, 2, \ldots, \) let \( h_j \) be a measurable map from \( \mathbb{R}^{p+j-1} \times \Theta \) into \( \mathbb{R} \). Let \( X_j = (X_{1-p}, \ldots, X_j)^T, j = 0, 1, \ldots, \) and

\[
H_j(\theta) = h_j(X_{j-1}, \theta), \quad \theta \in \Theta, j = 1, 2, \ldots
\]
The time series \( \{X_j; j \geq 1 - p\} \) is assumed to have the following structure: under each \( P_{\theta, \phi} \in \mathcal{P} \), the random vector \( X_0 \) has a Lebesgue density \( g_{\theta, \phi} \), and the random variables
\[
\epsilon_j(\theta) = X_j - H_j(\theta), \quad j = 1, 2, \ldots ,
\]
are independent with common density \( \phi \) and independent of \( X_0 \).

By selecting appropriate functions \( \langle h_j \rangle \) one can obtain various models studied in the time-series literature such as the well-known ARMA models and the class of nonlinear autoregression (NLAR(\( p \)) models, where
\[
H_j(\theta) = h(X_{j-p}, \ldots , X_{j-1}, \theta)
\]
for some known function \( h \) from \( \mathbb{R}^p \times \Theta \). Examples of NLAR(\( p \)) models are the SETAR(2; 1, 1) and EXPAR(1) models. The SETAR(2; 1, 1) model is obtained by taking \( m = 2, p = 1 \) and
\[
h(x, \theta) = \theta_1 xI[x \leq 0] + \theta_2 xI[x > 0],
\]
while the EXPAR(1) model is obtained by taking \( m = 3, p = 1 \) and
\[
h(x, \theta) = (\theta_1 + \theta_2 e^{-\theta_3 x^2})x.
\]

Tong (1990) discusses these and many other nonlinear time-series models.

Suppose now that the true parameter is \( (\theta, f) \). The problem of interest is the construction of efficient estimators of \( \theta \) in the presence of the nuisance parameter \( f \). Such estimates have been constructed for AR and ARMA models in two papers by Kreiss. In fact his estimates are adaptive, i.e., they are asymptotically as efficient as in the case of known \( f \).

Kreiss (1987a) provides adaptive estimates for parameters in ARMA models when the error densities are assumed to be symmetric; Kreiss (1987b) constructs adaptive estimates of parameters in AR models without this symmetry assumption. Jeganathan (1995) describes an extension of the construction of Kreiss (1987a) to the present models with symmetric errors and addresses various other inference issues for general time-series models. See also Koul and Pflug (1990) for adaptive estimation in explosive autoregression.

After the first draft of this paper, we became aware of the preprint by Drost et al. (1994). This preprint deals with adaptive estimation of (a part of) the parameter of interest in more general time-series models than considered here (our model is a subclass of their location–scale model) and shows how a sample splitting technique used in i.i.d. models by Schick (1986) can be used to construct adaptive estimates for these models. The authors then apply their construction to ARMA, TAR and ARCH models. In particular, they show that adaptive estimation of the full parameter of interest is possible in ARMA models. The possibility of adaptive estimation was already observed in an earlier paper (Drost et al. 1993) by these authors.

Since adaptive estimation is not always possible, Jeganathan (1995) imposed symmetry conditions and Drost et al. (1994) could only estimate the component of the parameter of interest which is adaptively estimable. In contrast, we consider efficient estimation in general. This allows us to estimate the full parameter of interest and gives us the freedom to consider general error models. Our estimates will be automatically adaptive if the necessary condition for adaptation is met.
We give three constructions of efficient estimates. The construction given in Section 4 is similar to that of Drost et al. (1994). It uses the sample splitting technique and shows that efficient estimation is possible under minimal assumptions. We feel that sample splitting should be avoided in moderate sample sizes. A small simulation study is included which supports our belief. Therefore we give two more constructions that avoid this technique at the expense of additional assumptions. The construction in Section 5 does so for adaptive estimation in symmetric error models. It adopts the construction from Kreiss (1987a) and fixes an erroneous argument in Jeganathan (1995). Section 6 gives a construction for error models whose densities have zero means and finite variances but are not necessarily symmetric. One encounters such error models in ARMA and NLAR models.

Our asymptotic considerations are based on the local asymptotic normality (LAN) of our models. Various LAN results have been proved in special cases by several authors – see Akritas and Johnson (1980), Swensen (1985), Kreiss (1987a), Hwang and Basawa (1993), Drost et al. (1994) and Jeganathan (1995). These results do not allow for a parametrization of the error density, and only Drost et al. (1994) and Jeganathan (1995) prove uniformity in the parameter of interest. However, the latter two papers give LAN for other time-series models. In contrast, we prove LAN in both the parameter of interest and the nuisance parameter, with uniformity in the former. This semi-parametric version is needed to characterize efficient estimates and to describe Stein’s (1956) necessary condition for adaptive estimation. The uniformity is helpful in the construction of efficient estimates.

One of the assumptions used to obtain LAN is the assumption that the initial distribution has negligible effect. In our case this is guaranteed by the $L_1$-continuity of the map $(\theta, \phi) \mapsto g_{\theta, \phi}$ at $(\theta, f)$. The verification of this condition in stationary AR and ARMA models is rendered feasible because of the causality of these processes but its verification in general nonlinear time-series models is far from being routine. For this reason, Section 8 provides sufficient conditions for the $L_1$-continuity in stationary and ergodic NLAR(1) models. Neither Drost et al. (1994) nor Jeganathan (1995) address this issue.

Our paper is organized as follows. Section 2 proves LAN for the semi-parametric time-series models considered here. It includes a discussion about the verification of the sufficient conditions for NLAR models. Section 3 addresses the question of efficient estimation of $\theta$. It begins by characterizing asymptotically efficient estimates for general error models. It then discusses Stein’s (1956) necessary conditions for adaptive estimation. It is seen that this condition holds if $\mathcal{F}$ contains only symmetric error densities, but may fail otherwise. In particular, it is observed that without the symmetry assumption Stein’s necessary condition is not satisfied in the SETAR(2; 1, 1) model, but is satisfied in the ARMA(1, 1) model when the error distributions have zero means and finite variances. The former is a new observation and the latter was already observed by Drost et al. (1993).

Section 4 constructs asymptotically efficient estimates using a sample splitting technique. The discussion on this construction is brief because this is the same approach as taken by Drost et al. (1994). This section then gives such estimates for SETAR(2; 1, 1), (restricted) EXPAR(1) and MA(1) models.

In Sections 5 and 6 we show that under additional assumptions efficient estimates can be constructed without the sample splitting technique. Section 5 does so for adaptive estimation in symmetric error models. It concludes with a simulation study that shows
superiority of these estimates over the ones based on the sample splitting technique. Section 6 gives a construction avoiding the sample splitting for error models whose densities have zero means and finite variances but are not necessarily symmetric. This construction is used in Section 7 to construct an efficient and adaptive estimate of the parameter of an ARMA(1, 1) model. Our construction differs from those in Kreiss (1987a) and Drost et al. (1994) in that it is based on the actual observations, while their constructions require observation of past error variables which are not available. Our proof gives also the argument for the continuity of the stationary densities, an issue omitted by both papers. Thus we give a complete argument for the construction of asymptotically efficient estimators in truly stationary ARMA models based on the actual observations under minimal assumptions.

Throughout this paper, $\theta$ and $f$ are fixed and $F$ denotes the distribution corresponding to $f$. The expectation under $P_{\theta_0}$ is denoted by $E_{\theta_0}$, $(\theta_0, \phi) \in \Theta \times \mathcal{F}$. For convenience, $P_{\theta,f}$ and $E_{\theta}$ are abbreviated by $P_{\theta}$ and $E_{\theta}$, respectively. By a local sequence we mean a sequence $\{\theta_n\}$ in $\Theta$ such that $\sqrt{n}(\theta_n - \theta)$ is bounded. For a local sequence $\{\theta_n\}$ and a sequence $\{a_n\}$ of positive numbers, $O_{\theta_n}(a_n)$ denotes a sequence of random variables $\{\xi_n\}$ such that $a_n^{-1}\xi_n$ converges to 0 (is bounded) in $P_{\theta_n}$-probability. The distribution of a random variable $X$ under a probability measure $P$ is denoted by $\mathcal{L}(X | P)$. The multivariate normal distribution with mean $\mu$ and covariance matrix $W$ will be denoted by $\mathcal{N}(\mu, W)$.

In what follows we shall often work with (submodels of) the error models $\mathcal{F}_0$ and $\mathcal{F}_0^+$, where $\mathcal{F}_0$ is the set of all Lebesgue densities that have zero means, finite variances and finite Fisher information for location, and $\mathcal{F}_0^+$ consists of all positive densities in $\mathcal{F}_0$.

### 2. Local asymptotic normality

In this section we provide sufficient conditions for the desired LAN of our model and discuss them in NLAR models. From now on we assume the following.

**Assumption 2.1.** The density $f$ has finite Fisher information for location, i.e., $f$ is absolutely continuous with a.e.-derivative $f'$ and

$$J = \int f^2 \, dF < \infty, \quad \text{where} \quad \zeta = -\frac{f'}{f}. \quad (2.1)$$

Moreover,

$$\int |g_{\theta,f}(x) - g_{\theta_0,f}(x)| \, dx \to 0, \quad \text{as} \quad \theta \to \theta_0. \quad (2.2)$$

**Assumption 2.2.** There exist a $\nu \in \mathbb{R}^m$, a positive definite $m \times m$ matrix $M$ and measurable functions $h_j$ from $\mathbb{R}^{p+j-1} \times \Theta$ to $\mathbb{R}^m$, $j = 1, 2, \ldots$, such that for all local sequences $\{\theta_n\}$ and $\{\theta_n\}$.
\[
\sum_{j=1}^{n} |H_j(\theta_n) - H_j(\theta_n) - (\theta_n - \theta_n)\dot{H}_j(\theta_n)|^2 = o_{\theta_n}(1),
\]
\[
\max_{1 \leq j \leq n} \frac{1}{n} \| \dot{H}_j(\theta_n) \| = o_{\theta_n}(1),
\]
\[
\frac{1}{n} \sum_{j=1}^{n} \dot{H}_j(\theta_n) = \nu + o_{\theta_n}(1),
\]
\[
\frac{1}{n} \sum_{j=1}^{n} \dot{H}_j(\theta_n)\dot{H}_j^T(\theta_n) = M + o_{\theta_n}(1),
\]
where \( \dot{H}_j(\theta) = \dot{h}_j(X_{j-1}, \theta) \) for \( j = 1, 2, \ldots \) and \( \theta \in \Theta \).

The quantities \( \nu \) and \( M \) may depend on the parameter value \( \theta \). But since \( \theta \) is fixed throughout, we have suppressed this dependence. Let us now introduce the parametrization of the error density.

**Definition 2.3.** By an \( s \)-dimensional path we mean a map \( \eta \mapsto f_\eta \) from a neighbourhood \( \Delta \) of the origin in \( \mathbb{R}^s \) into \( \mathcal{T} \) such that \( f_0 = f \). The path \( \eta \mapsto f_\eta \) is said to be \( \zeta \)-smooth if \( \zeta \) is a measurable function from \( \mathbb{R} \) to \( \mathbb{R}^s \) such that \( \int \| \zeta \|^2 \, dF < \infty \), \( \int \zeta \zeta^T \, dF \) is non-singular, and
\[
\int \left( \sqrt{f_\eta(x)} - \sqrt{f(x)} - \frac{1}{2} \eta^T \zeta(x) \sqrt{f(x)} \right)^2 \, dx = o(\| \eta \|^2). \tag{2.7}
\]
The path \( \eta \mapsto f_\eta \) is said to be \( \zeta \)-regular if it is \( \zeta \)-smooth and if
\[
|g_{\theta, f_\eta}(x) - g_{\theta, f}(x)| \, dx \to 0, \quad \text{as } \theta \to \theta \text{ and } \eta \to 0. \tag{2.8}
\]

Now let \( \eta \mapsto f_\eta \) be an \( s \)-dimensional \( \zeta \)-smooth path. Define \((m + s)\)-dimensional random vectors
\[
S_j(\theta, \zeta) = \begin{pmatrix} \dot{H}_j(\theta) \sqrt{f_j(\theta)} \\ \zeta(\theta) \end{pmatrix}, \quad j = 1, 2, \ldots,
\]
and an \((m + s) \times (m + s)\) matrix
\[
V(\zeta) = \begin{bmatrix} JM & \nu \int \zeta \zeta^T \, dF \\ \int \zeta \zeta^T \, dF & \int \zeta \zeta^T \, dF \end{bmatrix}.
\]
Let \( P_{\vec{\theta}, \eta}^n \) be the restriction of \( P_{\vec{\theta}, f_\eta} \) to the \( \sigma \)-field generated by \( X_n \). For \( \theta_1, \theta_2 \in \Theta \) and \( \eta \in \Delta \), let \( \Lambda_n(\theta_1, \theta_2, \eta) \) denote the log-likelihood ratio of \( P_{\vec{\theta}, \eta}^n \) to \( P_{\vec{\theta}, \eta}^0 \):
\[
\Lambda_n(\theta_1, \theta_2, \eta) = \sum_{j=1}^{n} \log \frac{f_{\eta}(X_j - H_j(\theta_2))}{f(X_j - H_j(\theta_1))} + \log \frac{g_{\theta_2, f_\eta}(X_0)}{g_{\theta_1, f}(X_0)}.
\]
We are now ready to state and prove the following LAN result.
Theorem 2.4. Suppose Assumptions 2.1 and 2.2 hold, the path \( \eta \mapsto f_\eta \) is \( \xi \)-regular and \( V(\xi) \) is positive definite. Let \( \langle \theta_n \rangle \) be a local sequence and \( \langle \nu_n \rangle = \langle (t_n, u_n) \rangle \) be a bounded sequence in \( \mathbb{R}^m \times \mathbb{R}^s \). Then

\[
\Lambda_n \left( \theta_n, \theta_n + \frac{1}{\sqrt{n}} t_n, \frac{1}{\sqrt{n}} u_n \right) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \nu_n^T S_j(\theta_n, \xi) - \frac{1}{2} \nu_n^T V(\xi) \nu_n + o_{\theta_n}(1),
\]

(2.9)

and

\[
\mathcal{O} \left( \frac{1}{\sqrt{n}} \sum_{j=1}^{n} S_j(\theta_n, \xi)|P_{\theta_n} \right) \Rightarrow \mathcal{N}(0, \mathcal{V}(\xi)).
\]

(2.10)

Consequently,

\[
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} (S_j(\theta_n, \xi) - S_j(\theta, \xi)) + \left[ \int \frac{J M}{\xi d F} \xi^T \right] \sqrt{n}(\theta_n - \theta) = o_{\theta}(1).
\]

(2.11)

Proof. Let \( \eta_n = n^{-1/2} u_n, \delta_n = n^{-1/2} t_n \) and \( Z_{n,j} = n^{-1/2} S_j(\theta_n, \xi), j = 1, \ldots, n \). Our proof utilizes the martingale central limit theorem – see Corollary 3.1 in Hall and Heyde (1980) – and a proper application of Theorem 3.10 in Fabian and Hannan (1987). More precisely, we shall apply their theorem with \( \Theta_n = \{ t: t + \theta_n \in \Theta \} \times \Delta, \theta = 0, E_{n,(t,u)}(\cdot) = \int \cdot d P^n_{\theta_n+t,u}, \]

\( U_{n,j} = Z_{n,j} \) and \( M_n = n I_{m+s} \), where \( I_{m+s} \) denotes the \((m+s) \times (m+s)\) identity matrix. In view of these results it suffices to verify

\[
E_{\theta_n}(Z_{n,j}|X_{j-1}) = 0, \quad j = 1, \ldots, n, \quad P_{\theta_n} \text{ a.s.,}
\]

(2.12)

\[
L_n(\alpha) = \sum_{j=1}^{n} E_{\theta_n}(\|Z_{n,j}\|^2 I[\|Z_{n,j}\| > \alpha]|X_{j-1}) = o_{\theta_n}(1), \quad \alpha > 0,
\]

(2.13)

\[
\sum_{j=1}^{n} E_{\theta_n}(Z_{n,j} Z_{n,j}^T |X_{j-1}) = V(\xi) + o_{\theta_n}(1),
\]

(2.14)

\[
\int \left( \sqrt{g_{\theta_n,f_{\eta_n}}(x)} - \sqrt{g_{\theta_n,f}(x)} \right)^2 dx + \sum_{j=1}^{n} \int w_{n,j}^2(y) dy = o_{\theta_n}(1),
\]

(2.15)

where

\[
w_{n,j}(y) = \left[ f_{\eta_n}(y - H_j(\theta_n + \delta_n)) \right]^{1/2} - \left[ f(y - H_j(\theta_n)) \right]^{1/2} - \frac{1}{2} \nu_n^T \dot{S}_{n,j}(y - H_j(\theta_n))
\]

with

\[
\dot{S}_{n,j}(y) = \left( \frac{H_j(\theta_n) f(y)}{\xi(y)} \right) \sqrt{f(y)}, \quad y \in \mathbb{R}.
\]
Straightforward calculations and Assumption 2.2 yield (2.12) and (2.14). Verify that

\[ L_n(a) = \frac{1}{n} \sum_{j=1}^{n} \int \left\{ \left\| \hat{s}_{n,j}(y) \right\|^2 \right\} \left( \hat{s}_{n,j}(y) \right) dy \]

\[ \leq \frac{2}{n} \sum_{j=1}^{n} \left\| \hat{H}_j(\theta_n) \right\|^2 \left( \int \left\{ 2B_n \sqrt{n} > a \right\} \right) df + 2 \int \left\{ 2\|\xi\| > a \sqrt{n} \right\} \left\| \xi \right\|^2 df, \quad a > 0, \]

with \( B_n = \max_{1 \leq j \leq n} n^{-1/2} \left\| \hat{H}_j(\theta_n) \right\|. \) Thus (2.13) follows from (2.1), (2.4), (2.6) and the finiteness of \( \int \left\| \xi \right\|^2 df. \) The first integral on the left-hand side of (2.15) tends to zero by (2.8). To deal with the second term, set \( \xi^* = \xi \sqrt{\frac{\hat{f}}{2}}, \hat{\xi} = \sqrt{\frac{\hat{f}}{2}} \) and \( R_{n,j} = H_j(\theta_n + \delta_n) - H_j(\theta_n) \) and conclude from (2.3) and (2.4) that \( R_n = \max_{1 \leq j \leq n} \| R_{n,j} \| = o_{\theta_n}(1). \) Now bound the second term in (2.15) by \( 4(T_{n,1} + T_{n,2} + T_{n,3} + T_{n,4}), \) where

\[ T_{n,1} = \sum_{j=1}^{n} \int \left( f_{\eta_n}^{1/2} - f_{\eta_n}^{1/2} - \eta_n^T \xi^* \right)^2(y - H_j(\theta_n + \delta_n)) dy \]

\[ = n \int \left( f_{\eta_n}^{1/2} - f_{\eta_n}^{1/2} - \eta_n^T \xi^* \right)^2(y) dy \to 0 \]

by the \( \xi\)-smoothness of the path \( \eta \mapsto f_{\eta}; \)

\[ T_{n,2} = \frac{\| u_n \|^2}{n} \sum_{j=1}^{n} \left\| \xi^* (y - H_j(\theta_n + \delta_n)) - \xi^*(y - H_j(\theta_n)) \right\|^2 dy \]

\[ \leq \| u_n \|^2 \sup_{|t| \leq R_n} \int \left\| \xi^*(y - t) - \xi^*(y) \right\|^2 dy = o_{\theta_n}(1) \]

in view of \( R_n = o_{\theta_n}(1) \) and Theorem 9.5 in Rudin (1974);

\[ T_{n,3} = \sum_{j=1}^{n} \int \left( f_{\eta_n}^{1/2}(y - R_{n,j}) - f_{\eta_n}^{1/2}(y) - R_{n,j} \xi^*(y) \right)^2 dy \]

\[ \leq \sum_{j=1}^{n} R_{n,j}^2 \int_0^1 \left( \xi^*(y - tR_{n,j}) - \xi^*(y) \right)^2 dy \]

\[ \leq \sum_{j=1}^{n} R_{n,j}^2 \sup_{|t| \leq R_n} \int \left( \xi^*(y - t) - \xi^*(y) \right)^2 dy = o_{\theta_n}(1) \]

by Assumption 2.1, (2.3), (2.6) and Theorem 9.5 in Rudin (1974); and

\[ T_{n,4} = \sum_{j=1}^{n} \left( R_{n,j} - R_{n,j}^T \hat{H}_j(\theta_n) \right)^2 \int \left( \hat{\xi}^*(y) \right) dy = o_{\theta_n}(1) \]

by (2.3). This completes the proof. \( \square \)
Remark 2.5. Inspection of the above proof shows that (2.5) is not needed if \( u_n = 0 \). Of course, the case \( u_n = 0 \) has already been obtained by Drost et al. (1994) and Jeganathan (1995).

Remark 2.6. On Assumption 2.2. If Assumption 2.1 holds and (2.3), (2.4) and (2.6) are met with \( \theta_n = \theta \), then an application of Theorem 2.4 with \( u_n = 0 \) and \( \theta_n = \theta \) yields that \( \mathcal{L}(X_n|P_{\beta_n}) \) and \( \mathcal{L}(X_n|P_0) \) are mutually contiguous for each local sequence \( \langle \beta_n \rangle \). Thus, under Assumption 2.1, to verify Assumption 2.2 it suffices to show that (2.3)–(2.6) hold with \( \theta_n = \theta \) and that

\[
\frac{1}{n} \sum_{j=1}^{n} \left\| \hat{H}_j(\theta_n) - \hat{H}_j(\theta) \right\|^2 = o_\theta(1). \tag{2.16}
\]

In particular, consider a stationary and ergodic NLAR(1) process where \( H_j(\theta) = h(X_{j-1}, \theta) \) for some function \( h \) from \( \mathbb{R} \times \Theta \) to \( \mathbb{R} \). Assume that there exists a function \( \hat{h} \) from \( \mathbb{R} \times \Theta \) into \( \mathbb{R}^m \) such that \( E_\theta \|\hat{h}(X_0, \theta)\|^2 < \infty \), \( E_\theta \hat{h}(X_0, \theta)\hat{h}^T(X_0, \theta) \) is positive definite,

\[
E_\theta(h(X_0, \theta) - h(X_0, \theta) - (\theta - \theta)^T \hat{h}(X_0, \theta))^2 = o(\|\theta - \theta\|^2) \tag{2.17}
\]

and

\[
E_\theta(\hat{h}(X_0, \theta) - \hat{h}(X_0, \theta))^2 \to 0 \quad \text{as } \theta \to \theta. \tag{2.18}
\]

In the presence of Assumption 2.1, these conditions imply Assumption 2.2 with \( v = E_\theta \hat{h}(X_0, \theta) \) and \( M = E_\theta \hat{h}(X_0, \theta)\hat{h}^T(X_0, \theta) \).

Remark 2.7. On (2.2) and (2.8). Consider again a stationary and ergodic NLAR(1) process so that \( H_j(\theta) = h(X_{j-1}, \theta) \) for some function \( h \) from \( \mathbb{R} \times \Theta \) to \( \mathbb{R} \). Assume that there is a positive constant \( A \) and a measurable non-negative function \( \psi \) such that

\[
|h(x, \theta)| \leq A\psi(x), \quad x \in \mathbb{R}, \tag{2.19}
\]

and

\[
|h(x, \theta) - h(x, \theta)| \leq \|\theta - \theta\| A\psi(x), \quad x \in \mathbb{R}, \tag{2.20}
\]

for all \( \theta \) close to \( \theta \). It then follows from Lemma 8.2 in the Appendix, that (2.2) is implied by

\[
\limsup_{\theta \to \theta} E_{\beta, \psi}(X_0) < \infty, \tag{2.21}
\]

and, for a \( \zeta \)-smooth path \( \eta \mapsto f_\eta \), (2.8) is implied by

\[
\limsup_{\beta \to \theta, \eta \to 0} E_{\beta, f_\eta}(X_0) < \infty. \tag{2.22}
\]

In the AR(1) model one has \( \Theta = (-1, 1) \), \( h(x, \theta) = \beta x \), \( E_{\beta, \phi}|X_0| \leq \int |x|\phi(x) \, dx/(1 - |\theta|) \) and \( E_{\beta, \phi}(X_0^2) = \int x^2\phi(x) \, dx/(1 - \theta^2) \). Thus (2.19), (2.20) and (2.22) hold with \( A = 1 \) and \( \psi(x) = |x| \) and one obtains (2.8) for every smooth path that also satisfies

\[
\limsup_{\eta \to 0} \int |x|f_\eta(x) \, dx < \infty. \tag{2.23}
\]
The following result can be used to verify (2.22) if no closed form for $E_{\theta, \phi} \psi(X_0)$ is available. Suppose the densities in $\mathcal{F}$ are positive, $\psi(x) \to \infty$ as $|x| \to \infty$ and
\[
\int \psi(y + h(x, \theta))\phi(y) \, dy \leq C + (1 - 2\delta)\psi(x), \quad x \in \mathbb{R},
\] (2.24)
for positive constants $C$ and $\delta$. Then for all sufficiently large $K$,
\[
E_{\theta, \phi} \psi(X_0) \leq \frac{1}{\delta} (C + (1 - \delta) \sup_{|x| < K} \psi(x)).
\] (2.25)
This can be derived from Theorem 1 in Tweedie (1983). Indeed, if $K$ is large enough so that $C \leq \delta \psi(x)$ whenever $|x| > K$ and if $\sup_{|x| < K} \psi(x) < \infty$, then the assumptions of his theorem hold with $A = [-K, K]$ and $g = \delta^{-1}\psi$ and the desired result follows from the bound established in his proof.

**Example 2.8. SETAR(2; 1, 1) model.** Take $\mathcal{F}$ to be a subset of $\mathcal{F}_0^+$ so that $\mathcal{F}$ is a set of positive Lebesgue densities with zero means, finite variances and finite Fisher information for location, and take
\[
\Theta = \{ \theta \in \mathbb{R}^2: \theta_1 < 1, \theta_2 < 1, \theta_1\theta_2 < 1 \}.
\]
Petrucelli and Woolford (1984) have shown that the SETAR(2; 1, 1) model defined by $H_j(\theta) = h(X_{j-1}, \theta)$, where
\[
h(x, \theta) = \theta_1 xI[x \leq 0] + \theta_2 xI[x > 0], \quad x \in \mathbb{R},
\]
is ergodic for each $(\theta, \phi) \in \Theta \times \mathcal{F}$. Thus we take $\{g_{\theta, \phi}: (\theta, \phi) \in \Theta \times \mathcal{F}\}$ to be the stationary densities. Chan et al. (1985) have shown that the finiteness of the error variance implies that $E_{\theta} X_0^2 < \infty$. From this one easily derives (2.17) and (2.18) with
\[
h(x, \theta) = \begin{pmatrix} xI[x \leq 0] \\ xI[x > 0] \end{pmatrix}.
\]
One also finds that
\[
M = E_{\theta} h(X_0, \theta) \hat{h}^T(X_0, \theta) = \begin{bmatrix} E_{\theta} X_0^2 I[X_0 \leq 0] & 0 \\ 0 & E_{\theta} X_0^2 I[X_0 > 0] \end{bmatrix}
\]
is positive definite.

Now let $a$, $b$, $c$ be positive numbers, $c < 1$, such that $\theta \in U$, where $U = (-ac/b, c) \times (-bc/a, c) \subset \Theta$, and set
\[
\psi(x) = \begin{cases} a|x|, & x \leq 0, \\ bx, & x > 0. \end{cases}
\]
Then, for all $\theta \in U$ and $\phi \in \mathcal{F}$, one verifies (2.19) and (2.20) for some $A > 0$ and calculates
\[
\int \psi(y + h(x, \theta))\phi(y) \, dy \leq (a + b) \int |y|\phi(y) \, dy + c\psi(x), \quad x \in \mathbb{R}.
\]
Thus, in view of Remark 2.7, for each positive $C$ there is a positive constant $K_C$ such that
Example 2.9. EXPAR(1) model. Let $\mathcal{T}$ again be a subset of $\mathcal{T}_0^+$, $\Theta = \{\vartheta \in \mathbb{R}^3: |\vartheta_1| < 1, \vartheta_3 > 0\}$ and

$$h(x, \vartheta) = (\vartheta_1 + \vartheta_2 e^{-\vartheta_4 x^2})x, \quad x \in \mathbb{R}.$$  

Chan and Tong (1985) have shown that the EXPAR(1) model defined by $H_f(\vartheta) = h(X_{f-1}, \vartheta)$ is geometrically ergodic for each $(\vartheta, \phi) \in \Theta \times \mathcal{T}$. We take $\{g_{\vartheta,\phi}: (\vartheta, \phi) \in \Theta \times \mathcal{T}\}$ to be the stationary densities. Let $a, b, c$ be positive numbers, $a < 1, c < b$, such that $\theta \in U$, where

$$U = (-a, a) \times (-b, b) \times (c, b).$$

Then one verifies (2.19) and (2.20) for all $\vartheta \in U$ with $\psi(x) = |x|$ and some $A > 0$. Furthermore, one calculates for $\vartheta \in U$ and $\phi \in \mathcal{T}$ that

$$\int |y + h(x, \vartheta)|^2 \phi(y) \, dy \leq \int y^2 \phi(y) \, dy + a^2x^2 + (2ab + b^2) \sup_{t \in \mathbb{R}} t^2 e^{-ct^2}, \quad x \in \mathbb{R}.$$  

Thus, in view of Remark 2.7, for each $B > 0$ there exists a $K_B > 0$ such that

$$E_{\vartheta,\phi} X_0^2 \leq \frac{2}{1 - a^2} \left( B + (2ab + b^2) \sup_{t \in \mathbb{R}} t^2 e^{-ct^2} + \frac{1 + a^2}{2} K_B \right)$$

for all $\vartheta \in U$ and $\phi \in \mathcal{T}$ with $\int y^2 \phi(y) \, dy \leq B$. By the choice of $\mathcal{T}$, $f$ has finite Fisher information for location. Thus one verifies with the aid of Remark 2.6 that Assumptions 2.1 and 2.2 hold with

$$\hat{h}(x, \vartheta) = \begin{pmatrix} x \\ xe^{-\vartheta_4 x^2} \\ -\vartheta_2 x^3 e^{-\vartheta_4 x^2} \end{pmatrix}$$

provided $M = E_{\vartheta} \hat{h}(X_0, \theta)\hat{h}^T(X_0, \theta)$ is invertible, and obtains from Remark 2.7 that every smooth path which satisfies

$$\limsup_{\eta \to 0} \int x^2 f_\eta(x) \, dx < \infty \quad (2.26)$$

is regular. It is easy to see that the matrix $M$ is singular if $\theta_2 = 0$. Of course, this is intuitively clear; if $\theta_2 = 0$, then $\theta_3$ is not identifiable. To avoid this singularity, we shall work in the following mainly with the EXPAR(1) model in which $\theta_3$ is known, say $\theta_3 = \gamma$. For this model $\Theta = (-1, 1) \times \mathbb{R}$ and

$$h(x, \vartheta) = (\vartheta_1 + \vartheta_2 e^{-\gamma x^2})x, \quad x \in \mathbb{R}.$$  

We refer to this model as the restricted EXPAR(1) model.
3. Efficiency considerations

Throughout this section we assume again that Assumptions 2.1 and 2.2 hold. We shall now discuss efficient estimation of $\theta$. For this purpose, let $\mathcal{Q}$ denote a set of regular paths. For a path $q$ in $\mathcal{Q}$, we let $s_q$ denote its dimension, $\zeta_q$ its smoothness parameter, and $l_q$ the projection of $l$ onto the linear span $T_q = \{a^T \zeta_q; a \in \mathbb{R}^{s_q}\}$ generated by the components of $\zeta_q$, and

$$I(q) = JM - \nu \left( \int l_q^T dF \left( \int \zeta_q \zeta_q^T dF \right)^{-1} \zeta_q \right)$$

its information matrix for estimating $\theta$. In view of a well-known formula for the determinant of partitioned matrices, $\det (V(\zeta_q)) = \det (I(q)) \det \left( \int \zeta_q \zeta_q^T dF \right)$. This shows that $V(\zeta_q)$ is invertible if and only if $I(q)$ is. As $I(q)$ can be written as $M \int (l - \tau_q)^2 dF + (M - \nu \nu^T) \int \tau_q^2 dF$, we see that $I(q)$ is positive definite if and only if $l \neq \tau_q$ or $M - \nu \nu^T$ is invertible. Thus $V(\zeta_q)$ is invertible if $l$ does not belong to $T_q$. The invertibility of $V(\zeta_q)$ is required for LAN.

Now let $T_{\mathcal{Q}}$ denote the closed linear span generated by $\bigcup_{q \in \mathcal{Q}} T_q$ and $/\ast$ denote the projection of $l$ onto $T_{\mathcal{Q}}$. We make the following additional assumption.

**Assumption 3.1.** The score function $l$ does not belong to $T_{\mathcal{Q}}$. There exists a path $q_\ast$ in $\mathcal{Q}$ such that $l /\ast \in T_{q_\ast}$.

In view of the above discussion, this assumption guarantees the invertibility of $V(\zeta_q)$ for each $q \in \mathcal{Q}$; consequently, each path in $\mathcal{Q}$ generates a LAN subproblem. Abbreviate $I(q_\ast)$ by $I_\ast$ so that

$$I_\ast = JM - \nu \nu^T \int l^2 dF.$$

By the definition of $l /\ast$, the difference $I(q) - I_\ast$ is non-negative definite. Thus the path $q_\ast$ contains the least amount of information about $\theta$ and is hence a least favourable path for estimating $\theta$. The matrix $I_\ast$ will be called the efficient information (matrix) for estimating $\theta$.

By a loss function we mean a Borel measurable function $L$ from $\mathbb{R}^m$ into $[0, 1]$ such that $L(x) = L(-x)$ for all $x \in \mathbb{R}^m$ and the set $\{L \leq u\}$ is convex for each $u > 0$. By an estimate of $\theta$ we mean a sequence $\langle Z_n \rangle$ of $m$-dimensional random vectors with $Z_n$ a measurable function of $X_n$.

**Theorem 3.2.** Let Assumptions 2.1, 2.2 and 3.1 hold. Let $\langle Z_n \rangle$ be an estimate of $\theta$. Then

$$\sup_{q \in \mathcal{Q}} \lim_{C \to \infty} \liminf_{n \to \infty} \sup_{||\theta - \theta|| + ||\theta|| \leq C/\sqrt{n}} \mathbb{E}_{\theta, q(\theta)} L(\sqrt{n}(Z_n - \theta)) \geq \int L d/\ast(0, I_\ast^{-1}) \quad (3.1)$$

for every loss function \( L \). Moreover, if \( \langle Z_n \rangle \) satisfies

\[
\sqrt{n}(Z_n - \theta) - \frac{1}{\sqrt{n}} \sum_{j=1}^{n} I_{*}^{-1}(\hat{H}_{j}(\theta)\ell(e_{j}(\theta)) - (e_{j}(\theta))) = o_{0}(1),
\]

then

\[
\mathcal{Q}(\sqrt{n}(Z_n - \theta)) \mid P_{\theta,q(u_{n}/\sqrt{n})} \Rightarrow \mathcal{N}^{*}(0, I_{*}^{-1})
\]

for every local sequence \( \langle \theta_{n} \rangle \), every \( q \in \mathcal{Q} \) and every bounded sequence \( u_{n} \) in \( \mathbb{R}^{s_{q}} \), and the latter implies

\[
\lim_{C \to \infty} \lim_{n \to \infty} \sup_{\|g - \theta\| + \|q\| \leq C/\sqrt{n}} \mathbb{E}_{g,q}(\theta) L(\sqrt{n}(Z_n - \theta)) \leq \int L d\mathcal{N}^{*}(0, I_{*}^{-1})
\]

for every bounded loss function \( L \) and every path \( q \in \mathcal{Q} \).

**Proof.** The above can be deduced from the results in Schick (1988). Alternatively and more directly, we can proceed as follows. It follows from Theorem 6 in Fabian and Hannan (1982) that

\[
\lim_{C \to \infty} \lim_{n \to \infty} \sup_{\|g - \theta\| + \|q\| \leq C/\sqrt{n}} \mathbb{E}_{g,q}(\theta) L(\sqrt{n}(Z_n - \theta)) \geq \int L d\mathcal{N}^{*}(0, I_{*}^{-1})
\]

for every loss function \( L \). This immediately implies the lower bound (3.1).

To verify (3.3) fix a path \( q \) in \( \mathcal{Q} \). It follows from (3.2) that

\[
\mathcal{Q} \left( \left( \frac{1}{\sqrt{n}} \sum_{j=1}^{n} S_{j}(\theta, \xi_{q}) \right) \mid P_{\theta} \right) \Rightarrow \mathcal{N}^{*} \left( 0, \begin{bmatrix} I_{*}^{-1} & C \\ C^{T} & V(\xi_{q}) \end{bmatrix} \right),
\]

where \( C = [I \ 0] \) with \( I \) the \( m \times m \) identity matrix. The desired result now follows from Theorem 2.4 and an application of Le Cam’s third lemma – see Le Cam (1960, Theorem 2.1) or Hájek and Šidák (1967). Since loss functions are almost surely continuous with respect to \( \mathcal{N}^{*}(0, I_{*}^{-1}) \), as shown in Fabian and Hannan (1982, p. 467), (3.3) implies (3.4).

**Definition 3.3.** In view of the above result an estimate \( \langle Z_n \rangle \) of \( \theta \) that satisfies (3.2) will be called \( \mathcal{Q} \)-efficient or simply efficient if \( \mathcal{Q} \) is clear from the context.

**Remark 3.4.** Adaptive estimation. Suppose \( \ell \) is orthogonal to \( T_{\mathcal{Q}} \). Then \( \ell_{*} = 0 \), the efficient information \( I_{*} \) reduces to \( JM \), and every path in \( \mathcal{Q} \) is least favourable. Note that \( JM \) is the information matrix if the error density is known. This means that there is no loss of information for not knowing the error density \( f \). To stress this special fact, efficient estimates are called adaptive, or more precisely \( \mathcal{Q} \)-adaptive. A necessary condition for adaptive estimation is

\[
\nu \int \ell_{q}^{T} dF = 0, \quad \text{for each } q \in \mathcal{Q}.
\]
This condition goes back to Stein (1956); see also Fabian and Hannan (1982). Note that (3.5) is satisfied if either \( \nu = 0 \) or
\[
\int \zeta_q \, dF = 0, \quad \text{for each } q \in \mathcal{Q}. \tag{3.6}
\]

In stationary AR\((m)\) models with centred and square-integrable innovations, one has \( \nu = 0 \), and adaptive estimates were constructed by Kreiss (1987b) under additional assumptions. If \( \mathcal{F} \) contains only densities that are symmetric about zero, then /is odd and each \( \zeta_q \) is even, hence (3.6) holds. If \( \mathcal{F} \) includes asymmetric densities, then typically (3.6) fails to hold and Stein’s condition is equivalent to \( \nu = 0 \). For such error models adaptive estimation is ruled out if \( \nu \neq 0 \). For example, in the SETAR\((2; 1, 1)\) model one has
\[
\nu = \left( \frac{\mathbb{E}_\theta X_0 I[X_0 \leq 0]}{\mathbb{E}_\theta X_0 I[X_0 > 0]} \right) \neq 0,
\]
and adaptive estimation is not possible for \( \mathcal{F} \) and \( \mathcal{Q} \) as defined in the next example.

**Example 3.5.** Let \( \mathcal{F} = \mathcal{F}_{0+} \), and let \( \mathcal{Q} \) be the set of all smooth paths \( \eta \to f_\eta \) which also satisfy
\[
\int x^2 f_\eta \, dx \to \int x^2 f(x) \, dx, \quad \text{as } \eta \to 0. \tag{3.7}
\]

We have already seen that such paths are regular in the SETAR\((2; 1, 1)\) and restricted EXPAR\((1)\) model. For this given class \( \mathcal{Q} \) of paths we obtain
\[
T_{\mathcal{Q}} = \left\{ a \in L_2(F): \int a(x) f(x) \, dx = 0 \text{ and } \int x a(x) f(x) \, dx = 0 \right\}.
\]

Indeed, for every \( a \in T_{\mathcal{Q}} \) one can construct a one-dimensional path \( \eta \to f_\eta \) which is \( a \)-smooth and satisfies (3.7). Utilizing the fact that \( \int x / (x) f(x) \, dx = 1 \), it is easy to verify that the projection /\( a \) of /\( a \) onto \( T_{\mathcal{Q}} \) is given by
\[
/\ast(x) = / (x) - \frac{x}{\sigma^2}, \quad x \in \mathbb{R}, \tag{3.8}
\]
where \( \sigma^2 \) denotes the variance of \( f \). The above shows that the class \( \mathcal{Q} \) satisfies Assumption 3.1. The above also holds for \( \mathcal{F} = \mathcal{F}_0 \).

**Remark 3.6.** If we let
\[
\bar{Z}_n(\theta) = \theta + I^{-1 \ast}_{\ast} \frac{1}{n} \sum_{j=1}^{n} (H_j(\theta) / (\epsilon_j(\theta))) - \nu /\ast(\epsilon_j(\theta)), \quad \theta \in \Theta,
\]

then we can express (3.2) as \( \sqrt{n}(Z_n - \bar{Z}_n(\theta)) = o(1) \). It follows from (2.11) applied with the least favourable path \( q_{\ast} \) that
\[
\sqrt{n}(\bar{Z}_n(\theta_n) - \bar{Z}_n(\theta)) = o(1) \tag{3.9}
\]
for every local sequence \( \langle \theta_n \rangle \). Consequently, (3.2) is implied by
\[
\sqrt{n}(Z_n - Z_n(\theta_n)) = o_\theta_n(1)
\]
with \( \langle \theta_n \rangle \) a local sequence for \( \theta \). This fact will be exploited in the construction of efficient estimates.

4. On the existence of efficient estimates

Throughout this section we assume that Assumptions 2.1, 2.2 and 3.1 hold. We shall now show how to construct efficient estimates if we have available preliminary \( \sqrt{n} \)-consistent estimates of the parameter \( \theta \) and appropriate estimates of the score function \( \dot{\theta} \) and its projection \( \dot{\theta}_* \) onto \( T_\theta \). Our construction will adapt the methods proposed by Schick (1986) in the i.i.d. case. This includes a sample splitting technique and the use of discretized versions of the preliminary estimate. The idea of discretization goes back to Le Cam (1960) and has become an important technical tool in the construction of efficient estimators in semi-parametric models; see Bickel et al. (1993) and references therein.

Let \( \langle \hat{\theta}_n \rangle \) be a preliminary estimate of \( \theta \) and set \( \varepsilon_{n,j} = \varepsilon_j(\hat{\theta}_n), \ j = 1, \ldots, n \). Let \( \langle d_n \rangle \) and \( \langle m_n \rangle \) be sequences of positive integers such that \( d_n \leq m_n \leq n \), \( d_n/n \to 0 \) and \( m_n/n \to 1/2 \); set \( N_n = m_n - d_n + 1 \) and \( N_n' = n - m_n \). We shall estimate \( \dot{\theta} \) and \( \dot{\theta}_* \) using only the observations \( e_{n,2} = (\varepsilon_{n,m_n+1}, \ldots, \varepsilon_{n,n}) \) if we want to evaluate these estimates at \( \varepsilon_{n,j} \) with \( j \leq m_n \) and only the observations \( e_{n,1} = (\varepsilon_{n,d_n}, \ldots, \varepsilon_{n,m_n}) \) if we want to evaluate these estimates at \( \varepsilon_{n,j} \) with \( j > m_n \). Set
\[
\hat{\psi}_{n,j} = \begin{cases} \hat{H}_j(\hat{\theta}_n)L_{N_n}(\varepsilon_{n,j}, e_{n,2}) - \hat{v}_{2,n}L_* \varepsilon_{n,j}, e_{n,2}, & j = d_n, \ldots, m_n, \\ \hat{H}_j(\hat{\theta}_n)L_{N_n'}(\varepsilon_{n,j}, e_{n,1}) - \hat{v}_{1,n}L_* \varepsilon_{n,j}, e_{n,1}, & j = m_n + 1, \ldots, n, \end{cases}
\]
where
\[
\hat{v}_{1,n} = \frac{1}{N_n'} \sum_{j = d_n}^{m_n} H_j(\hat{\theta}_n), \quad \hat{v}_{2,n} = \frac{1}{N_n} \sum_{j = m_n + 1}^{n} H_j(\hat{\theta}_n),
\]
and \( L_N \) and \( L_{*,N} \) are measurable functions from \( \mathbb{R} \times \mathbb{R}^N \) to \( \mathbb{R} \) for each positive integer \( N \). Finally, define the estimate \( \hat{\theta}_n \) by
\[
\hat{\theta}_n = \bar{\theta}_n + \left( \frac{1}{n} \sum_{j = d_n}^{m_n} \hat{\psi}_{n,j} \hat{\psi}_{n,j}^T \right)^{-1} \frac{1}{n} \sum_{j = d_n}^{m_n} \hat{\psi}_{n,j}.
\]

**Theorem 4.1.** Let Assumptions 2.1, 2.2 and 3.1 hold. Suppose that \( \langle \hat{\theta}_n \rangle \) is a discretized \( \sqrt{n} \)-consistent estimate of \( \theta \) and that the functions \( L_n \) and \( L_{*,n} \) are such that for independent random variables \( Y_1, \ldots, Y_n \) with density \( f \)
\[
\int (L_n(x, Y_1, \ldots, Y_n) - \dot{\theta}(x))^2 f(x) \, dx \to 0 \text{ in probability,}
\]
(4.1)
\[
\int (L_{*,n}(x, Y_1, \ldots, Y_n) - \psi(x))^2 f(x) \, dx \to 0 \text{ in probability.} \tag{4.2}
\]

\[
\sqrt{n} \left( L_n(x, Y_1, \ldots, Y_n) - L_{*,n}(x, Y_1, \ldots, Y_n) \right) f(x) \, dx \to 0 \text{ in probability.} \tag{4.3}
\]

Then \(\hat{\theta}_n\) satisfies (3.2) and hence is efficient.

**Remark 4.2.** The proof of this theorem is similar to that of Theorem 3.1 in Drost et al. (1994) and will not be given here. The fact that \(d_n\) may not be 1 poses no problems. Our conditions (4.1)–(4.3) correspond to Condition F of their paper. Indeed, if we interpret their \(\psi\) to be our pair \((L_n, L_{*,n})\) and their matrix \(C\) to be \([1 \ -1]\), then our (4.1), (4.2) become their (3.1) and our (4.3) becomes their (3.2). Note also that their Condition H corresponds to our (2.5).

If \(d_n > 1\), our procedure does not utilize the variables \(\varepsilon_{n,1}, \ldots, \varepsilon_{n,d_n-1}\). Typically, one wants \(d_n = 1\), but there are cases where it is useful to let \(d_n \to \infty\). This is explained in Remark 4.6 below in the case of an MA(1) process.

**Example 4.3.** Let us now exhibit functions \(L_n\) and \(L_{*,n}\) as required in Theorem 4.1. We shall do so for the symmetric error models and for the error model \(\mathcal{T}_0\) and \(\mathcal{T}_0^\perp\). In what follows \(\langle a_n \rangle\) and \(\langle b_n \rangle\) are sequences of positive numbers converging to zero, \(k\) is a symmetric density that satisfies Condition K of Schick (1993) such as the logistic density, and \(f_n\) and \(f'_n\) denote the maps defined by

\[
f_n(x, y_1, \ldots, y_n) = \frac{1}{na_n} \sum_{j=1}^n k \left( \frac{x - y_j}{a_n} \right) \quad \text{and} \quad f'_n(x, y_1, \ldots, y_n) = \frac{1}{na_n^2} \sum_{j=1}^n k' \left( \frac{x - y_j}{a_n} \right),
\]

for \(x, y_1, \ldots, y_n \in \mathbb{R}\).

Let us begin with the error model \(\mathcal{T}_0^\perp\) and the class \(\mathcal{C}\) considered in Example 3.5. It was shown in Schick (1987, pp. 99–100) that the choice

\[
L_n(x, y_1, \ldots, y_n) = -\frac{f_n'(x, y_1, \ldots, y_n)}{f_n(x, y_1, \ldots, y_n) + b_n}
\]

satisfies (4.1) if \(n^{-1}a_n^{-3}b_n^{-1} \to 0\). If we now take

\[
L_{*,n}(x, y_1, \ldots, y_n) = L_n(x, y_1, \ldots, y_n) - \frac{x}{n \sum_{j=1}^n y_j^2},
\]

then (4.3) holds and (4.2) follows from (4.1). The same is true for the larger error model \(\mathcal{T}_0\).

Now consider the symmetric error model. In this case \(f\) is an even function, \(\psi\) is an odd function and \(\psi^* = 0\). Thus we can take \(L_{*,n} = 0\) and take a symmetrized version of the above choice, namely

\[
L_n(x, y_1, \ldots, y_n) = -\frac{f_n'(x, y_1, \ldots, y_n) - f_n'(-x, y_1, \ldots, y_n)}{b_n + f_n(x, y_1, \ldots, y_n) + f_n(-x, y_1, \ldots, y_n)}. \tag{4.6}
\]
Again, (4.1) holds if $n^{-1}a^{-3}b_n \to 0$, and (4.3) holds as $L_n$ is odd in its first argument. Of course, (4.2) is automatically satisfied.

**Remark 4.4.** Candidates for $\sqrt{n}$-consistent estimates are conditional $M$-estimates. These estimates are minimizers of the random function

$$\vartheta \mapsto Q_n(\vartheta) = \frac{1}{n} \sum_{j=1}^{n} \rho(X_j - H_j(\vartheta)),$$

for some given (smooth) function $\rho$. If $\rho(x) = x^2$, then the resulting $M$-estimator is the conditional least-squares estimator (CLSE) studied by Klimko and Nelson (1978) and Tjøstheim (1986).

In the SETAR(2; 1, 1) model the CLSE can be written down explicitly as $\bar{\vartheta}_n = (\bar{\vartheta}_{n,1}, \bar{\vartheta}_{n,2})^T$, where

$$\bar{\vartheta}_{n,1} = \frac{\sum_{j=1}^{n} X_j X_{j-1} I[X_{j-1} \leq 0]}{\sum_{j=1}^{n} X_j^2 I[X_{j-1} \leq 0]} \quad \text{and} \quad \bar{\vartheta}_{n,2} = \frac{\sum_{j=1}^{n} X_j X_{j-1} I[X_{j-1} > 0]}{\sum_{j=1}^{n} X_j^2 I[X_{j-1} > 0]},$$

and it is easily checked that this estimator is $\sqrt{n}$-consistent. Thus the above construction yields efficient estimates for $\vartheta$ in the error models $T_0^+$ for the choices of $L_n$ and $L_{*,n}$ given by (4.4) and (4.5) and an adaptive estimate in the symmetric error model $T_S = \{ \phi \in T_0^+ : \phi \text{ symmetric about } 0 \}$ with $L_n$ as in (4.6) and with $L_{*,n} = 0$.

Similarly, in the restricted EXPAR(1) model the CLSE is

$$\bar{\vartheta}_n = \left[ \begin{array}{c} \sum_{j=1}^{n} X_{j-1}^2 \sum_{j=1}^{n} X_j e^{-\gamma X_{j-1}} \\ \sum_{j=1}^{n} X_{j-1}^2 e^{-\gamma X_j} \end{array} \right]^{-1} \left( \begin{array}{c} \sum_{j=1}^{n} X_j X_{j-1} \\ \sum_{j=1}^{n} X_{j-1} X_j e^{-\gamma X_{j-1}} \end{array} \right),$$

which is easily checked to be $\sqrt{n}$-consistent. Thus the above construction with appropriate choices of $L_n$ and $L_{*,n}$ yields an efficient estimate of $\vartheta$ in the error model $T_0^+$ and an adaptive estimate in the symmetric error model $T_S$.

**Remark 4.5.** The above remark shows that efficient estimates can be constructed in the SETAR(2; 1, 1) model. One can easily extend our results to more general SETAR models defined by

$$h(x, \vartheta) = \sum_{i=1}^{k} (\mu_i + \rho_i x) I[x \in A_i], \quad x \in \mathbb{R}, \quad \vartheta = (\mu^T, \rho^T)^T,$$

where the intervals $A_1, \ldots, A_k$ form a partition of $\mathbb{R}$. See Chan et al. (1985) for sufficient conditions for ergodicity and stationarity and for $\sqrt{n}$-consistent preliminary estimates in this model. Thus efficient estimates of the full parameter $\vartheta$ can be constructed in these models as well. These estimates, however, will not be adaptive for error models with asymmetric densities. Drost et al. (1994) show in their Example 4.3 that $(\mu_1 - \bar{\mu}, \ldots, \mu_k - \bar{\mu}, \rho^T)^T$ can be adaptively estimated where $\bar{\mu} = (\mu_1 + \cdots + \mu_k)/k$.

**Remark 4.6.** Let us now show why it is sometimes useful to have the result available for
other choices than \( d_n = 1 \). For this we shall consider a stationary MA(1) process. We shall show that such a process fits our model if we pretend that we can also observe the initial error variable. This idea goes back to Kreiss (1987a). We then show how the estimate constructed under this assumption can be modified to use only the actual observations. This argument requires the fact that

\[
Y_t = \eta_t + \theta \eta_{t-1}, \quad t \in \mathbb{Z},
\]

for some \( \theta \in (-1, 1) \) and for independent and identically distributed innovations \( \{\eta_t: t \in \mathbb{Z}\} \) with zero means and finite variances. For our purposes we also assume that these innovations possess a density \( f \) in \( \mathcal{F}_0 \). If we take \( X_0 = \eta_0 \) and \( X_j = Y_j \) for \( j = 1, 2, \ldots \), and set

\[
H_j(\theta) = \sum_{i=1}^{j} (-1)^{j-i} \theta^i X_{j-i}, \quad \theta \in (-1, 1),
\]

then we arrive at our basic model with \( \Theta = (-1, 1) \), \( \mathcal{F} = \mathcal{F}_0 \) and initial densities \( g_{\theta, \phi} = \phi \). One verifies that Assumptions 2.1 and 2.2 hold with

\[
\hat{H}_j(\theta) = \sum_{i=1}^{j-1} (-1)^{j-i-1} \theta^i X_{j-i}, \quad \theta \in (-1, 1),
\]

and \( \nu = 0 \). Thus the necessary condition for adaptive estimation is satisfied. Note also that we have chosen the random variables \( \hat{H}_j(\theta) \) so that they do not depend on \( X_0 \). Of course, preliminary \( \sqrt{n} \)-consistent estimates exist in this case and can be constructed from the data \( X_1, \ldots, X_n \) only. The above construction with \( L_n \) as in (4.4) leads to adaptive estimates. Since in the present case one can show that \( \hat{v}_{i,n} = o_{\theta}(1), \ i = 1, 2 \), one can simplify the construction by replacing \( L_{i,n} \) by \( L_n \). The resulting estimate depends on the initial innovation \( X_0 = \eta_0 \). In practice, one does not observe \( X_0 \). To overcome this hurdle one replaces the variables \( \epsilon_{n,j} \) in the construction by the variables \( \tilde{\epsilon}_{n,j} \) which are obtained by substituting 0 for \( X_0 \) in the definition of \( \epsilon_{n,j} \) and chooses a preliminary estimate \( \tilde{\theta}_n \) that does not require the knowledge of \( X_0 \). Since

\[
\sum_{j=d_n}^{n} (\tilde{\epsilon}_{n,j} - \epsilon_{n,j})^2 = \sum_{j=d_n}^{n} \tilde{\theta}_n^{2j} X_0^2 \leq \frac{\tilde{\theta}_n^{2d_n}}{1 + \tilde{\theta}_n^2} X_0^2,
\]

one can now use Lemma 10.1 in Schick (1993) to conclude that the estimate based on the variables \( \tilde{\epsilon}_{n,j} \) is also adaptive provided \( d_n \to \infty \) fast enough such that \( np_{d_n} \to 0 \) for every \( 0 < \rho < 1 \). The resulting estimate can be written as

\[
\tilde{\theta}_n + \sum_{j=d_n}^{n} \tilde{\psi}_{n,j},
\]

where

\[
\tilde{\psi}_{n,j} = \begin{cases} (\hat{H}_j(\tilde{\theta}_n) - \hat{v}_{1,n}) L_{N_1}(\tilde{\epsilon}_{n,j}, \tilde{\epsilon}_{n,m_n+1}, \ldots, \tilde{\epsilon}_{n,n}), & j = d_n, \ldots, m_n, \\ (\hat{H}_j(\tilde{\theta}_n) - \hat{v}_{2,n}) L_{N_1}(\tilde{\epsilon}_{n,j}, \tilde{\epsilon}_{n,d_n}, \ldots, \tilde{\epsilon}_{n,m_n}), & j = m_n + 1, \ldots, n. \end{cases}
\]
5. Adaptive estimation in symmetric error models

In this section we shall show that under an additional assumption one can construct adaptive estimates for symmetric error models without splitting the sample. Our construction is essentially the same as in Jeganathan (1995), but we need to truncate the $\hat{H}_j$ in order to overcome a mistake in his proof. (He erroneously assumes that his variables $U_m \hat{\Psi}_m^*$ form a martingale difference; but these variables are not measurable with respect to the given filtration.)

One expects that not splitting the sample should result in estimates with a better performance for moderate sample sizes. A small simulation at the end of this section supports this in the case considered.

Throughout this section we assume that Assumptions 2.1 and 2.2 hold and that $f$ is symmetric. In addition, we impose the following condition which allows for the truncation of $\hat{H}_j$.

**Condition 5.1.** For every local sequence $\langle \theta_n \rangle$ for $\theta$ and every sequence $\langle c_n \rangle$ tending to infinity,

$$\frac{1}{n} \sum_{j=1}^{n} \| \hat{H}_j(\theta_n) \|^2 I[\| \hat{H}_j(\theta_n) \| > c_n] = o_{\theta_n}(1).$$

Let $\langle c_n \rangle$ be a sequence of positive numbers converging to infinity and $\chi_n$ denote the map from $\mathbb{R}^m$ into $\mathbb{R}^m$ defined by

$$\chi_n(x) = x I[\| x \| \leq c_n] + c_n x I[\| x \| > c_n], \quad x \in \mathbb{R}^m.$$

Let $\langle d_n \rangle$ be a sequence of positive integers such that $d_n/n \to 0$. Set $N_n = n - d_n + 1$. Let $\langle \hat{\theta}_n \rangle$ be a preliminary estimate of $\theta$. Set

$$\varepsilon_{n,j} = \varepsilon_j(\hat{\theta}_n) \text{ and } \hat{H}_{n,j} = \chi_{N_n}(\hat{H}_j(\hat{\theta}_n)), \quad j = 1, \ldots, n.$$

We estimate the score function $\varphi$ by

$$\hat{\varphi}_n(x) = L_{N_n}(x, \varepsilon_{n,d_n}, \ldots, \varepsilon_{n,n}), \quad x \in \mathbb{R},$$

where $L_n$ is defined in (4.6). Define the estimate

$$\hat{\theta}_n = \hat{\theta}_n + (\hat{J}_n M_n)^{-1} \frac{1}{N_n} \sum_{j=d_n}^{n} \hat{H}_{n,j} \hat{\varphi}_n(\varepsilon_{n,j}),$$

where

$$\hat{J}_n = \frac{1}{N_n} \sum_{j=d_n}^{n} \hat{\varphi}_n^2(\varepsilon_{n,j}) \text{ and } M_n = \frac{1}{N_n} \sum_{j=d_n}^{n} \hat{H}_{n,j} \hat{H}_{n,j}^T.$$
Theorem 5.2. Let Assumptions 2.1 and 2.2 and Condition 5.1 hold, and let $f$ be symmetric about zero. Suppose $\hat{\theta}_n$ is a discretized $\sqrt{n}$-consistent estimator of $\theta$ and the sequences $\langle a_n \rangle$, $\langle b_n \rangle$ and $\langle c_n \rangle$ satisfy in addition

$$n^{-1}a_n^{-3}b_n^{-1}c_n^2 \to 0.$$ \hspace{1cm} (5.2)

Then $\langle \hat{\theta}_n \rangle$ satisfies

$$\sqrt{n}(\hat{\theta}_n - \theta) - \frac{1}{\sqrt{n}} \sum_{j=1}^n (JM)^{-1} \hat{H}_j(\theta)\hat{\theta}(\theta)) = o_P(1),$$ \hspace{1cm} (5.3)

and is thus adaptive for symmetric error models.

Proof. For simplicity we shall give the proof only for the case $d_n = 1$. The case $d_n > 1$ is similar. By the properties of $\langle \hat{\theta}_n \rangle$ it suffices to verify (5.3) if $\langle \hat{\theta}_n \rangle$ is a local sequence. Therefore, throughout this proof, $\langle \hat{\theta}_n \rangle$ will be assumed to be a local sequence. In view of (2.6), (3.9) and the mutual contiguity of $\langle \mathcal{L}(X_n|P_{\hat{\theta}_n}) \rangle$ and $\langle \mathcal{L}(X_n|P_\theta) \rangle$, it suffices to verify

$$\mathcal{J}_n = J + o_{\hat{\theta}_n}(1)$$ \hspace{1cm} (5.4)

$$D_{n,1} = \frac{1}{\sqrt{n}} \sum_{j=1}^n (\hat{H}_n, \hat{\theta}_n) - \hat{H}_j(\hat{\theta}_n) = o_{\hat{\theta}_n}(1),$$ \hspace{1cm} (5.5)

$$D_{n,2} = \frac{1}{\sqrt{n}} \sum_{j=1}^n \hat{H}_n, \hat{\theta}_n - \hat{H}_n, \hat{\theta}_n = o_{\hat{\theta}_n}(1),$$ \hspace{1cm} (5.6)

where $\hat{\nu}_n(x) = -\hat{\nu}_n(x)/(b_n + \hat{\nu}_n(x))$ and $\hat{\nu}_n(x) = \hat{f}(x - a_n t)k(t)dt$, $x \in \mathbb{R}$. Note that the random variables $\nu_{n,1}, \ldots, \nu_{n,n}$ are independent under $P_{\hat{\theta}_n}$. Arguing as in Schick (1987, pp. 99–100) and utilizing (5.2), one obtains

$$\int |\hat{\nu}_n(y) - \nu(y)|^2 dF(y) = o(1)$$ \hspace{1cm} (5.7)

and

$$\frac{1}{n} \sum_{j=1}^n E_{\hat{\theta}_n} |\hat{\nu}_n(\varepsilon_{n,j}) - \nu(\varepsilon_{n,j})|^2 = O(n^{-1}a_n^{-3}b_n^{-1}).$$ \hspace{1cm} (5.8)

Of course, this yields (5.4). For each $a \in \mathbb{R}^m$, $a^TD_{n,1}$ is a martingale (for the $\sigma$-fields generated by $X_j$) with quadratic variation $(1/n)\sum_{j=1}^n (\hat{H}_n, \hat{\theta}_n(y) - a^T \hat{H}_j(\hat{\theta}_n)\nu(y))^2 dF(y)$. In view of Condition 5.1 and (5.7) this variation tends to zero in $P_{\hat{\theta}_n}$-probability. This yields (5.5).

To verify (5.6), let $\langle \mathcal{M}_{n,j} \rangle$ denote the $\sigma$-field generated by $X_j$ and $|\varepsilon_{n,1}|, \ldots, |\varepsilon_{n,n}|$. By the symmetry of $f$, under $P_{\hat{\theta}_n}$, and given $\langle \mathcal{M}_{n,j-1} \rangle$, the random variable sign$(\varepsilon_{n,j})$ takes values $-1$ and $1$ with probability $1/2$. By construction, $\hat{\nu}_n - \nu_n$ is odd so that $E_{\hat{\theta}_n}[\hat{\nu}_n(\varepsilon_{n,j}) - \nu_n(\varepsilon_{n,j})] = \frac{1}{n} \sum_{j=1}^n E_{\hat{\theta}_n} |\hat{\nu}_n(\varepsilon_{n,j}) - \nu(\varepsilon_{n,j})|^2$
\( \bar{\epsilon}_n(\epsilon_{n,j})|_{\theta, n-j-1} = 0, \ j = 1, \ldots, n. \) Thus, for each \( a \in \mathbb{R}^m \) of length 1, \( a^T D_{n,2} \) is a martingale for the filtration \( \{ \theta_{n,j} : j = 0, \ldots, n \} \) and its quadratic variation

\[
\frac{1}{n} \sum_{j=1}^{n} (a^T \hat{H}_{n,j})^2 (\hat{\epsilon}_n(\epsilon_{n,j}) - \bar{\epsilon}_n(\epsilon_{n,j}))^2 \leq \frac{1}{n} \sum_{j=1}^{n} \bar{c}_n^2 (\hat{\epsilon}_n(\epsilon_{n,j}) - \bar{\epsilon}_n(\epsilon_{n,j}))^2 = o_{\theta_n}(1), \quad (5.9)
\]
in view of (5.8) and (5.2). This yields (5.6) and completes the proof. \( \square \)

**Remark 5.3.** If the random variables \( \hat{H}_1(\theta), \ldots, \hat{H}_n(\theta) \) are independent of the random variables \( \epsilon_1(\theta), \ldots, \epsilon_n(\theta) \) under \( P_{\theta,f} \) for every \( \theta \) and \( n \), then one does not need to truncate the random variables \( \hat{H}_j(\theta_n) \) and Condition 5.1 is not required. Indeed, in this case one can replace (5.9) by

\[
E_{\theta_n} \left( \frac{1}{n} \sum_{j=1}^{n} (a^T \hat{H}_j(\theta_n))^2 (\hat{\epsilon}_n(\epsilon_{n,j}) - \bar{\epsilon}_n(\epsilon_{n,j}))^2 | \hat{H}_1(\theta_n), \ldots, \hat{H}_n(\theta_n) \right) \leq \frac{1}{n} \sum_{j=1}^{n} (a^T \hat{H}_j(\theta_n))^2 E_{\theta_n}(\hat{\epsilon}_n(\epsilon_{n,1}) - \bar{\epsilon}_n(\epsilon_{n,1}))^2 = o_{\theta_n}(1),
\]

where \( \langle \theta_n \rangle \) is thought of as a local sequence.

**Remark 5.4.** In stationary and ergodic NLAR(1) models one can provide simple sufficient conditions for Condition 5.1. Suppose there is a map \( \psi \) such that \( E_{\theta} \psi(X_0) < \infty \) and \( \psi(x) \geq \sup_{|x-y| < \delta} \| \hat{h}(x, \theta) \|^2, \ x \in \mathbb{R}, \) for some \( \delta > 0. \) Then Condition 5.1 holds. To see this, fix a local sequence \( \langle \theta_n \rangle \) and a sequence \( \langle c_n \rangle \) tending to infinity. It follows from the ergodic theorem that

\[
\limsup_n \frac{1}{n} \sum_{j=1}^{n} \| \hat{H}_j(\theta_n) \|^2 I[\| \hat{H}_j(\theta_n) \| > c_n] \leq E_{\theta} \psi(X_0) I[\psi(X_0) > c]
\]

\( P_{\theta} \)-almost surely for every \( c > 0. \) As \( \lim_{c \to \infty} E_{\theta} \psi(X_0) I[\psi(X_0) > c] = 0 \) we find

\[
\frac{1}{n} \sum_{j=1}^{n} \| \hat{H}_j(\theta_n) \|^2 I[\| \hat{H}_j(\theta_n) \| > c_n] = o_{\theta}(1).
\]

This and a contiguity argument yield Condition 5.1.

In the SETAR(2; 1, 1) model take \( \psi(x) = x^2 \) to obtain Condition 5.1 from \( E_{\theta} X_0^2 < \infty. \) In the EXPAR(1) model take \( \psi(x) = Ax^2 \) for some large positive \( A \) to obtain Condition 5.1 from \( E_{\theta} X_0^2 < \infty. \)

Thus, in the SETAR(2; 1, 1) and the restricted EXPAR(1) model, Condition 5.1 holds and the above construction, with \( \theta_n \) a discretized version of the CLSE, produces adaptive estimates of \( \theta \) under the symmetric error model \( \mathcal{F} = \mathcal{F}_S = \{ \phi \in \mathcal{F}_0^+ : \phi \) is symmetric about zero}.\)

**Remark 5.5.** To see whether not splitting the sample is superior in moderate sample sizes, we have performed a small simulation study in S-PLUS for the AR(1) model with \( \theta = 1/2. \) We
considered two error densities, the double exponential density \((f(x) = \exp(-|x|)/2)\) and the \(t(4)\) density. We performed the simulations for sample sizes \(n = 100\) and \(n = 200\). In all simulations we took the kernel \(k(y) = c/(1 + y^2)\) and \(b_n = 0.02\), but varied the values of the window length among the values 0.5, 0.6, 0.7, 0.8, 0.9. As preliminary estimate we took the least-squares estimate whose asymptotic variance is \(0.75/n\). For each of the different values of the window length, we simulated \(N\) pseudo-samples and constructed the preliminary estimate and five efficient estimates \(\hat{\theta}_{n,1}, \ldots, \hat{\theta}_{n,5}\) in each pseudo-sample. We took \(N = 10\,000\) when \(n = 100\) and \(N = 5000\) when \(n = 200\). The estimates \(\hat{\theta}_{n,1}, \hat{\theta}_{n,3}\) and \(\hat{\theta}_{n,5}\) are of the form

\[
\hat{\theta}_n + \frac{1}{n} \sum_{j=1}^{n} X_{j-1} \hat{\eta}_{n,j} - \frac{1}{n} \sum_{j=1}^{n} X_{j-1}^2 - \frac{1}{n} \sum_{j=1}^{n} \hat{\eta}_{n,j}^2,
\]

and the estimates \(\hat{\theta}_{n,2}\) and \(\hat{\theta}_{n,4}\) are of the form

\[
\hat{\theta}_n + \frac{1}{n} \sum_{j=1}^{n} X_{j-1} \hat{\eta}_{n,j} - \frac{1}{n} \sum_{j=1}^{n} X_{j-1}^2 - \frac{1}{n} \sum_{j=1}^{n} \hat{\eta}_{n,j}^2,
\]

where \(\hat{\eta}_{n,j} = \hat{\eta}_n(\epsilon_{n,j})\) for \(\hat{\theta}_{n,1}\) and \(\hat{\theta}_{n,2}\); \(\hat{\eta}_{n,j} = \hat{\eta}(\epsilon_{n,j})\) for \(\hat{\theta}_{n,5}\); \(\hat{\eta}_{n,j} = L_{n/2}(\epsilon_{n,j}, \epsilon_{n,n/2+1}, \ldots, \epsilon_{n,n})\) if \(j \leq n/2\) and \(\hat{\eta}_{n,j} = L_{n/2}(\epsilon_{n,j}, \epsilon_{n,1}, \ldots, \epsilon_{n,n/2})\) if \(j > n/2\), for \(\hat{\theta}_{n,3}\) and \(\hat{\theta}_{n,4}\) with \(L_n\) as in (4.6). Thus \(\hat{\theta}_{n,1}\) is as described in this section with \(d_n = 1\) and \(c_n = \infty\) (no truncation), \(\hat{\theta}_{n,2}\) is similar, but uses a different estimate of \(I_\ast\), \(\hat{\theta}_{n,3}\) and \(\hat{\theta}_{n,4}\) use the sample splitting technique and only differ by the type of estimate of \(I_\ast\), and \(\hat{\theta}_{n,5}\) uses the actual score function and corresponds to the case of known \(f\).

Tables 1–4 list the sample mean square errors of these estimates. In the cases considered, sample splitting does not fare as well as not splitting. As expected, the estimate \(\hat{\theta}_{n,5}\) which uses the actual score function performs the best. In the case of the double exponential density the improvement of this estimate over the preliminary estimate is about 30% if \(n = 100\) and 36% if \(n = 200\) (the theoretical asymptotic improvement is 50%); the best improvements of the estimate \(\hat{\theta}_{n,1}\) over the preliminary estimate are 23% if \(n = 100\) and 31% if \(n = 200\); while the best improvements of \(\hat{\theta}_{n,3}\) are 15% if \(n = 100\) and 26% if \(n = 200\).

Table 1. Sample mean square errors, double exponential density, \(n = 100\)

<table>
<thead>
<tr>
<th>Window length</th>
<th>(\hat{\theta}_n)</th>
<th>(\hat{\theta}_{n,1})</th>
<th>(\hat{\theta}_{n,2})</th>
<th>(\hat{\theta}_{n,3})</th>
<th>(\hat{\theta}_{n,4})</th>
<th>(\hat{\theta}_{n,5})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.00749</td>
<td>0.00586</td>
<td>0.00560</td>
<td>0.00650</td>
<td>0.00658</td>
<td>0.00530</td>
</tr>
<tr>
<td>0.6</td>
<td>0.00742</td>
<td>0.00575</td>
<td>0.00590</td>
<td>0.00631</td>
<td>0.00642</td>
<td>0.00508</td>
</tr>
<tr>
<td>0.7</td>
<td>0.00752</td>
<td>0.00584</td>
<td>0.00602</td>
<td>0.00636</td>
<td>0.00649</td>
<td>0.00529</td>
</tr>
<tr>
<td>0.8</td>
<td>0.00735</td>
<td>0.00579</td>
<td>0.00595</td>
<td>0.00622</td>
<td>0.00635</td>
<td>0.00517</td>
</tr>
<tr>
<td>0.9</td>
<td>0.00764</td>
<td>0.00620</td>
<td>0.00637</td>
<td>0.00658</td>
<td>0.00671</td>
<td>0.00538</td>
</tr>
</tbody>
</table>
In the case of the $t(4)$ density the improvement of the estimate $\hat{\theta}_{n,5}$ over the preliminary estimate is about 21% if $n = 100$ and 25% if $n = 200$ (the theoretical asymptotic improvement is 30%); the best improvements of the estimate $\hat{\theta}_{n,1}$ over the preliminary estimate are 16% if $n = 100$ and 22% if $n = 200$; while the best improvements of $\hat{\theta}_{n,3}$ are 11% if $n = 100$ and 19% if $n = 200$. Thus the performance of the unsplit estimate $\hat{\theta}_{n,1}$ lies between that of $\hat{\theta}_{n,5}$ and $\hat{\theta}_{n,3}$.

From the tables we also see that the estimates of type (5.10), namely $\hat{\theta}_{n,1}$ and $\hat{\theta}_{n,3}$, perform slightly better than the corresponding estimates $\hat{\theta}_{n,2}$ and $\hat{\theta}_{n,4}$ of type (5.11).

<p>| Table 2. Sample mean square errors, $t(4)$ density, $n = 100$ |</p>
<table>
<thead>
<tr>
<th>Window length</th>
<th>$\hat{\theta}_n$</th>
<th>$\hat{\theta}_{n,1}$</th>
<th>$\hat{\theta}_{n,2}$</th>
<th>$\hat{\theta}_{n,3}$</th>
<th>$\hat{\theta}_{n,4}$</th>
<th>$\hat{\theta}_{n,5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.00732</td>
<td>0.00660</td>
<td>0.00678</td>
<td>0.00702</td>
<td>0.00716</td>
<td>0.00582</td>
</tr>
<tr>
<td>0.6</td>
<td>0.00713</td>
<td>0.00622</td>
<td>0.00641</td>
<td>0.00666</td>
<td>0.00681</td>
<td>0.00566</td>
</tr>
<tr>
<td>0.7</td>
<td>0.00732</td>
<td>0.00628</td>
<td>0.00644</td>
<td>0.00666</td>
<td>0.00680</td>
<td>0.00576</td>
</tr>
<tr>
<td>0.8</td>
<td>0.00726</td>
<td>0.00612</td>
<td>0.00632</td>
<td>0.00649</td>
<td>0.00664</td>
<td>0.00572</td>
</tr>
<tr>
<td>0.9</td>
<td>0.00736</td>
<td>0.00623</td>
<td>0.00644</td>
<td>0.00656</td>
<td>0.00673</td>
<td>0.00581</td>
</tr>
</tbody>
</table>

<p>| Table 3. Sample mean square errors, double exponential density, $n = 200$ |</p>
<table>
<thead>
<tr>
<th>Window length</th>
<th>$\hat{\theta}_n$</th>
<th>$\hat{\theta}_{n,1}$</th>
<th>$\hat{\theta}_{n,2}$</th>
<th>$\hat{\theta}_{n,3}$</th>
<th>$\hat{\theta}_{n,4}$</th>
<th>$\hat{\theta}_{n,5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.00389</td>
<td>0.00267</td>
<td>0.00272</td>
<td>0.00290</td>
<td>0.00293</td>
<td>0.00249</td>
</tr>
<tr>
<td>0.6</td>
<td>0.00372</td>
<td>0.00260</td>
<td>0.00263</td>
<td>0.00280</td>
<td>0.00283</td>
<td>0.00234</td>
</tr>
<tr>
<td>0.7</td>
<td>0.00379</td>
<td>0.00270</td>
<td>0.00274</td>
<td>0.00282</td>
<td>0.00286</td>
<td>0.00237</td>
</tr>
<tr>
<td>0.8</td>
<td>0.00368</td>
<td>0.00272</td>
<td>0.00277</td>
<td>0.00281</td>
<td>0.00286</td>
<td>0.00239</td>
</tr>
<tr>
<td>0.9</td>
<td>0.00375</td>
<td>0.00284</td>
<td>0.00288</td>
<td>0.00296</td>
<td>0.00299</td>
<td>0.00243</td>
</tr>
</tbody>
</table>

<p>| Table 4. Sample mean square errors, $t(4)$ density, $n = 200$ |</p>
<table>
<thead>
<tr>
<th>Window length</th>
<th>$\hat{\theta}_n$</th>
<th>$\hat{\theta}_{n,1}$</th>
<th>$\hat{\theta}_{n,2}$</th>
<th>$\hat{\theta}_{n,3}$</th>
<th>$\hat{\theta}_{n,4}$</th>
<th>$\hat{\theta}_{n,5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.00370</td>
<td>0.00303</td>
<td>0.00308</td>
<td>0.00323</td>
<td>0.00326</td>
<td>0.00279</td>
</tr>
<tr>
<td>0.6</td>
<td>0.00363</td>
<td>0.00295</td>
<td>0.00303</td>
<td>0.00312</td>
<td>0.00317</td>
<td>0.00275</td>
</tr>
<tr>
<td>0.7</td>
<td>0.00365</td>
<td>0.00284</td>
<td>0.00290</td>
<td>0.00297</td>
<td>0.00302</td>
<td>0.00271</td>
</tr>
<tr>
<td>0.8</td>
<td>0.00366</td>
<td>0.00293</td>
<td>0.00299</td>
<td>0.00303</td>
<td>0.00308</td>
<td>0.00277</td>
</tr>
<tr>
<td>0.9</td>
<td>0.00373</td>
<td>0.00295</td>
<td>0.00302</td>
<td>0.00303</td>
<td>0.00309</td>
<td>0.00278</td>
</tr>
</tbody>
</table>
6. Efficient estimation in the error models $\mathcal{F}_0$ and $\mathcal{F}_0^+$

Throughout this section we assume that Assumptions 2.1 and 2.2 hold and that $f$ has zero mean and finite variance $\sigma^2$. We shall now avoid the sample splitting technique and construct an estimate $\hat{\theta}_n$ that satisfies

$$\sqrt{n}(\hat{\theta}_n - \theta) - \frac{1}{\sqrt{n}} \sum_{j=1}^{n} I_*^{-1} \left( (\hat{H}_j(\theta) - \nu)\nu_j(\theta) + \nu \frac{\nu_j(\theta)}{\sigma^2} \right) = o_p(1)$$

(6.1)

with

$$I_* = JM - \nu \nu^T \left( J - \frac{1}{\sigma^2} \right) = J(M - \nu \nu^T) + \nu \nu^T \frac{1}{\sigma^2}.$$ 

Such an estimate is efficient for the error models $\mathcal{F}_0$ and $\mathcal{F}_0^+$.

Let $c_n$, $d_n$, $N_n$, $\tilde{\theta}_n$, $\epsilon_{n,j}$, $\hat{H}_{n,j}$, $M_n$, $\hat{I}_n$ and $\hat{\epsilon}_n$ be as defined in the previous section, but with $L_n$ now as in (4.4). In addition, set

$$\hat{\nu} = \frac{1}{N_n} \sum_{j=1}^{n} \hat{H}_{n,j}, \quad \hat{\sigma}^2 = \frac{1}{N_n} \sum_{j=1}^{n} \epsilon_{n,j}^2 \quad \text{and} \quad \hat{I}_{*,n} = \frac{\hat{\nu}^T}{\hat{\sigma}^2} + \hat{J}_n(M_n - \hat{\nu} \hat{\nu}_n^T).$$

Finally, let

$$\hat{\theta}_n = \hat{\theta}_n + \frac{1}{N_n} \sum_{j=1}^{n} \hat{I}_{*,n}^{-1} \left( (\hat{H}_{n,j} - \hat{\nu}) \hat{\nu}_n(\epsilon_{n,j}) + \hat{\nu}_n \frac{\epsilon_{n,j}}{\hat{\sigma}^2} \right).$$

To prove the efficiency of this estimator we need Condition 5.1 and the following additional condition

**Condition 6.1.** For every local sequence $\{\theta_n\}$ and some sequence $\{m_n\}$ of positive integers tending to infinity,

$$\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} E_{\theta_n}(\|\hat{H}_j(\theta_n) - \hat{H}_j(\theta_n)\|_{\mathcal{B}_{n,i}(\theta_n)}^2) = o(a_n^2),$$

(6.2)

where $\mathcal{B}_{n,i}(\theta)$ is the $\sigma$-field generated by $\{X_0, \epsilon_1(\theta), \ldots, \epsilon_{i-1}(\theta), \epsilon_{i+1}(\theta), \ldots, \epsilon_n(\theta)\}$, $\theta \in \Theta$, $i = 1, \ldots, n$.

**Theorem 6.2.** Suppose Assumptions 2.1 and 2.2 and Conditions 5.1 and 6.1 hold, $f$ has zero mean and finite variance $\sigma^2$, $\{\theta_n\}$ is a discretized $\sqrt{n}$-consistent estimator of $\theta$ and the sequences $\{a_n\}$, $\{b_n\}$, $\{c_n\}$ and $\{m_n\}$ satisfy in addition

$$n^{-1} a_n^{-4} b_n^{-2} c_n^2 + n^{-1} a_n^{-3} b_n^{-1} c_n^2 m_n \to 0.$$  

(6.3)

Then $\{\hat{\theta}_n\}$ satisfies (6.1).
Proof. For simplicity in notation, we shall give the proof only for the case \( d_n = 1 \). The case \( d_n > 1 \) is similar. As in the proof of Theorem 5.2, we may and shall assume that \( \langle \hat{\theta}_n \rangle \) is a local sequence. Then the random variables \( \varepsilon_{n,1}, \ldots, \varepsilon_{n,n} \) are independent under \( P_{\theta_n} \) and consequently the following facts are obtainable from the arguments of Schick (1987, pp. 99–100). There is a constant \( c \) such that

\[
\| \hat{\varepsilon}_n \|_\infty \leq ca_n^{-1}, \quad \max_{1 \leq j \leq n} \| \hat{\varepsilon}_{n,j} \|_\infty \leq ca_n^{-1}, \quad (6.4)
\]

\[
\| \hat{\varepsilon}_n - \hat{\varepsilon}_{n,j} \|_\infty \leq ca_n^{-2} b_n^{-1} n^{-1}, \quad \| \hat{\varepsilon}_{n,j} - \hat{\varepsilon}_{n,j,i} \|_\infty \leq ca_n^{-2} b_n^{-1} n^{-1}, \quad i \neq j \quad (6.5)
\]

\[
E_{\theta_n} \left| \hat{\varepsilon}_n - \hat{\varepsilon}_n \right|^2 dF = O(n^{-1} b_n^{-1} a_n^{-3}), \quad (6.6)
\]

\[
\int (\hat{\varepsilon}_n - \hat{\varepsilon}_n \beta)^2 dF \to 0, \quad (6.7)
\]

\[
\frac{1}{n} \sum_{j=1}^{n} \hat{\varepsilon}_n (\varepsilon_{n,j}) = J + o_{\hat{\theta}_n}(1), \quad (6.8)
\]

\[
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} (\hat{\varepsilon}_n (\varepsilon_{n,j}) - \langle \varepsilon_{n,j} \rangle) = \sqrt{n} \int \hat{\varepsilon}_n dF + o_{\hat{\theta}_n}(1), \quad (6.9)
\]

where \( \hat{\varepsilon}_n (y) = E_{\hat{\theta}_n} (\hat{\varepsilon}_n (y)) \).

\[
\hat{\varepsilon}_{n,j}(y) = \frac{1}{na_n^2} \sum_{r \neq j} k' \left( \frac{y - \varepsilon_{n,r}}{a_n} \right), \quad \text{and} \quad \hat{\varepsilon}_{n,j,i}(y) = \frac{1}{na_n^2} \sum_{r \neq i,j} k' \left( \frac{y - \varepsilon_{n,r}}{a_n} \right),
\]

for \( y \in \mathbb{R} \) and \( i \neq j \).

The independence of \( \varepsilon_{n,1}, \ldots, \varepsilon_{n,n} \) under \( P_{\theta_n} \), \( (2.5) \) and \( (5.1) \) imply that

\[
\hat{\sigma}_n^2 = \sigma^2 + o_{\hat{\theta}_n}(1) \quad \text{and} \quad \hat{\nu}_n = \nu + o_{\hat{\theta}_n}(1). \quad (6.10)
\]

Using this, \( (2.6), (5.1), (6.8) \) and the non-singularity of \( I_* \), one verifies that

\[
I_*^{-1} = I_*^{-1} + o_{\hat{\theta}_n}(1). \quad (6.11)
\]

Let

\[
\hat{Z}_n = \hat{\theta}_n + I_*^{-1} \frac{1}{n} \sum_{j=1}^{n} \left( \hat{H}_{n,j} - \nu \right) \left( \varepsilon_{n,j} + \frac{\varepsilon_{n,j}}{\sigma^2} \right)
\]

and

\[
\hat{Z}_n = \hat{\theta}_n + I_*^{-1} \frac{1}{n} \sum_{j=1}^{n} \left( \hat{H}_{n,j} - \hat{\nu}_n \right) \left( \varepsilon_{n,j} + \hat{\nu}_n \frac{\varepsilon_{n,j}}{\sigma_n^2} \right).
\]
It follows from Remark 3.6 and Condition 5.1 that \( \langle \hat{Z}_n \rangle \) satisfies (6.1). From (6.10) and (6.11) one concludes \( \sqrt{n}(\hat{Z}_n - \tilde{Z}_n) = o_{\bar{\theta}_n}(1) \). In view of the mutual contiguity of the sequences \( \langle \mathcal{Q}(X_n|P_{\theta_0}) \rangle \) and \( \langle \mathcal{Q}(X_n|P_{\theta}) \rangle \) and the above results, it suffices to prove that
\[
\sqrt{n}(\hat{\theta}_n - \tilde{\theta}_n) = o_{\bar{\theta}_n}(1).
\]
But, by (6.9), (6.10) and (6.11), this is implied by
\[
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \hat{H}_{n,j}(\hat{\epsilon}_n(\epsilon_{n,j}) - \hat{\epsilon}(\epsilon_{n,j})) = \sqrt{n} \nu_n \int \hat{\epsilon}_n \, dF + o_{\bar{\theta}_n}(1). \quad (6.12)
\]
From a martingale argument, (2.6), (5.1) and (6.7) we obtain
\[
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \hat{H}_{n,j}(\hat{\epsilon}_n(\epsilon_{n,j}) - \hat{\epsilon}(\epsilon_{n,j})) = \sqrt{n} \nu_n \int \hat{\epsilon}_n \, dF + o_{\bar{\theta}_n}(1).
\]
In view of this, (6.12) is now a consequence of
\[
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \hat{H}_{n,j}(\hat{\epsilon}_n(\epsilon_{n,j}) - \hat{\epsilon}_n(\epsilon_{n,j})) = \sqrt{n} \nu_n \int (\hat{\epsilon}_n - \hat{\epsilon}_n) \, dF + o_{\bar{\theta}_n}(1).
\]
By (6.5), (2.6) and (5.1), the latter follows from
\[
\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \hat{H}_{n,j} \left( \hat{\epsilon}_n(\epsilon_{n,j}) - \hat{\epsilon}_n(\epsilon_{n,j}) - \left( \hat{\epsilon}_n - \hat{\epsilon}_n \right) \right) = o_{\bar{\theta}_n}(1). \quad (6.13)
\]
To prove (6.13), let \( D_j \) denote the \( j \)th summand in the left-hand side of (6.13) and \( D_{j,i} = E_{\bar{\theta}_n}(D_j|B_{n,i}(\theta_0)) \). Using conditioning arguments one verifies for \( i \neq j \) that \( E_{\bar{\theta}_n} D_{j,i} D_j = E_{\bar{\theta}_n} D_{j,i} D_j = E_{\bar{\theta}_n} D_i D_{j,i} = 0 \), which yields \( E_{\bar{\theta}_n} D_i D_j = E_{\bar{\theta}_n}(D_i - D_{j,i})^T(D_j - D_{j,i}) \). This and the Cauchy–Schwarz inequality yield
\[
E_{\bar{\theta}_n} \left\| \frac{1}{\sqrt{n}} \sum_{j=1}^{n} D_j \right\|^2 \leq \frac{1}{n} \sum_{j=1}^{n} E_{\bar{\theta}_n} \| D_j \|^2 + \frac{1}{n} \sum_{i \neq j} E_{\bar{\theta}_n} \| D_j - D_{j,i} \|^2
\]
\[
\leq 1 + \frac{2m_n}{n} \sum_{j=1}^{n} E_{\bar{\theta}_n} \| D_j \|^2 + \frac{1}{n} \sum_{1 \leq i < j \neq l < i \text{ or } j \neq l} E_{\bar{\theta}_n} \| D_j - D_{j,i} \|^2.
\]
Verify that \( E_{\bar{\theta}_n} \| D_j \|^2 \leq c_n^2 E_{\bar{\theta}_n} \int (\hat{\epsilon}_n - \tilde{\epsilon}_n)^2 \, dF \) and use (6.5) and (6.6) to conclude that
\[
\frac{1}{n} \sum_{j=1}^{n} E_{\bar{\theta}_n} \| D_j \|^2 \leq 2C c_n^2 \left( 4a_n^{-4} b_n^{-2} n^{-2} + n^{-1} a_n^{-3} b_n^{-1} \right) \quad (6.14)
\]
for some \( C > 0 \). Let
\[
\tilde{D}_{j,i} = \hat{H}_{n,j,i}(\hat{\epsilon}_{n,j,i}(\epsilon_{n,j}) - \hat{\epsilon}_n(\epsilon_{n,j}) - \left( \hat{\epsilon}_{n,j,i} - \hat{\epsilon}_n \right) \int \),
\]
where $\hat{H}_{n,j} = E_{\hat{\theta}}(\hat{H}_{n,j} | {\mathcal{B}}_{n,i}(\hat{\theta}_n))$. Then by (6.4)

$$E_{\hat{\theta}_n} \| D_j - D_{j,i} \|^2 \leq E_{\hat{\theta}_n} \| D_j - \bar{D}_{j,i} \|^2 \leq 32c_n^2 a_n^2 E_{\hat{\theta}_n} \| \hat{H}_{n,j} - \tilde{H}_{n,j,i} \|^2 + 2c_n^2 E_{\hat{\theta}_n} \left( \hat{\theta}_{n,j,i} - \hat{\theta}_{n,j} \right)^2 dF.$$

Therefore by (6.2) and (6.5) we obtain

$$\frac{1}{n} \sum_{1 \leq i,j < n, |j-i| > m_n} E_{\hat{\theta}_n} \| D_j - D_{j,i} \|^2 = o(1) + O(c_n^2 n^{-1} a_n^{-4} b_n^{-2}).$$

Combining the above with (6.3), we obtain that $E_{\hat{\theta}_n}(1/n \sum_{j=1}^n D_j^2) \to 0$. Thus (6.13) holds, and this completes the proof.

7. Adaptive estimation in ARMA models

We shall now apply the construction of the previous section in stationary and ergodic ARMA processes with error model $\mathcal{F} = \mathcal{F}_0$. The resulting estimate will also be adaptive as the necessary condition for adaptation holds in this case. Our construction avoids the sample splitting trick, does not require the knowledge of initial innovations, and shows that some assumptions imposed by Kreiss (1987a), namely (A.5) and positivity of the error density, are not required for the existence of adaptive estimates, nor is symmetry. The latter was also observed by Drost et al. (1994). Since the constructions in Kreiss (1987a) and Drost et al. (1994) use the initial innovations, they do not solve the question of adaptive estimation for truly stationary and ergodic ARMA models, but only for a closely related model.

For simplicity, we only consider the ARMA(1, 1) process. This process $\{Y_t: t \in \mathbb{Z}\}$ is described by the difference equation

$$Y_t - \alpha Y_{t-1} = \eta_t - \beta \eta_{t-1}, \quad t \in \mathbb{Z},$$

where $\alpha, \beta \in (-1, 1), \alpha \neq \beta$, and $\{\eta_t: t \in \mathbb{Z}\}$ are independent random variables with common density $f$. We assume that $f \in \mathcal{F}_0$. Then, for each $t \in \mathbb{Z}$, one has

$$Y_t = \eta_t + (\alpha - \beta) \sum_{i=1}^\infty \alpha^{i-1} \eta_{t-i}, \quad (7.1)$$

$$\eta_t = Y_t + (\beta - \alpha) \sum_{i=1}^\infty \beta^{i-1} Y_{t-i}, \quad (7.2)$$

$$\sum_{i=0}^\infty \beta^i Y_{t-i} = \sum_{i=0}^\infty \alpha^i \eta_{t-i}, \quad (7.3)$$

where the series converge almost surely and in mean square. One arrives at (1.1) by setting $X_{-1} = \eta_0, X_j = Y_j$ for $j = 0, 1, \ldots$, and
\[ H_j(\beta) = (\beta_1 - \beta_2) \sum_{i=1}^{j-1} \beta_2^{-i} X_{j-i} + \beta_2^{-j}(\beta_1 X_0 - \beta_2 X_{-1}), \quad j = 1, 2, \ldots. \]

We take \( \mathcal{F} = \mathcal{F}_0 \), \( \Theta = \{(a, b) \in (-1, 1)^2 : a \neq b\} \) and \( \theta = (\alpha, \beta) \). The initial density has the following form:

\[ g_{(a,b),\phi}(x, y) = \frac{1}{|a - b|} \gamma_{a,\phi} \left( \frac{y - x}{a - b} \right) \phi(x), \quad x, y \in \mathbb{R}, (a, b) \in \Theta, \]

where \( \gamma_{a,\phi} \) is the stationary density of the AR(1) model with parameter \( a \) and error density \( \phi \).

It was shown in Remark 2.7 that \( (a, \eta) \mapsto \gamma_{a, f_{\eta}} \) is \( L_1 \)-continuous at \( (a, 0) \) for every smooth path \( \eta \to f_{\eta} \) satisfying (3.7). From this one derives (2.2) and (2.8) for each such path. Consequently, every smooth path satisfying (3.7) is regular.

Let \( H_j \) denote the gradient of the map \( (a, b) \mapsto \sum_{i=1}^{j-1} (a - b) b^{i-1} X_{j-i} \), i.e.,

\[ \hat{H}_j(a, b) = \begin{pmatrix} \sum_{i=0}^{j-3} a(i+1) b^i X_{j-i-1} \\ \sum_{i=0}^{j-2} (i+1) b^i X_{j-i-1} - \sum_{i=0}^{j-2} (i+1) b^i X_{j-i-2} \end{pmatrix}, \]

and

\[ V_j = \left( \sum_{i=0}^{\infty} \alpha(i+1) b^i Y_{j-i-1} - \sum_{i=0}^{\infty} \beta(i+1) b^i Y_{j-i-2} \right) \left( \sum_{i=0}^{\infty} \alpha(i+1) b^i \eta_{j-i-1} - \sum_{i=0}^{\infty} \beta(i+1) b^i \eta_{j-i-2} \right). \]

By the ergodic theorem \( n^{-1} \sum_{j=1}^{n} V_j \to E_\theta(V_1) \) and \( n^{-1} \sum_{j=1}^{n} V_j V_j^T \to E_\theta(V_1 V_1^T) \) almost surely. Note also that \( E_\theta\|H_n(\theta) - V_n\| \to 0 \). Using the above and Remark 2.6 one verifies that Assumption 2.2 holds with

\[ \nu = E_\theta V_1 = 0 \text{ and } M = E_\theta V_1 V_1^T = \sigma^2 \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}. \]

As \( \nu = 0 \), the necessary condition for adaptive estimation holds.

Utilizing the identities (7.1)–(7.3) one verifies that

\[ \hat{H}_j(a, b) = \sum_{i=0}^{j-2} \begin{pmatrix} a^i \\ -b^i \end{pmatrix} \varepsilon_{j-i}(a, b) + \begin{pmatrix} (b - a)^{-1}(b^{j-1} a X_0 + b a^{j-1} X_{-1}) \\ (1 - j) b^{j-2} (a X_0 - b X_{-1}) \end{pmatrix}. \]

From this one derives that Conditions 5.1 and 6.1 hold for each sequence \( \langle m_n \rangle \) tending to infinity. Thus we can use the construction of Section 5. However, we shall slightly modify this construction to obtain an estimator that depends on \( X_1, \ldots, X_n \) only, and not on \( X_0 \) and \( X_{-1} \). This is necessitated by the fact that one does not observe \( X_0 \) and \( X_{-1} \) in practice. To this end, set

\[ \tilde{e}_j(\beta) = X_j - \sum_{i=0}^{j-1} (\beta_1 - \beta_2) \beta_2^{j-i} X_{j-i}, \quad j = 1, 2, \ldots, \theta \in \Theta. \]
Note that $\varepsilon_j(\vartheta)$ and $\tilde{\varepsilon}_j(\vartheta)$ differ only by the term $\vartheta_j^{-1}(\vartheta_1X_0 - \vartheta_2X_{-1})$. Now let $\tilde{\theta}_n$ be an estimate of $\theta$ based on $X_1, \ldots, X_n$ only and define the estimate

$$\tilde{\theta}_n^* = \tilde{\theta}_n + \frac{1}{N_n} \sum_{j=d_n}^{n} \tilde{I}_{n,n}(\tilde{H}_{n,j} - \hat{v}_n)(\tilde{\varepsilon}_{n,j}), \quad (7.4)$$

where $\tilde{H}_{n,j}$ and $\hat{v}_n$ are as in Section 6, $\tilde{\varepsilon}_{n,j} = \tilde{\varepsilon}_j(\tilde{\theta}_n)$, $\tilde{v}_n$ is defined as $\hat{v}_n$ but with $\tilde{\varepsilon}_{n,j}$ replacing $\varepsilon_{n,j}$, and

$$\tilde{I}_{n,n} = \frac{1}{N_n} \sum_{j=d_n}^{n} \tilde{\varepsilon}_{n,j}^2 \frac{1}{N_n} \sum_{j=d_n}^{n} (\tilde{H}_{n,j} - \hat{v}_n)(\tilde{H}_{n,j} - \hat{v}_n)^T.$$

**Theorem 7.1.** Suppose $\langle \tilde{\theta}_n \rangle$ is a discretized $\sqrt{n}$-consistent estimator of $\theta$ and the sequences $\langle a_n \rangle$, $\langle b_n \rangle$, $\langle c_n \rangle$ and $\langle d_n \rangle$ are such that

$$n^{-1}c_n^2(a_n^{-4}b_n^{-2} + a_n^{-3}b_n^{-1}d_n) \to 0 \quad \text{and} \quad a_n^{-5}b_n^{-1}p^{2d_n} \to 0 \quad \text{for every} \quad p \in (0, 1). \quad (7.5)$$

Then $\langle \tilde{\theta}_n^* \rangle$ defined by (7.4) is adaptive.

**Proof.** Note that the assumptions of Theorem 6.2 hold with $m_n = d_n$. Thus we only need to show that $\tilde{\theta}_n^* - \tilde{\theta}_n = o_\rho(n^{-1/2})$. As in the proof of Theorem 6.2, we can assume that $\langle \tilde{\theta}_n \rangle$ is a local sequence. Let $\theta_n^*$ be defined as $\tilde{\theta}_n^*$ but with $\varepsilon_{n,j}$ replacing $\tilde{\varepsilon}_{n,j}$. It is easy to prove that $\theta_n^* - \tilde{\theta}_n = o_\rho(n^{-1/2})$. Easy calculations show that $U_n = \sum_{j=d_n}^{n} E_{\theta_n}^*(\tilde{\varepsilon}_{n,j} - \varepsilon_{n,j})^2 = O(\rho^{2d_n})$ for some $\rho \in (0, 1)$. From this and Lemma 10.1 in Schick (1993) one obtains that

$$\sum_{j=d_n}^{n} E_{\theta_n}^*(\tilde{\varepsilon}_{n,j} - \varepsilon_{n,j})^2 \leq c_0(a_n^{-4} + a_n^{-5}b_n^{-1})U_n \to 0.$$

This lets us conclude that $\tilde{\theta}_n^* - \theta_n^* = o_\rho(n^{-1/2})$. The desired result now follows from contiguity.

**Remark 7.2.** Of course, $\sqrt{n}$-consistent estimates do exist for $\theta$ and can be calculated from the sample autocovariances.

8. Appendix

Let $\lambda$ denote the Lebesgue measure. Let $\nu$ be a measurable function from $\mathbb{R}$ to $[1, \infty)$. Let $\mu$ denote the measure with Lebesgue density $\nu$. Let $\Xi$ be an open subset of $\mathbb{R}^m$ containing 0. Let $\{ h_\xi : \xi \in \Xi \}$ be a collection of measurable functions from $\mathbb{R}$ to $\mathbb{R}$ such that for some $A > 0$ and all $\xi \in \Xi$ and $x \in \mathbb{R}$:

1. $|h_\xi(x)| \leq Ax \nu(x)$;
2. $|h_\xi(x) - h_0(x)| \leq A\|\xi\|\nu(x)$.
Lemma 8.2. The operators \( \{ T_\xi : \xi \in \Xi \} \) are contractions, i.e., \( \| T_\xi \| \leq 1 \), and are norm-continuous at 0, i.e., \( \lim_{\xi \to 0} \| T_\xi - T_0 \| = 0 \).

Proof. The former follows from the bound \( \int |T_\xi g| \, d\lambda \leq \int |g| \, d\lambda \leq \int |g| \, d\mu \). For the latter, fix a positive constant \( K \) and derive the bound

\[
\| T_\xi - T_0 \| \leq \int |f_\xi - f_0| \, d\lambda + \sup_{|\xi| = K} \int |f_0(x - t) - f_0(x)| \, d\lambda(x) + \frac{2A}{K},
\]

where we use the fact that \( \{|h_\xi - h_0| > K\|\xi\|\} \subset \{A\xi > K\} \) for \( \xi \neq 0 \). Now use (8.1) and the pointwise continuity of the translation operator on \( L_1(\lambda) \) – see Theorem 9.5 in Rudin (1974) – to conclude that \( \lim_{\xi \to 0} \| T_\xi - T_0 \| \leq 2A/K \). As \( K \) was arbitrary, this yields the desired result.

Lemma 8.2. Suppose for each \( \xi \in \Xi \) there exists a unique Lebesgue probability density \( g_\xi \) such that \( T_\xi g_\xi = g_\xi \). Then \( \sup \{ \int \| g_\xi \| \, d\mu : \xi \in \Xi \} < \infty \) implies that \( \lim_{\xi \to 0} \int \| g_\xi - g_0 \| \, d\lambda = 0 \).

Proof. Choose a sequence \( \{ \xi_n \} \) in \( \Xi \) which converges to 0. We shall show that

\[
\sup_n \int |T_{\xi_n} g_{\xi_n}(x)| \, d\lambda(x) < \infty, \tag{8.2}
\]

\[
\limsup_{t \to 0} n \int |T_{\xi_n} g_{\xi_n}(x + t) - T_{\xi_n} g_{\xi_n}(x)| \, d\lambda(x) = 0, \tag{8.3}
\]

\[
\lim_{K \to \infty} \sup_n \int_{|x| > 2K} |T_{\xi_n} g_{\xi_n}(x)| \, d\lambda(x) = 0. \tag{8.4}
\]

The Fréchet–Kolmogorov theorem (see Yosida 1971, p. 275) implies that the sequence \( \{ T_{\xi_n} g_{\xi_n} \} \) is sequentially compact in \( L_1(\lambda) \). Thus, in view of the identity \( T_{\xi_n} g_{\xi_n} = g_{\xi_n} \), the sequence \( \{ g_{\xi_n} \} \) is sequentially compact in \( L_1(\lambda) \). Let \( g \) be an \( L_1(\lambda) \) limit point of this sequence. Without loss of generality, assume that \( \int \| g_{\xi_n} - g \| \, d\lambda \to 0 \), otherwise consider a
subsequence. By Lemma 8.1, \( \int |T_{\hat{s}}g_{\hat{s}} - T_0g| \, d\lambda \to 0 \). This leads to the identity \( g = T_0g \).

As \( g \) is a Lebesgue probability density, one obtains \( g = g_0 \).

Let us now show that (8.2)–(8.4) hold. Clearly, (8.2) holds. The statements (8.3) and (8.4) follow from the bounds

\[
\int_{|x| > 2K} |T_{\hat{s}}g(x)| \, d\lambda(x) \leq \int_{|x| > 2K} |f_{\hat{s}}(x - \hat{s}(y))| g(y) \, d\lambda(y) \, d\lambda(x)
\]

\[
\leq \int_{|x| > K} f_{\hat{s}}(x) \, d\lambda(x) \int |g| \, d\lambda + \int_{|\hat{s}(y)| > K} |g(y)| \, d\lambda(y)
\]

\[
\leq \int_{|x| > K} f_{\hat{s}}(x) \, d\lambda(x) \int |g| \, d\mu + A \int |g| \, d\mu,
\]

and the following facts

\[
\limsup_{t \to 0} \sup_n \int f_{\hat{s}_n}(x + t) - f_{\hat{s}_n}(x) \, d\lambda(x) = 0,
\]

\[
\lim_{K \to \infty} \sup_n \int_{|x| > K} |f_{\hat{s}_n}(x)| \, d\lambda(x) = 0,
\]

which are consequences of (8.1).

\[\square\]
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