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Let us consider the system of differential equations 

J-y dXk 
(1) xk = 2^ a*i%i + <t>k(xiy • • - , # » ) , xk = —> k = 1, • • • , », 

in which the a*,,* denote constants and the <j>k{x\, • • • , xn) are power 
series in xi, • • • , #w converging in a given neighborhood of the origin 
Xl= • • • = x n = 0, and containing neither constant nor linear terms. 
The differential equations in the system are supposed to be real and 
we shall investigate real solutions 

(2) xk = Xk(t), k = 1, • • • , », 

which are asymptotic to the origin as / tends to + °° through real 
values, that is, real solutions for which 

2 2 

(3) lim (xi + • • • + xn) = 0. 

When n = 2 the results to which we shall be led are well known2 and 
may be formulated as follows: 

If the characteristic constants of the matrix ||a&;|| in (1) are both nega­
tive and one is not an integral multiple of the other, or are conjugate 
complex numbers with negative real parts, all the points in a suitably 
restricted neighborhood of the origin lie on real solutions of (1) which are 
asymptotic to the origin as t tends to + <*>. If the characteristic constants 
are real and of opposite signs, a point in a suitably restricted neighbor-
hood of the origin lies on a real solution of (1) asymptotic to the origin 
as t tends to + « if, and only if, it is a point of a certain real analytic 
arc containing the origin. 

Recent dynamical investigations3 by the author require an exten-
1 Presented to the Society, December 29, 1938, under the title Restricted problems 

in three bodies. 
2 See, for example, E. Picard, Traité d'Analyse, vol. 3, 1928, pp. 206-213. In con­

nection with the case where the characteristic constants have opposite signs, cf. 
P. Painlevé, Gewöhnliche Differentialgleichungen; Existenz der Lösungen, Encyklopâdie 
der mathematischen Wissenschaften, vol. 2, pt. I1, p. 221 (footnote 116), where it is 
pointed out that Poincaré failed to recognize the necessity of proving what is equiva­
lent to showing that a point not on the stated analytic arc cannot lie on a solution of 
(1) asymptotic to the origin as t tends to + *>. See also E. Picard, loc. cit., p. 207. 

3 Not yet published. 
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sion of this theorem to the cases n>2. That the extension is not obvi­
ous has been maintained by Bieberbach.4 The difficulty in generaliz­
ing the theorem arises when some of the characteristic constants of 
the matrix \\akj\\ are complex. The need for a proof of the existence of 
real solutions asymptotic to the origin when some of the characteris­
tic constants are complex has been emphasized by Wintner.6 

The general theorem to be established follows. 

THEOREM. If the first m of the characteristic constants X& of the matrix 
a^jl in the system (1) are negative or have negative real parts, while the 

remaining n — mare positive or have positive real parts, if the elementary 
divisors of the characteristic matrix are linear, and if none of the linear 
commensurability relations 

X& = ^lXl + ' * * + Pm^m, 

k = 1, • • • , m\ pk = 0, 1, • • • ; px + • • • + pm è 2, 

holds, a point in a suitably restricted neighborhood of the origin lies on 
a real solution of (1) asymptotic to the origin as t tends to + <*> if, and 
only if, it is a point of a certain real, analytic, m-dimensional manifold 
regular at the origin, 

A companion theorem corresponding to the remaining n~m char­
acteristic constants and dealing with real solutions asymptotic to the 
origin as / tends to — oo may obviously be formulated. 

Our investigation is based on the following results6 due to Poincaré, 
Picard and Horn. 

Assume given the system of differential equations 

Zk = XfcSfc + <tf>fc(si, • • • , z» ) , k = 1, • • • , n, 

in which Zk denote real or complex variables, <pk(zx, • • • , zn) denote real 
or complex power series in z\, • • • ,zn, which converge in a given neigh­
borhood of Zi= • • • = zn = 0 and begin with terms of at least the second 
degree in Z\, • • • , zn. The constants X& may be real or complex and it is 
assumed that\\, • • • ,Xm have negative real parts while Xm+i, • • • ,\nhave 
positive real parts. In addition the constants \k are subject to the hypothe­
sis that none of the linear commensurability relations 

Xfc = ^iXi + • • • + pm^m, k = 1, • ' ' , m , 
4 L. Bieberbach, Differentialgleichungen, 3d edition, 1930, p. 113. 
5 A. Wintner, Librationsiheorie des restringierten Dr eikör per problems, Mathema­

tische Zeitschrift, vol. 32 (1930), pp. 661-662. 
6 E. Picard, op. cit., pp. 17-21, and pp. 187-188; J. Horn, Gewöhnliche Differential-

gleichungen beliebiger Ordnung, 1905, pp. 319-325. For (5) in the text above, see page 
321 of Horn's book. 



i94o] REAL DIFFERENTIAL EQUATIONS 477 

holds, where pi, • • • , pm denote non-negative integers for which 
pi+ • • • + £ m ^ 2 . 

If Ci, - - -, Cm denote m arbitrary real or complex constants, it is pos­
sible to find power series f or z\, • • • , znin the arguments 

(4) ux = CV1 ' , • • • , Um = C m e w , 

which converge for sufficiently small absolute values of these arguments 
and which satisfy the differential equations. These power series have the 
form 

%i = Ui + JPy(«i, • • • , « « ) , j = 1, • • • , m, 

zk = Pk(uh • • • , « « ) , * = w + 1, • • • , », 

z^ere //&£ power series Pi, • • • , Pn begin with terms of at least the second 
degree in u\, • • • , um. 

The complex characteristic constants of the real matrix || a*,j| neces­
sarily occur in conjugate pairs and we arrange the notation so that 

(6) 

where jo, fee denote integers such that 0 ^ 2j0 ̂  m, 0 ^ 2k0 S n — m. The 
v\, P2, v%, v± will always be used in the sequel in the same sense as em­
ployed here. Thus, to indicate the real and imaginary parts of the 
complex characteristic constants, we shall write 

X2v!-1 = OiVl + iPVl, \2V1 = Oin — iPVl, 

From the theory of linear transformations it follows that there ex­
ists a real linear transformation with nonvanishing determinant 
transforming the variables xx, • • • , xn into the variables yi, • • • , yn 

and the system (1) of differential equations into the system 

y*vx-\ = 0LVly2Vl-i — Pvly2v1 + $ 2 ^ - 1 ( y i , • • • , yn), 

fan = Pviy*n-\ + ocVly2Vl + ^ ( j i , • • • , y n ) , 

(7) y»* = Ky»2 + *v2(yi, • • • ,. y n ) , 

ym+2„3-i = am+„3;ym+2v3-i — /3m+„3ym+2,;3 + $m+2ps-i(yi, • ' ' , ^w), 

ym+2v3 = ^ w + v 3 y m + 2 y 3 - l + aw+v3ym+2i/3 + ^>m+2^3(3 ;l, ' * * j ^ n ) , 

yM = X,4>4 + $„4(;yi, • • • , y n ) , 

X2vi-1 — ^ 2 ^ ! , 

Av2
 = : Xy2 <C 0 , 

Am+2»'8—1 = Am+2v3? 

X̂ 4 = \„4 > 0, ^4 

.1 = 1, • • 

V2 = 2/o + 1, * * 

?3 = 1, * * 

= m + 2&0 + 1, • • 

• ,io, 
' , w, 

• , ko, 

' ' ,n, 
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where $1, • • • , <£„ denote real power series in ylt • • • , yn beginning 
with terms of at least the second degree in these variables. 

If complex variables Z\> • • • , zn be introduced by means of the 
equations 

/o\ z*n-i = ytn-i + htm z*n = ^2*1-1 — iy2ni z^ == y*v 

Zm+2vz-l — ym+2vz-l "T lym+îvv 2m+2v3 = - ^ " M ^ ^ - l ~" iym+2pv Zv± = ypv 

the differential equations (7) take the simple form 

(9) 

where 

(10) 

Zk -- ^kZk *T~ 2Li APl. . .VnZ\ 
2>H \-pn^2 

•& p\ ' - -pn A q\ • -

Pn 
' ' ' Zn y 

- qn whenever X& = X/, 

and qi, • • • , qn is the permutation of pi, • • • , pn obtained by inter­
changing every pair pk, pi for which k and / are such that X&=X/. 

It is apparent from (8) that a solution of (7) will be real if, and only 
if, the corresponding solution of (9) satisfies the condition 

(11) Zk = Zj whenever \k = X?, 

and we shall now construct solutions of (9) satisfying these condi­
tions. 

The following method was suggested by my colleague E. Ti t t and 
I have adopted it in preference to my own as less cumbersome. 

Referring to the definition of v\, v2, v%, v± in (6), it follows from (10) 
that if 

(12) 

denotes a set of n real or complex functions of / which is a solution of 
(9), then the set 

(13) ^2^!, Z2vi—1, Zp2) Zm+2pz, Zm+2vz—1> ZVv 

obtained from (12) by replacing zk(t) by z3(t) whenever X&=X, 
(l^k^j^n), also represents a solution of (9). Accordingly a solu­
tion of (7) obtained from (8), will be real if, and only if, the two solu­
tions (12) and (13) of (9) are identical. 

The results of Poincaré and Picard apply to the system (9) and we 
write the solution (5) in the form 

(14) zk = ZJ Cki-.-kjti- ' - - um , 
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where we have, of course, when ki+ • • • +km= 1, 

(15) Ckl...krn = 1 , h = 0, • • • , kj = 1, • • • , km = 0 ; j = 1, • • • , w, 

the Cif...&OT remaining, for which &i+ • • • +fen = l, fe = l, • • • , n, be­
ing zero. Choose the arbitrary constants G, • • • , Cm in (4) so that 

(16) Cp = Cq whenever~\p = Xff, (p ^ q ^ w), 

and therefore 

(17) wp = uq whenever Xp = \Q) (p ^ q ^ m). 

Selecting the solution (14) for the solution in (12), we shall prove 
that it is identical with the solution (13). Upon substituting (14) in 
(9) and equating coefficients of ul1 • • • u%? it may be verified that 
C^...km, for ki+ - - - +km = r (r*z2) and k fixed, is expressible as a 
polynomial in the Cl**.. .hm with ki+ • • • +km <r and k = 1, 2, • • • , n. 
These recurrence equations determine the Clf.. .&m uniquely, once the 
coefficients of the linear terms in ui, • • • , un of (14) are given. Taking 
the coefficients of the linear terms in ui, • • • , um of (12) as given by 
(15), it follows from (17) that they are identical with the coefficients 
of the linear terms in #i, • • • , um of (13), and the two solutions are 
therefore identical. 

Accordingly, the constants Cj in (4) being chosen subject to (16) 
and the complex solution (14) of (9) inserted in (8), a real solution of 
(7) is obtained when equations (8) are solved for yi, « • • , yn. 

If we write 

(18) U2Pl-l = t ^ i - l + il>2p19
 u2vx = ^ 2 ^ - 1 — iV2Vl9 U„2 = Vp2, 

the afore-mentioned real solution of (7) takes the form 

( . yi = v,' + Q,{vi, • • • , »»), y = l, • • • , #», 

yjc = Qk(vi, - - • , vm), k = m + 1, • • • , n, 

where Qi, - - • , Qn denote real power series beginning with terms of 
at least the second degree in the real variables Vi, • • • , vm, and con­
verging for sufficiently small |z^i|, • • • , \vm\. If we let 

(s2vi—1 = = CLv\ \ 1>0Vl) (^2PI = = d'vi îOvi) w 2
 = : &v2 •> 

it is readily seen that 

i>2F1_i = eav^{an cos pnt — bn sin ftnt), 

V2n = eapit(an sin (3Vlt + bVl cos fiVlt), z>„2 = av^
1, 
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The constants Q/p^y Op^j ("P2 a r e real and arbitrary. It therefore fol­
lows from (19) and (20) that there exists a real, analytic, ra-dimen-
sional manifold of solutions of (7) in a sufficiently small neighborhood 
of the origin yi= • • • =yn = 0. This w-dimensional manifold is regu­
lar at the origin, and, since aPV Xy2 are negative, any one of its points 
lies on a real solution of (1) asymptotic to the origin as / tends to + oo. 

We shall now show that a sufficiently small neighborhood of the 
origin yi— • • • =3/n = 0 contains no points on real solutions of (7) 
asymptotic to the origin as / tends to + oo other than the points of 
the above manifold. 

Solving the first m equations in (19) for vi, • • • , vm and substituting 
these expressions in the remaining n — m equations, we find the equa­
tions of the w-dimensional manifold in non-parametric form, namely 

(21) yk = Qk*(;yi, • • • , ym)f k = m + 1, • • • , », 

where Q* denote power series beginning with terms of the second 
degree at least in ylt • • • , ym and converging for sufficiently small 

|yi|» • • -: |y« | -
Let us introduce new coordinates rjly • • • , rjn by means of the equa­

tions 
Vi = y» j = 1,- - • ,m} 

Vk = yk — Q£(yu • • • > ? * ) , * = m + 1, • • • , ». 

The differential equations (7) retain their form after transforma­
tion, the y's being replaced, of course, by Vs. The coefficients of the 
linear terms are unaltered and the power series $i , • • • , <£n become 
power series in 771, • • • , rjn which will be denoted by $1*, • • • , <E>n* 
respectively. 

The last n — m of the transformed equations must be satisfied when 
weputr7m+i = • • • = 77w = 0, and therefore 

n 

(22) $fc* = J2 $kiVh k = m+ 1, - • - ,n, 

where $ki denote power series in 771, • • • , rjn without constant terms. 
Multiplying the last n — m transformed equations by rjm+u • * * , Vn, 
respectively and adding, there results 

n n n n 

X) VkVk = ]C akVk + ]C lui $klVkVh 
k—m+l &=ra+l &=ra+l Z=m+1 

where we have employed (22) to substitute for $>&*. Writing 
2 2 2 

P = Vm+l + * * * + Vn, Vk = Vk/P, k = M + 1, • • ' , » , 
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in the above equation and dividing by p2, we find 

n n n 

(23) f>/p = 2 ak»k + 2D ]C $kllJLk»l-
k=m+l k=m+l l=m-\-l 

Let a* = min {am+i, • • • , an] and $* = max {|*fcz| }, where $* = 
$*07i» * * • » ^n) tends to zero as the point (771, • • • , rjn) tends towards 
the origin 77] = • • • =7?n = 0. Now Mm+i+ * ' ' +Mn —1» so that we 
have 

k—m+1 Z=m-fl 
^ (ffc — w)<ï>*, 

and hence from (23) we see that 

(24) p/p ^ a* - {n - w)<E>*, a* > 0. 

If possible let yk = yk(t) be a real solution of (7) which is asymptotic 
to the origin 3/1= • • • =3>n = 0 as t tends to + °° , yet for which there 
is no J such that the solution lies in the ra-dimensional manifold (21) 
for / > I 

Employing 771, • • • , rjn as coordinates, we should then have a real 
solution 7ik = r]k(t) of the transformed differential equations with the 
property that to any positive.number e there corresponds a l€ > 0 such 
that we have 

2 2 
(25) 771 + ' * * + Vn < € 

for all t>t€. In addition there must exist a to>t€ which is such that on 
writing Î?2 = IJ*(/O), Po = *7m+i+ ' * * +vt (* = 1, • • • , n), we have 
Po>0. Since <ï>* is arbitrarily small in the neighborhood of the origin 
of 771= • • • =77n = 0, it is possible to choose e at the outset so small 
that 

$* = **foi(0, • • • , i?n(0) < «*/2(» - w) for t > /.. 

Inequality (24) then becomes p/p>a*/2 for />2€ . Integrating from /0 

to / (/>/o), we find 

p > poe<«''2><«-*o>, 

which, since a * > 0 , implies a contradiction to (25). 
Since the transformation from the system (1) to the system (7) 

was a real linear transformation with nonvanishing determinant the 
theorem has now been established. 
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