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Abstract

In this paper we prove the non-linear asymptotic stability of the five-
dimensional Schwarzschild metric under biaxial vacuum perturbations.
This is the statement that the evolution of (SU (2) x U (1))-symmetric
vacuum perturbations of initial data for the five-dimensional Schwarzs-
child metric finally converges in a suitable sense to a member of the
Schwarzschild family. It constitutes the first result proving the existence
of non-stationary vacuum black holes arising from asymptotically flat
initial data dynamically approaching a stationary solution. In fact, we
show quantitative rates of approach. The proof relies on vectorfield multi-
plier estimates, which are used in conjunction with a bootstrap argument
to establish polynomial decay rates for the radiation on the perturbed
spacetime. Despite being applied here in a five-dimensional context, the
techniques are quite robust and may admit applications to various four-
dimensional stability problems.
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1 Introduction

The existence of black holes features among the most fundamental predic-
tions of general relativity. In the appropriate mathematical language of the
theory, these objects correspond to solutions of the Einstein equations

1
R, — §ng =8mT, (1.1)

possessing a regular event horizon and a complete null-infinity. General rel-
ativity admits an initial-value formulation suggesting that the appropriate
setup to study black holes is in evolution from initial data. In this con-
text, the main objective is to determine whether the maximal development
associated to given data admits a complete null-infinity and a regular event
horizon.

Some important special black hole solutions (hence their initial data)
are known in closed form. They are static or stationary, with the well-
known Schwarzschild and Kerr family of solutions among them, which are
believed to play crucial roles as “final states” in gravitational collapse. It is
fundamental for our understanding of the theory to investigate the stability
of these explicit solutions, that is to say the global structure of the evolution
arising from initial data close (in an appropriate sense) to that of the known
reference solution. Due to the complexity of this non-linear problem, most
rigorous studies have been focussed on special symmetry classes. Specifically,
a paramount problem of black hole physics, the full non-linear stability of
the Kerr-solution, remains open to date.

A model in which both the global spacetime structure associated to the
evolution of general initial data and the stability of certain solutions in
particular have been mathematically understood previously is that of the
self-gravitating scalar field under spherical symmetry. The assumption of
spherical symmetry casts the Einstein equations as a (1 4 1)-dimensional
system of partial differential equations (PDEs), the inclusion of a massless
scalar field being the simplest way to circumvent Birkhoff’s theorem.! In
the context of this model, Christodoulou [2] proved that generic initial data
either disperse, i.e., asymptote to Minkowski space for late times, or collapse
to regular black holes. His seminal work was extended by Dafermos and
Rodnianski [6], who proved that the development of initial data collapsing
to black holes in fact approaches a Schwarzschild-metric on the exterior of
the black hole at a sufficiently fast polynomial rate. These decay rates [6] of

!Birkhoff’s theorem implies that spherically symmetric vacuum solutions are either
Minkowskian or Schwarzschildean.
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the scalar field were first suggested on a heuristic level by Price [8], and are
thought to be sharp. It is remarkable that [6] is a “large data” result. The
initial data need not be assumed close to Schwarzschildean; all initial data
containing a trapped surface are shown to approach a Schwarzschild metric.

1.1 The model

An alternative model allowing the study of gravitational collapse in vacuo
was recently proposed by Bizon et al. [1]. To understand their idea we recall
that, in view of the four-dimensional Birkhoff’s theorem, gravitational col-
lapse in vacuo (T, = 0in (1.1)) cannot be studied under spherical symme-
try. In axisymmetry on the other hand, the Einstein equations no longer
reduce to a system of (1 4+ 1)-dimensional PDEs and the resulting problem
does not seem tractable with current mathematical techniques. The way
out of this dilemma suggested by Bizon et al. [1] is to study the Einstein
vacuum equations under SU (2)-symmetry in five dimensions. This is moti-
vated by the following observation: the analogue of spherical symmetry in
four dimensions, i.e., an SO (3) action on an orbital two-sphere, is clearly
an SO (4) = (SU (2);, x SU (2)) /Z* action on a three-sphere in five dimen-
sions. However, via the latter isomorphism there exist subgroups of SO (4),
for instance SU (2); and (SU (2); x U (1)) /Z? which still act transitively
on the three-sphere.? Consequently, even within the class of the smaller
symmetry groups (commonly called triaxial- or biaxial-Bianchi IX depend-
ing on the subgroup to which one restricts) the Einstein equations reduce
to a system of (1 4 1)-dimensional PDEs. Moreover, Birkhoff’s theorem is
evaded by the introduction of one or two (in the triaxial case) dynamical
degrees of freedom arising from the reduced symmetry.

In the biaxial case this degree of freedom is manifest in a certain func-
tion B, which geometrically speaking corresponds to the “squashing” of the
three sphere. B is normalized such that it is zero for the Schwarzschild—
Tangherlini metric. From the point of view of the analysis it can be under-
stood as the analogue of the massless scalar field in four dimensions. The
Einstein equations (1.1) imply the following non-linear wave equation for
the squashing field B:

4

DgB - _ﬁ

(e_SB - e_2B) . (1.2)

2The subscripts L and R stand for the left and the right action, respectively.
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In [1] the model outlined was investigated numerically, suggesting that
small initial data will disperse, whereas large data will collapse to black holes,
approaching some Schwarzschild-Tangherlini black hole for large times. The
mathematical study of the model was initiated shortly thereafter by
M. Dafermos in collaboration with the present author. In [5], the following
statement?® was proven:

Theorem. Consider a triazial-symmetric initial data set (X, g, K), which is
close in an appropriate norm* to an initial data set (%, gs, Kg) evolving to
the five-dimensional Schwarzschild—Tangherlini solution of mass M. Let the
squashing fields By, Bs which are identically zero for the five-dimensional
Schwarzschild metric, be of compact support on the initial hypersurface. Let
Q be the Lorentzian quotient of the future Cauchy development of the data.
Then Q contains a subset with Penrose diagram:

It particular, the quotient of the maximal development of the set (X, g, K)
admits a complete null-infinity with final Bondi mass My close to M, and a
reqular event horizon Ht on which the Penrose inequality r* < 2M; holds.
Here r is the area-radius function.

The above theorem can be paraphrased as stating that perturbations of
Schwarzschild—Tangherlini initial data again collapse to regular black holes
close to the original Schwarzschild black hole. This result was termed orbital
stability of the five-dimensional Schwarzschild metric in [5] and generated
the first vacuum black hole solutions arising from asymptotically flat initial
data that are not stationary.’

Crucial for the proof of the above theorem is the existence of good mono-
tonicity properties for a function m (u,v), called the Hawking mass, defined
in (2.8). It converges to the ADM mass defined at the asymptotically flat
end. It is shown to satisfy d,m < 0 and d,m > 0 on the domain of outer
communications, leading to an a priori bound for the total mass fluctuation
on the spacetime in terms of the initial data.

3 Actually, it follows from a stronger statement proven in [5].

4See [5] for the precise definition.

5Solutions with a future complete, but not past complete, Z+ have been constructed
previously by Chrusciel [4], by solving a certain parabolic problem.
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1.2 The main theorem

Orbital stability provides, of course, certain control over the global structure
of the solution. Nevertheless, it leaves the details of the late-time behaviour
unclear. In particular, solutions could exhibit unexpected features at late
times with the squashing field B oscillating in some complicated manner and
the geometry thus never settling down. This problem is finally addressed
in the present paper. By proving appropriate decay rates we will show that
the squashing field does decay for late times and hence that perturbations
converge to another member of the Schwarzschild-Tangherlini family.

1.2.1 The statement

The main result is

Theorem 1.1. Consider a biaxial-symmetric initial data set (X,g, K),
which is close in the sense of the previous theorem to an initial data set
(2,95, Ks) whose mazimum development is the five-dimensional
Schwarzschild-Tangherlini solution of mass M. Let m : M — Q denote the
projection map of the maximal development of (X, g, K) to the two-dimen-
sional Lorentzian quotient space Q and let S=n (X). Fix a curve of con-
stant area radius, r =g, away from the horizon, intersecting S at P as
depicted below.

Assume furthermore that the initial data slice S coincides for r > rx with
an integral curve of the globally defined vectorfield Vr on Q and that the
data is Schwarzschildean outside a compact set, i.e., that the squashing field
B is of compact support.

Define regular coordinates (u,v) on the subset JH(SO{r>rg})nN
J=(Z) of the Penrose diagram arising by the previous Theorem as follows.
Let the point R, determined by the intersection of the curve r? = 4m with S,
have coordinates u =v = /M. Set Ty = % (1 — ), with p= 2%2”, along the
null-ray PQ and r,, = f% along null-infinity. In these coordinates u — oo
along null-infinity as i* is approached. The horizon H™ is parametrized as

(00,v). Define t = *5% and r* = 2.
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Then there exists a dimensionless constant § > 0, depending only on the
geometry of S such that if the field B satisfies

3

M™1 |:T3’B‘ —i—’rg

U

} <6 (1.3)

U

on SN{r>rg} and

1 1
— u?(0,B)? + v*(8,B)* + (u® + v?)(—r ) B?] = dvols < 62,
M gﬁ{TZTK} Q (1 4)
as well as
M1 [TS\By NIPS B i ] <4 (1.5)

on the ray v =v (P) N{r < rg}, then the squashing function B satisfies

|B|+ VM|B,|+ VM ’ forr <rg, (1.6)
+
where vy = max (1, v),
C\/
|B| + VM|B,|+ VM " forr > rg, (1.7)
BI<CM s 19)
r2

on D=J" (S’ Nn{r> TK}) NJ~(Z%) for a dimensionless constant C
(which depends on the choice of ri) computable from the initial data.

We will refer to this result as the asymptotic stability of the Schwarzschild—
Tangherlini solution. In particular, Theorem 1.1 produces the first dynamical
vacuum solutions arising from asymptotically flat initial data and converging
to stationary black holes for late times.

1.2.2 Remarks

Restricting S to coincide with a Vr integral curve for r > rx is justified
by Cauchy stability and the fact that the global properties of the Penrose
diagram are already known by the orbital stability result of the previous
theorem. It has been assumed to avoid some clumsy notation in the proof.
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Cauchy stability also justifies stating the smallness assumptions (1.3)—
(1.5) on the slice

S = (s n{r> rK}> U{v=v PN {r<ri)) (1.9)

instead of .5 The advantage of doing it this way is that (1.3) and (1.5)
do not depend on the choice of double-null coordinates on the Penrose
diagram.” Assumption (1.4) on the contrary depends on the choice of coor-
dinates. However, since both the u and the v coordinate are easily shown to
be finite in the region where B is supported on SN {r > rx} in the given
coordinate system, assumption (1.4) is automatically satisfied if we choose
the 0 in (1.3) small enough since B and is assumed to be of compact sup-
port initially. Hence it could be dropped by making § even smaller. We
have nevertheless included (1.4) for conceptual reasons which will become
apparent later in the proof.® Condition (1.4) would also be required if one
eventually drops the assumption of compact support, for then (1.4) imposes
conditions on the decay of the fields near infinity.

Factors of v/ M have been inserted in all formulae to make constants
dimensionless.

1.3 Summary of the proof

Before we embark upon an outline and a discussion of the proof, it is per-
haps illuminating to compare and contrast the situation with the proof of
Price’s law [6] for a self-gravitating spherically symmetric scalar field in 3 + 1
dimensions. It turns out that the techniques developed in the latter paper
to derive decay rates do not generalize to the system under consideration.
The underlying reason can be traced back to two crucial estimates applied
in [6]. The first of these, which allows one to extract decay directly from the
horizon, relies heavily on the homogeneity of the non-linear wave equation
satisfied by the field ¢ in the scalar field model. The second estimate is
made possible by the existence of an almost Riemann invariant, a quantity
admitting better decay properties than the scalar field ¢ itself, which can be
exploited to derive uniform decay of the energy in the area radius r. This

5The smallness assumption (1.5) easily translates into an appropriate smallness assump-
tion on S', depending on the geometry of S for r < ri, after extending the coordinate
system to all of J*(S) N J~ (zh).

"This will become useful later because the bootstrap argument applied in the proof
requires the definition of different coordinate systems.

8Quantity (1.4) is related to a boundary term in the vectorfield multiplier estimate
associated with the vectorfield K.
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decay played an important role in conjunction with the pigeonhole principle
completing the argument in [6].

In the five-dimensional case there is no almost Riemann invariant and
hence no apparent analogue to obtain decay in r for the energy in the asymp-
totic region. Moreover, the wave equation (1.2) satisfied by the dynamical
field B has an inhomogeneous part, which in particular appears in the red-
shift estimate. These obstacles necessitate a very different approach to prov-
ing decay. The path we choose here is based on exploiting energy currents
arising from vectorfield multipliers. This method was already central in the
proof of the non-linear stability of Minkowski space [3] and has recently been
applied at the linear level in the black hole context for the first time [7].
In the latter paper, decay rates for a scalar field satisfying the homoge-
neous linear wave equation on a four-dimensional Schwarzschild spacetime
are proven.” Key to establishing decay, at least away from the horizon,
is the application of a so-called Morawetz vectorfield. A careful analysis
reveals that the decay rates can be generalized to the linear problem asso-
ciated with the non-linear problem studied here, namely the analysis of
the linearized version of the wave equation (1.2) on a fixed Schwarzschild—
Tangherlini background. What is more, the method of compatible currents
being very geometric and robust in nature in fact carries over to the non-
linear problem suggesting that the decay rates (1.6)—(1.8) may be established
for the non-linear problem as well. However, in contrast to the linear case
several non-linear error terms now enter the various estimates, which can-
not be controlled a priori. This requires the introduction of a bootstrap
argument to be applied in conjunction with the estimates obtained from the
method of compatible currents.

It is noteworthy that the paper provides the first application of compatible
currents techniques in a (non-linear) black hole context. The argument
presented here is generally more robust than that of [6] but is of course
restricted to small data. More precisely, the method presented is expected to
be appropriate to eventually address non-linear problems without symmetry,
most famously the non-linear stability of the Kerr-solution. In particular,
since the technique is not bound to any dimension one should be able to
reprove a version of “Price’s law” [6] for small initial data along the lines of
the present paper.

9Clearly, this is the associated linear problem to the model of the self-gravitating scalar
field. Most notably, it can be treated without any symmetry assumptions on the scalar
field, cf. [7].
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1.3.1 Compatible currents

The basic idea behind the exploitation of energy currents based on vector-
field multipliers is quite simple. We construct a Lagrangian whose field equa-
tion generates the non-linear wave equation (1.2) satisfied by the squashing
field B. The canonical energy momentum tensor 7}, can be contracted with
a vectorfield V# to produce a one-form P, = T,,,V*. Finally, Stokes’ theo-
rem relates the spacetime (or “bulk”) integral of the divergence V¥ P, over
a certain region to integrals along its boundary. This leads to the identity

/ Ptn, = / v, Pt = / [T, + VAT, (1.10)
oD D D

where w1 = 1 (VAVY + V¥V#) is the deformation tensor of the vectorfield
V. One possible application of (1.10) is to estimate a future boundary inte-
gral from the past boundary and the spacetime term. On the other hand, for
some vector fields we will estimate a bulk term from the boundary terms.
The power of the method arises from an interplay between the identities
associated with different vectorfields adapted to the geometry of particular
regions. It is crucial that due to the Lagrangian structure both the bound-
ary and the bulk term of (1.10) only depend on the 1-jet of B. Suitably
applied, the method ultimately produces weighted L?-bounds on the fields
from which pointwise bounds on the fields follow in the standard manner.

1.3.2 The bootstrap

Before any bootstrap assumptions can be specified, coordinates have to be
defined on the Penrose diagram. This turns out to be a rather subtle issue,
intimately related to the bootstrap argument itself. The crucial observation
is that the coordinates have to be normalized to the future of the bootstrap
region, in order to capture the decay for late times in the estimates.'® This
is realized as follows. Consider the integral curves of the vectorfield Vr,
foliating the black hole exterior.!! Each of these curves also intersects the
curve of fixed area radius r = 2\/ﬁf (with My being the final Bondi mass
the latter is comfortably away from the horizon). Hence we can associate a
geometric time to any Vr integral curve by using the affine parameter along
the curve r = 2\/ﬁf . Now for each such “time” 7 on the curve, we construct
a coordinate system Cz (depending on 7!) on the black hole exterior by the
following procedure. We find the point A on the Vr curve associated to

10This is reminiscient of the situation in Christodoulou-Klainerman’s proof of the sta-
bility of Minkowski space [3].

HNote that for convenience, we have assumed in Theorem 1.1 that the initial data are
also defined on such a curve, at least up to its intersection with a curve r = rg.
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m = Mmazx
m = Mmin K r=2v/Ma Schwarzschild

Figure 1: The choice of coordinates.

7, where 72 = 4m. The r = const curve through A will intersect the data
at some point D. The affine length from A to D along that curve defines
the coordinate time at A.'> The actual coordinate system (u,v) is finally
defined by imposing that ¢ = ”T“’ =T holds on the integral curve of the
vectorfield Vr starting at the point A, at least up to the point B where the
integral curve intersects a certain constant rx-curve, fixed once and for all,
which is chosen to lie close to the horizon. Moreover, we set r* = *5* = 0 at
the point A and r,, = 3(1 — p) on BE. There is some choice to complete the
coordinate system by specifying r,, on BC. For most practical calculations
we will use Eddington—Finkelstein-type coordinates, setting v = —% (1—p)
on BC. In any case, the bounds proven will be manifestly independent on
the choice of u coordinate on BC' (figure 1).

An important issue immediately arising from the way we define the coordi-
nates is that the notion of a constant ¢ slice differs in the different coordinate
systems depending on the choice of 7. (Of course, the analogous statement
holds for the notion of timelike surfaces of constant 7*.) Nevertheless, we
will show that the coordinate systems remain uniformly close to each other
in a suitable sense, in particular that the ¢7 coordinate of the initial data
slice between rx and the support radius is always close to v/ M, however
large we choose 7. A detailed analysis is given in Section 8.3.

Every 7 defines a T, which in turn defines a region A (T") depicted in
figure 5. It is the region, enclosed by the ¢t = T-curve up to some point
B’ with coordinates (T, 77%), the null-line v =T + r}, linking B’ with the
horizon, a horizon piece, the null-line v = 2v/ M + %, the t = 2v/M piece
and the u = ug null-line on which the field B is identically zero by the

12Gee definition (3.2). We add a factor of v/M in order to avoid dividing by zero when
we state decay in t.
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assumption of compact support.'> Here T} = sup;p r* (t,7K). Another
curve, r* = 7, located to the right of »* = 7% will also be introduced and
fixed. We now choose a small constant ¢ and define the bootstrap region
to be the region associated to the largest time 75, such that for any vM <
7 < 7p the following “statement P” holds in the associated region A (T (7))
in the coordinate system C:

1. In the subregion {r* > %} N A(T), the area radius satisfies

pen (e () )

with

<evVM (1.11)

p= —2\/§—log§+£ (1.12)

and M4 defined to be the Hawking mass at the point (7, r* = 0).!4
2. We havel®®

VM < sup t<3VM. (1.13)
Sn{r*>ri yn{u>uo}

3. The weighted energy EX defined in (7.3) satisfies EX <T ) < cM on

all arcs {t =T < T} N {r* > ri} C A(T).
cM?

4. The energy-flux satisfies m (upnoz, v2) — M (Unog, V1) < (o, )2 for any
1+
v1 < v along the part of the horizon located in A (T'), where v; =
max (1, v;).
5.
cM?
m (ur*l,v) — M (Uhoz, V) < —5 (1.14)
C /l]Jr

holds in A (T"). Here vy = max(1,v).

13Note that this null-line has a geometric significance by the assumption of compact
support. The exact value of ug will depend on the coordinate system chosen.

MThe reader should note that in Schwarzschild with M = M4 the left-hand side of
(1.11) is identically zero. The coordinate r* is then the so-called Regge—Wheeler tortoise
coordinate.

5 This assumption states, in particular, that the initial data slice is both near and to
the past of the bootstrap region. It ensures that the bootstrap region does not move away
from the data.
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6. The integral bound

5 B.,)? CrM? 1
F§:/r3( §’22> du< 25— for Cp= sup —— (1.15)

vy r*>ry 1- K

holds along lines of constant v in the region {r* <ry}N{u<T —
r* (T,rx)} NA(T), corresponding to a decay of energy as measured
by local observers near the horizon.'6

We define the set

A= {% c [\/M oo) | Pres) holds in A(T(#)) for all 7 < %} c [\/M oo)
(1.16)

which will be shown to be open, closed and non-empty. This implies that
the statement P holds on the entirety of the black hole exterior. The decay
rates of Theorem 1.1 follow immediately after proving that the coordinate
systems used in the bootstrap converge to one which is close to the one
asserted by Theorem 1.1.

The openness of the set A follows from a straightforward continuity argu-
ment. The difficult part in closing the bootstrap therefore is to “improve”
the statement P on the closure of the set A (T).

1.3.3 Closing the bootstrap

The third bootstrap assumption is shown to imply # decay of the energy

flux on the arcs {t =t;} N {r* > r5}N{u> t;}, from which pointwise
bounds on the field B and its v-derivative are obtained. Additionally, strong
decay of B in the area radius r can be extracted from the boundedness of
Eg . The assumptions also provide sufficient control over the coordinate
functions at late times. In particular, one determines the relation between
the area radius 7 (u,v) and the coordinate 7* = *5*, at least in the region
where 7* > r}.. For late times this relation converges to the well-known
formula expressing the area radius 7 in terms of the tortoise coordinate
r* of the five-dimensional Schwarzschild metric as captured by bootstrap
assumption 1.3.2. It follows in particular that the value of r does not change
much (the corrections are shown to be of order %) along a r* = const-curve
in the region r* > rj., allowing us to go back and forth between the two in

the course of the paper. Moreover, bootstrap assumption 1.3.2 is improved.

16That is to say the quantity Fg measures exactly the energy which is not seen by the
Hawking energy at the horizon.
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Various constant - and constant r*-curves in the region r > rx will play a
crucial role, since certain integrands arising from the method of compatible
currents admit good signs in appropriate regions.!” The r* = ry-curve,
occurring in the bootstrap for instance (along which r & r¢ by the previous
remarks), is determined by various requirements defined later but is in any
case located to the right of the aforementioned r = rx. The latter curve
on the other hand, can and will be chosen close to the horizon providing a
source of smallness in the bootstrap argument. A second source of smallness
arises from Cauchy stability: After picking some rx we can choose a very

late time tg up to which the fields are still small and after which terms like
Clrk)

7, with C (rx) a constant depending on the choice of rg, are small.

We now turn to various energy currents arising from vectorfield multi-
pliers and describe how the bootstrap is closed. The remarkable properties
admitted by the Hawking mass for the system under consideration manifest
themselves in identity (1.10) for the vectorfield

_Ary, 5 4r

T=gp g

By (1.17)

The spacetime-term associated to the T-energy identity vanishes and one
obtains a relation between boundary terms, which are precisely the asso-
ciated energy fluxes. The monotonicity of the Hawking mass equips all
boundary terms with signs when applied in the region'® (cf. figure 4)

= ({t <t < b} {0 {u > u)
U{{ti+ry<v<to+ri}n{r <ri}n{u<uy}}. (1.18)

Such regions arise from a dyadic decomposition of the bootstrap region
between ty and 1" with ¢;4; = 1.1¢; playing a crucial role later in the argu-
ment.

It can be shown that the boundary terms associated to the vectorfield
X =1() (0~ 0,). (1.19)

for some carefully chosen bounded function f, are controlled by the energy
flux (i.e., the T boundary terms) and the integral bound (1.15) when applied

"By bootstrap assumption 1.3.2 constant r and constant r*-curves are close to one
another in that region.

8From the vectorfield point of view this follows from the fact that T is timelike, that
the normal to the region is non-spacelike and the positivity properties of T},,,. Cf. (1.10).
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. — . *
Vit =t F T

Figure 2: Closing the bootstrap.

in region (1.18). The function f is in turn chosen such that the spacetime-
term of X admits a positive sign. In conjunction with the bootstrap assump-

tions this results in a @ ) -decay bound for a positive spacetime integral in

the dyadic region 1~ Tch CI’IO ’], which will prove useful in controlling the
spacetime integrals of other vectorﬁelds.

Close to the horizon, in a characteristic rectangle fu1 =t1— 1%, u2 = Uhoz] X

[v1 = t1 + 7%, v2 =ty + 1] associated to the dyadic region “hOZD[tC“tQ], we
will apply the vectorfield
*
Y = agz )au + B (r*) 0, (1.20)

for appropriately chosen functions a and 3 (cf. the bold rectangle in figure 2).
The strategy is to control the future-null boundary integrals from the past
boundary- and the associated spacetime term.'® The integrand of the latter
contains a part admitting a good sign, which can be used in combination
with the spacetime term of X to control the remaining spacetime term of
Y. Moreover, one ingoing boundary term being located completely in the
region r* > 17, is always controlled by the energy flux and hence decays like
t%. Applying the identity in the characteristic rectangle with the bottom
being vy = tg + 17}, where an appropriate smallness assumption holds by
Cauchy stability, and the top being v = v for any vo < v < T + r} immedi-
ately yields uniform boundedness for both the boundary terms and the good

19Physically, the boundary terms of the Y vectorfield correspond to the energy flux as
measured by a local observer near the horizon.
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spacetime term of Y. The argument can be improved by a pigeonhole prin-
ciple applied in every characteristic rectangle. Namely, one extracts from
the good spacetime term of Y a “good Fy-slice”, i.e., a slice on which the
local Y-energy density decays like U% times the good spacetime term plus
a contribution from the energy in the region 7* > r%. This is depicted as
the dotted line in figure 2 above.?® Applying the vectorfield identity for ¥
again in a region with the good slice as its past-boundary, one exports the
——decay to all dyadic rectangles. Iterating the procedure one obtains (UQ;Q
decay for all boundary terms and the good spacetime term of Y. The decay

of the Y boundary terms leads to the pointwise bound |7“2 T—:j\ < % in the

21> which can be exported to the region 7} < r* < 1%t using the
energy estimate and the decay in the central region.

region r* < rX

With the pointwise bound on r2 Bu at our disposal, we can finally make
use of the Morawetz vectorfield

(u+a)28u+ (v—a)za

K =
M Mot

(1.21)

for a constant a.?! As mentioned previously, its application is necessitated

by the lack of an almost Riemann invariant and it proves crucial in the
derivation of decay rates away from the horizon. The vectorfield identity

for the region “#=T-"k DE;K T]O associated to any T < T and some large t,
0,

relates a future boundary term to a past boundary term, a horizon term and
their associated spacetime term.

The boundary terms on the T-arc contain “good”-terms which are pre-
cisely the strongly weighted energies Eg (T) of the second bootstrap

assumption and error terms. The vectorfield identity is now exploited so
as to estimate this “good” term on the future arc in terms of all other terms
entering the identity. These latter quantities are in turn shown to be small
or of good sign, which will finally improve assumption 1.3.2. To derive the
smallness for the various terms, it will be necessary to subdivide the domain
of integration and to apply different estimates in each region, carefully tak-
ing the geometry of the black hole into account.?? It should be emphasized
that these estimates belong to the most subtle ones in the paper. They make
crucial use of the monotonicity manifest in the Raychaudhuri equations (2.2)
and (2.3), and exploit an exponential decay associated with the redshift very

20 Alternatively, one can extract a “good Fr-slice” on which the T-energy flux is
improved. This will come in handy later.
21This suitably chosen constant defines the origin of the vectorfield.

u

. o 3B
2214 is here where the pointwise bound on r2 —
U

established earlier enters.
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close to the horizon by introducing an intermediate region between r* = r%
and the horizon.

For the boundary terms, there are two sources from which the smallness is
finally obtained: One is the choice of the curve r = rg, which can be chosen
very close to the horizon. The other stems from the choice of a late time
to up to which the initial data has only changed by an amount as small as
we may wish by Cauchy stability and after which the good decay estimates,
i.e., the weight of % carries over.

To establish smallness for the spacetime term appearing in the K-vector-
identity, on the other hand, a further argument is needed. This term consists
of a “main” term, which is the one that appears in the linear case, and error
terms. The error terms can be dealt with very analogously to the treatment
of the error-boundary terms. The main term is shown to admit a good sign
for r* < r? and for some r* > R* for some R*. The remaining piece in the
central region is divided into dyadic regions, t;;1 = 1.1¢;. Each K-integral
of such a dyadic region can be controlled by ¢;41 times the spacetime integral
of the vectorfield X in that region. Since the X-bulk term decays like T _i1)2
as outlined above, summing up the dyadic regions yields smallness for the
main K-spacetime term (arising from the large time t(, where we start the
dyadic decomposition). This improves bootstrap assumption 1.3.2.

With the third bootstrap assumption being improved on all arcs T < T
it follows that the decay of the energy has been improved on all arcs.?? As
a corollary, the same decay is obtained through any achronal hypersurface
lying completely in the region 77 <r* < %t. In the final step we find in
each dyadic rectangle a “good Fp-slice” on which the energy flux is improved
to (vj)g, very analogous to finding a “good Fy-slice” as described above.
Combining it with the improved decay on the associated arc (cf. the dotted
slice in figure 2), the domain of dependence property improves the bootstrap
assumptions 1.3.2 and 1.3.2. Additionally, we can finally find a good Fy-
slice in each characteristic rectangle (improving assumption 1.3.2 on that
slice), which in conjunction with the energy decay now being improved to
= everywhere in 7% < 1%15, can be exported to all v-slices. Hence assumption
1.3.2 is also retrieved with a better constant. This completes the proof that
the set A is indeed closed and the main theorem follows in view of the
previous remarks.

It should be noted that the decay rate that can be extracted in this
argument is limited by the weights appearing in the K vectorfield, i.e., by the

23 This is a consequence of the previously mentioned fact that the expression for EX
contains strong weights from which the decay can be extracted.
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decay in the central region.?* In particular, we cannot derive the stronger
decay 1}3%5 near the horizon obtained in [6] for the massless scalar field. It is
an interesting question whether other methods can improve the decay rates
proven in this paper.

1.4 Outline of the paper

We start by introducing the biaxial Bianchi IX model and some notation
(Section 2) before defining the aforementioned future-normalized coordinate
system C3 in Section 3. Various a priori bounds, which can be obtained
without invoking the main bootstrap argument and turn out to be help-
ful at many stages of the paper are derived in Section 4. An important
point to keep in mind, however, is that the decay of the energy in the area
radius cannot be obtained by these methods due to the lack of an almost
Riemann invariant for the model under consideration. The method of com-
patible currents is explained in more detail in Section 5, where moreover the
relevant identities associated with the regions considered later are derived.
In particular, the Hawking mass is recovered as a potential of a certain
vectorfield-current (Section 6). After defining the bootstrap assumptions
(Section T7), various bounds for the fields are derived from them and the
stability of the coordinate systems C; defined in Section 3 is established
(Section 8). The identities associated to the vectorfields Y and X are anal-
ysed in Sections 9 and 10. Here a somewhat lengthy argument is pursued to
construct the function f implicit in the vectorfield X, which finally ensures
that its spacetime term admits a positive sign. Section 11 reveals how to
control the weighted energies produced by Y near the horizon with the help
of the vectorfield X. The relevant version of the pigeonhole principle is also
explained at this stage. Finally, in Section 12 the Morawetz vectorfield K is
introduced and the necessary estimates to control the various error integrals,
as outlined in the introduction, are performed. Everything is put together
in Section 13, where the bootstrap is closed. The paper finishes with some
final remarks and open questions.

2 Biaxial Bianchi IX

The class of biaxial Bianchi IX metrics was introduced in [1]. We recall
that these spacetimes are topologically M = Q x SU(2), where Q is a two-
dimensional manifold and that global coordinates (u,v) can be found on Q

24(Clearly, better decay in the central region could immediately be exported to the
horizon by a reiteration of the pigeonhole principle in conjunction with the vectorfield Y.



STABILITY AND DECAY RATES 1265

expressing the metric of M in the form
g=—02(u,v) dudv + i?ﬂ (u,v) (eQB(“’”) (o% + a%) + e_4B(“’”)J§) , (2.1)

where B and r are functions @ — R and the o; form a basis of left invari-
ant one-forms on SU(2). Note that if B =0, the symmetry is enhanced
to (SU (2); x SU (2)p) /Z* = SO (4) and the metric reduces to the five-
dimensional Schwarzschild—Tangherlini metric in view of the higher dimen-
sional version of a well-known theorem due to Birkhoff.?> In this sense,
B is the dynamical degree of freedom ruling the model. See [5] for a more
detailed discussion.

The vacuum Einstein equations for the above model reduce to a system
of (1 + 1)-dimensional PDEs on the quotient manifold O:

0u(0720ur) = 2 (B (2.2)
dy (2728,r) = —% ((B.)?), (2.3)

2 2 2
=

0u0y log Q = 972/) + irurv —3(By)(Ba)

2r22 r2 ’2 ’ ; ’ 9’
= %er% (p—2> —ST—g, (2.5)
B = —%7;;“ B, — ;r;’ B+ ;22 (e ®F —e2B) . (2.6)
Here we have defined the quantity?®

p=2e20 _ %e_SB < %, (2.7)

with the inequality following from elementary calculus. Equality holds if
and only if B =0. Note that the non-linear wave equation (2.6) can be
written as (1.2) with O being the d’Alembertian of the metric (2.1).

#Note also the relation between the familiar round metric (dwgg) and the bi-invariant
metric on S3, dwég = i (a% +o2+ 0%).
26The quantity p is related to the scalar curvature of the group orbit by R = % p-
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A remarkable feature of the above system is the existence of a function
m (u,v) called the Hawking mass and defined by

r2 Ar .7 o

Since the inequalities r,, < 0 and r, > 0 were shown [5] to hold everywhere
on the black hole exterior,?” the Hawking mass has the following mono-
tonicity properties there:

A 2

dum = —47«3@ (B.)? +rv (1 - 3p> <0, (2.9)
3V 2 2

ym = —4r® o5 (By)* +rA (1= 2p) 2 0. (2.10)

This allows the derivation of energy estimates for the field B, which plays
an important role at all stages of the present paper. The existence of these
estimates was already an essential ingredient in the proof of the orbital
stability [5].

We conclude this section recalling some notation introduced in [5]. We
set

A=7y V="Ty (= ’I“%B’u 0= ’I“%B’v (2.11)
and introduce the quantities
A 0?2 —v 0?2
— — d = = 2.12
T wo —4dv o T [T 9N ( )

satisfying

Ko = K (7?25) : (2.13)
(

T”) : (2.14)

(e—SB _ e—2B) +8B2,
(2.15)

p1(B) = <1 - ;P) —8B? and p2(B) = 3

2"They hold on the initial data for small perturbations of Schwarzschild-Tangherlini
and are seen to be preserved by equations (2.2) and (2.3).
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both of order B3. The volume element associated with (2.1) is
3Q2 302 *
dVol = \/gdudvdw =r 7du dvdAgs = r°Q°dt dr* dAgs (2.16)
where in the standard Euler-coordinates on SU(2) (cf. [5])
1. L. 2
dAgs = 3 sin @ dw = 3 sinfdfd¢dy and hence dAgs = 21", (2.17)

The monotonicity of the Hawking mass justifies the definitions
Mmin, Mmax  for the minimal and maximal Hawking mass. (2.18)

Furthermore, the quantity My will denote the final Bondi mass and M the
mass of the perturbed Schwarzschild solution. The mass M determines the
scaling of the problem and I have normalized all quantities appropriately
using factors of M. In particular, “smallness” always refers to dimensionless
quantities.

We write C (€) for a constant satisfying lim._,o C (¢) = 0. The notation

a ~ bis used if there exist uniform constants ¢y, co with ¢; < % < ¢o. Finally,
we define

vy =max(l,v) and vy =max(1,v;). (2.19)

3 Choice of coordinates

As mentioned in the introduction, the choice of coordinates is already a
rather delicate issue for the problem under consideration. Although the
final result does not depend on the choice of coordinates, the bootstrap
techniques applied in the proof require the coordinates to be normalized to
the future of the bootstrap region introduced in Section 7. If on the contrary
one normalized the coordinates on the initial data, one would not be able
to obtain the improved decay of the fields at late times from the estimates,
roughly speaking because contributions from the initial data, which have
not yet decayed, enter the estimates. This necessitates, after a purely geo-
metric definition of “time” for Vr integral curves on the black hole exterior,
the introduction of a different coordinate system Cz = (uz,vz) defined with
respect to every such “time” 7. All such coordinate systems C; are defined

on the set ~
D=7 (%) NT" (S (3.1)

of the black hole exterior. In Section 9 we shall exploit the bootstrap assump-
tions to establish that — in a certain region — these coordinate systems are
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uniformly close to each other in a suitable sense. It should be observed that
the coordinate systems C; are different from the coordinate system asserted
in Theorem 1.1. In the last section of the paper we will show that the coor-
dinate system C; for 7 — oo is close to the one asserted by Theorem 1.1.

We begin by considering the family of Vr integral curves starting out
from some r = rx-curve which is chosen close to the horizon?® such that
still 1 — > ¢ > 0 holds for a small ¢, and ending at spacelike infinity i°.
These curves foliate D N {r > rx}. Moreover, every curve admits a unique
point where r = 2y/m. We pick any such curve and label the corresponding
point by A. Denote the mass at A by m4 and consider the curve 72 = 4m 4
going through A and intersecting the initial data at some point D. Let T4p
be the affine length of the constant r curve (with tangent vector normalized
to one) connecting A and D. Finally, define

T=vVM+—22  —/M+V2rap (32)

_ 2map
1- 2

to be the time associated with the Vr curve under consideration. In this
way we can assign a notion of time to any Vr integral curve. Considering
next the curve 72 = 4M; with affine parameter 7 starting from the initial
data, we obtain a map

9:[0,00) 37 =T € [\/Moo) (3.3)

which is defined by taking 7 to the time associated with the Vr integral
curve which intersects the curve r2 = 4M ¢ at 7. The map ¥ is easily seen
to be continuous and surjective.

For every 7 a coordinate system (u,v) is defined as follows. Let A have
coordinates (u,v) = (T =9 (F),T =9 (7)). Set k=~ =3 along the Vr
integral curve up to r = rg. Since

u v 2 2 (1 — :LL)
Vr(u+v)=(Vr)"+ (Vr)’ = @(—V—)\) = T(’}/—Ii), (3.4)
we have that ¢ = “$* (thus defining t) is indeed equal to the constant 7" on
the Vr integral curve through A. Moreover r* = 5% is equal to 0 at A.

Let the Vr curve defining the coordinate system intersect r = rx at B. We
erect the constant u = up-ray to the past of B and set k = % there. The
coordinate system is completed by specifying the u-coordinate on BC. We
set v = —% (1 — p) on BC. This might send the horizon to u = oo, namely

28The choice will provide a source of smallness later in the bootstrap argument.
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m = Mmin r=2yma Schwarzschild'

Figure 3: The choice of coordinates.

if 1 — =0 at C.22 We will see that in these coordinates v — oo at Z+.
The coordinates thus defined will be referred to as Eddington Finkelstein
coordinates. We also allow ourselves to move freely between the coordinates
(u,v) and (¢t = %5, r* = 25%) (figure 3).

Clearly if 7 =0, then the associated integral curve coincides for r > rg
with the curve on which the initial data are defined, and ¢ = VM defines the
initial data slice in » > rx. Note that in any coordinate system associated
with some 7 > 0, a slice on which ¢ = constant does in general not agree with
a Vr-slice. However, once we have introduced the bootstrap assumptions,
we will be able to show that the two slices mentioned remain uniformly
close to each other in 7* > r}- for any 7 > 0. This argument is postponed
to Section 8.3.2. Here we only introduce

Notation 3.1. Let t;g denote the t-coordinate, measured in the coordinate
system defined by Ta, of the point defined by the intersection of the Vr
integral curve determined by 7 and the curve r? = 4m (9 (F4),7* = 0).

We conclude with a remark on the differentiability of the coordinate sys-
tems. Due to the “cusp” at the point B the coordinate system is only C':
The quantities x and v (and by definition (2.12) the first derivatives of the
area radius function r (u,v)) are clearly continuous. The second deriva-
tives 7,4, and r,, however, are discontinuous at the point B. This could
be avoided by applying an appropriate smooth interpolating function in a
small neighborhood around the point B. However, we will see later that the
bootstrap involves only first derivatives (and hence continuous quantities)
and that the regularity suffices to close the bootstrap.

290f course, one does not expect this to be the case generically.
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4 Basic estimates

In this section we are going to show that given an appropriate smallness
assumption on the field B, namely (1.3) and (1.5), the field and its deriva-
tives remain small on the entire D. Since this “first round” is independent
of the main bootstrap argument, it provides a good way-in to familiarize
oneself with the basic estimates applied in different regions of the black hole
exterior. The bounds in this section will be proven in the coordinate system
C; associated to any 7 > 0.3 In this context it is crucial that the smallness
assumptions (1.3) and (1.5) are manifestly independent of the coordinate
choice. From [5] we recall that

1 Mmin o (§)  with lim e (8) = 0 (4.1)

Mmax 0—0

can be chosen arbitrarily small by an appropriate assumption on the ini-
tial data. We will abbreviate € () by € in the following. In view of the
monotonicity properties of the Hawking mass ((2.9) and (2.10)) the mass
difference between any two points cannot exceed Mmqy - € (§). We note

Lemma 4.1. If (4.1) holds, then on the horizon we have

2Mmax

0<1—p< (4.2)

r2

Proof. From [5] we have both 1 — 1 > 0 on the black hole exterior, as well

as the Penrose inequality 1 — 2%f < 0 holding on the horizon with M} the

final Bondi mass. Combining this with (4.1) immediately yields (4.2). O

Corollary 4.1. The area radius v satisfies

on H* (4.3)

with 4 being the maximal (minimal) value of r on the horizon.

Corollary 4.2. For any given 1 > 0 we can choose the § of the initial data
so small that for some r = rg curve located completely in D the estimate

rg—r<mn (4.4)

holds inr < rg.

30Note that if ¥ = 0 the coordinates are normalized on initial data.
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For the estimates in this section only we will explicitly couple the location
of the r = rg curve to the smallness of the initial data. In particular, we
define the curve rx by

2Mmax

(rK)QZZGé' (4.5)

1—

It follows easily that the maximum 7 difference in the region r < rx satisfies

Ar<rg—r_<3 Mmax 5 (4.6)

————¢€3.
24/ 2Mumin

Proposition 4.1. In any coordinate system Cz and with the assumptions
of Theorem 1.1 on the initial data we have

B+ /o] + M 41 < VM- () )

1%

everywhere in D. Moreover, the coordinate function k satisfies
k=1 <C () (4.8)

everywhere in D. Here the constant C (8) can be made arbitrarily small by
choosing the § of the initial data sufficiently small.

Proposition 4.1 will immediately follow from Propositions 4.2-4.5 (plus
their associated corollaries) proven in the remainder of the section, each of
them establishing the bounds in different regions of the black hole exterior.
Note that the radial decay of B promised by Proposition 4.1 is weaker than
that of Theorem 1.1.

Proposition 4.2. In the region D we have
B (u,v) | < C1(e(9),0), (4.9)

where C1 (e (8),0) can be made arbitrarily small by choosing the 6 in (1.3)
small enough.
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Proof. We integrate from the initial data to any point in the region r > rx

and estimate as follows:
“ C
udataa / du
Udata r2

)
) AL [
) -3

|B (u,v) |<5<

%

% .

1 1 1
+ — mmax Mmin SUP <\/ﬁ> ;

2 r>TK

% .

<4

5(
< ) 45 [ Tmax (4.10)

r2

<

which proves (4.9) in that region.
Next we turn to the region DN {r <rg}. We choose a constant C >

_3
2Mir_2§ such that |B| < C still implies that

| W

1 3
— <2e_2B - 2e_gB> <2 (4.11)

= 9r2

B o
|
A

in DN{r < < ri }. For rg sufficiently close to the horizon it is easily seen
that C' = 1—0 is good enough. Define the region

R={(uv,v) eDN{r<rg} : |B(a,v)|<C foral (4,v)€J (uv)}
(4.12)

which is clearly open and non-empty. We are going to apply a bootstrap
argument: Pick a point in the closure of R, where B < C' by continuity.
We are going to improve this bound by showing that in the causal past of
that point B is in fact smaller than % By continuity it follows that the set
R is also closed, hence must constitute the entirety of DN {r < rx}. The
argument proceeds in two steps. First we make use of the redshift estimate

integrating the equation
4K 4K 3
— — — - = 4.13
1/<7’3m+37' <'0 2>> (4.13)

N
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from the initial data yielding

¢ _¢ = I [fm g (- 3)| o d
v (U,’U) - v (U,UZ)Q
+/ve 5[3m+3r( )](“”)dv
" [_22 _ ;l\"/‘&; (=8B — e—ZB)] (u,v) dv (4.14)
and hence
¢
< o)

3
2
4;&
§(5 \// (uv)dv (u, ) \// 2uv
KT

i e ] [

ST‘STK

3
VM)* 3 3 o
( ) +§\/g Munax (1K) +2 (rx) (80+620)ECM1_

<6
- r_ 2 4mmmr 3 meln

(4.15)

It follows that |§| is bounded (but note that the last term might not be
small) in that region. In the second step we integrate from the r = rg
curve, on which B is small by (4.10), or the initial data to obtain

(u,v)du (4.16)

3
M§ max = v -
|B (u,v) | < 0— toes [ Mma —l—C’M}l/ —g
(%

72 r

wlw

VM

r

<9

(IS

Now because the r difference is given by (4.6) in the region under con-

sideration, we have indeed shown that B is smaller than % in R for an
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appropriate choice of €. By continuity the set R is also closed. Hence
R=Dn{r<rg}. O

Corollary 4.3. In r > rg we have that

1B (u,v) | < \/MC“:"S). (4.17)

Proof. This is the statement of (4.10). O

It is instructive to compare the %—decay of Corollary 4.3 with the analo-
gous estimate derived for the massless scalar field in four dimensions [6]. In
the latter case, one obtained by the above method #—decay. There existed
an almost Riemann invariant, i.e., a certain combination of the field and its
derivatives, however, admitting better decay properties than the field or its
derivatives alone. Via this quantity, it was possible to improve the decay in r
of the field itself to %, which was in turn sufficient to extract energy decay in
r. In five dimensions there is no almost Riemann invariant and energy decay
in r will only be obtained from the application of the Morawetz vectorfield
K in the context of the bootstrap argument pursued later.

Corollary 4.4. In the region R = D N{r < rx} we have

g < MiCs(e,0). (4.18)

Proof. This follows from revisiting the red-shift estimate (4.15) above, this
time improving the estimate for the (6_83 — e_QB)— term by Proposition
4.2, which implies that |e ™88 —e725| is e-small. In this way we obtain a
smallness factor for all the terms involved in (4.15). O

Proposition 4.3. In D we have

’K - %‘ < Cy(€,0). (4.19)

Proof. Integrating (2.13) from the t = T'N {r > rx} surface to any point in
the region {r > rx} yields

u o 2
K (u,v) = Kk (ur,v) exp (/UT iM) (a,v)du. (4.20)

If the point under consideration lies to the future of the ¢ = T' hypersurface
(u > ur), the upper bound x < % follows from monotonicity, whereas the
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lower bound is obtained via

1 4 5
> 2 exp (W) . (4.21)
2 T

On the other hand, integrating (2.13) from the null line u =T — r* (T, k)
downwards the lower bound follows from monotonicity and the upper one
by using (4.18)

2VM +2\/M

r (u7 U) TK

|k (u,v) | < %exp ((03 (e, 5))2) exp (— > < % + ¢4 (6,9).

(4.22)

Since the r-difference in the region r < rg is ¢3-small by (4.6), we obtain
the desired upper bound for  in particular on all of r = rg.

Now any point located in the past of the ¢ = T hypersurface and satisfying
r > rx can be reached by integrating (2.13) from either t = T  or from r = rg
where the upper bound (4.22) has already been established. The lower
bound for s at such a point follows from monotonicity, the upper one from

st (res)om o ) [ S5 )

2
< (1 + &4 (e, 5)) exp (W) . (4.23)
2 T

To extend the estimates to the entire region r < rx we integrate (2.13) from
the » = rg curve (on which the lower bound (4.22) and the upper bound
(4.21) has been established) to the horizon. Again the upper bound follows
from monotonicity and for the lower one we write

e (u,0) = 5 (g, v) exp (/u: i’;(i;) (@, v) di (4.24)

and estimate, using (4.18)

() 2 o (42255 e (€3 c07) (- 20200,

=9 (TK)Q r(u,v) K
(4.25)
Taking again (4.6) into account, we obtain the lower bound for x also in
that region. O
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With the bound on k established we also have good control over the
quantity A = k (1 — p). In particular A < 1 everywhere and A becomes very
small (perhaps zero) at the horizon. In particular, it follows that

0] < R(lle_'m = g’ (4.26)

holds everywhere on SN {r > rx} and hence the %-part of the smallness

condition (1.3) implies smallness for 6 as well. With this in mind we can
prove.

Proposition 4.4. In D we have

0] < O (e, 6) \/? (4.27)

Proof. We rewrite equation (2.6) as

__3XC o8B _ 2B
b = — 2T+3\f( e ?P) (4.28)

and integrate it from S N {r > 7k} to any point in D. We note that for | B
small we can find a constant K such that

(88 — e 2B)? < K (1 - 2p) (4.29)
holds. This constant approaches % as | B| goes to zero. We then estimate

16 (u,v) |

2(1—
<M4§ (udata, v \// < \// (a,v) du
Udata Udata
+sup \ﬁ\// 1—7,0 du\// du
Udata Udata

%§ v/ Mmax VM
+ /e NG +8y/e T (4.30)

<

Finally, we extend the bound on % to the region r > rg.
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Proposition 4.5. We have
5| <cuies )
i all of D.

Proof. Integrate equation (4.13) from the r = rx-curve, where |%\ < Cs5(€,9)
by Corollary 4.4 out to infinity. Note that due to the estimate proven for
the field B in Corollary 4.3 we may achieve (choosing § small enough) that

3 3m
i p < gy (4.32)

holds in the region r > rg. Using again (4.29) we can follow the string of

estimates
'g(uv) <'< U, Uy ) \// uvdv\/ T2(u®)d5
\// eSB—e2B uvdv\//
< \/>2 maX
_' (uavrx) +§ Eg \/7?
4 1 v 2 _ v A _
e 2o (75) \/ L, (1-3) Md”\/ =
< [ o+ 202
4

L WVE L Va2
\me(\/E(l—M)) VTK ve
Bv/max 1, VK 2VM
VTK 3[F

to conclude the result. O

< MiC;), (e,0) +

CT)

(4.33)

So far we have shown that rB, %, and /rf are small and that « is every-
where close to % for the perturbed spacetime. Estimates for some higher
derivative quantities will be required later. However, since all bounds can
be considerably improved once the bootstrap assumptions have been intro-
duced, we postpone the derivation of further pointwise estimates to Sec-
tion 8.4. Here we only note.
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Proposition 4.6. On D we have, independent of the coordinate system Csz,

the bound
1

= U

C7 () - (4.34)

Q, m
Q 73

Proof. From the fact that k=3 on {t=T}N{r* >r*(T,rx)} (hence
kyx = 0there) andon {u =T — r* (T, rg)} N {t < T} (hence k, = 0 on this
null-line) the bound (4.34) follows on these sets. We can obtain the quantity
% at any point on D by integrating equation (2.5) from the aforementioned

set to the desired point. Inserting the estimates of Proposition 4.1 gives

(4.34) everywhere. O
Remark. The quantity QQ” is discontinuous at the point B in the coordinate

system Cz. This discontinuity is propagated along the null-line v = v (B)
when integrating the quantity 9, % (which is continuous! (cf. 2.5)) in u

(cf. also Appendix A).

We conclude the section with a useful bound for the quantity + in the
region DN{t <T}N{r>rg}.

Proposition 4.7. In DN{t <T}N{r > rg} we have in the coordinate
system Cz
Cs(e,0) <y —3 <0. (4.35)

Proof. Integrate (2.14) from the ¢ = T-slice in the past direction. By mono-
tonicity v < % is obvious. The other direction is derived from

(1, 0) = 7 (u, V1) exp ( / v —ff; (u, D) dv> (4.36)

and the estimate

1 2 vr g2
v (u,v) > sexp |- sup SCNZEERY / — (u,v) dv
2 ercynpi<ry 2 (L—p) | Sy K
1
> Sexp (G (9] (4.37)
which follows by choosing the mass fluctuation small enough. O

We close the section by emphasizing once more that the bounds proven in
this section are independent of the particular coordinate system used, i.e.,
of how large we choose 7 (and hence T'). In this context it is important that
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the smallness assumptions (1.3) and (1.5) are invariant under a change of
coordinates.

5 Compatible currents
5.1 The basic identity

Varying the Lagrangian

1 1 2
= — Hy —_— —_ =
L= 9"0,B0,B+ 55 <1 3p> (5.1)

with respect to B leads to the non-linear wave equation (1.2) satisfied by
the field B. We associate to (5.1) the energy momentum tensor

1 , 1 P
TMV = auBauB - igl'”’ (aB) - 27”29/“, <]. - 3p) (52)

satisfying the equation

1 2
V“T‘uy == 7“73 <1 - 3p> Vl,'l". (53)
Given any vectorfield V' we can define its deformation tensor
Y =1 (VFVY + VYVH) (5.4)

and the vector
P = ¢V, (5.5)

The method of compatible currents is based on the following basic identity
for an arbitrary vector field V:

Vol = = (T + (V7Tas) V°) . (5.6)
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5.2 Useful formulae

In (u,v)-coordinates the components of the energy momentum tensor (5.2)
read

Tyu = (8uB)2 )
Tvv = (811-8)27
1 2 1 2
TuU:_iu’U 1—- :792 1—- - 9
9r27 < 3p> 472 ( 3p>
1 . 1 2
T;; = 59 (6 Bo.B + ) (1 - 3p)> . (5.7)

The vectorfields V' used in this paper have v and v components only and
will furthermore depend only on these two variables. For such vectorfields
we compute the components of their deformation tensor:

w 4 Vo
= <m> )

VU 4 VU
™ = e <m) :

uv 2
™ = (92)2 (aUVu + aqu) y
Iy 6 (v A

Finally, the following explicit formulae for the contraction

Ty = Ty + Tpom®” + 2T + Tiym™ (5.9)

will be useful:

, 4 14 Va
Tuwm™ = o5 <(8UB)26U (m) + (9,B)* 8, <QZ>

1 2
19 vVu uVv 1—-=
oo (1-4)

3 (v A o 1 2
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and

— Tyt = V'VHT,,
4 ‘/y 2 Vu
_ QZ ((a B)*a, (92)+<a B)*, <m>

2

3 )\ o 1 v A 2

(5.11)

5.3 Basic regions

In the course of the paper we shall apply the basic vectorfield identity (5.6)
for different vector fields in adapted regions of the black hole exterior. Here
the relevant formulae arising from (5.6) for these regions are derived.3!

5.3.1 Characteristic rectangles

Writing out the identity (5.6) for a null-rectangle R = [u1, ug] X [v1, v2] yields

—/ Vo P =— / / / o (VgP) /g dudv dw
vol S3Jour Juy

V9 ug

_ / / / 00 (/GP") + 0y (VGP")] dudvdw. (5.12)
S3 Jup Jug
Defining the bulk term
QQ
Y= / (Tamrv (vﬁT ) V“) - rPdudv dAg: (5.13)

vol(R)

and the boundary terms

FY ([us, ua] x {v}) = / / JGP" (1, v) dit do

u2 QQ 2
= 2772/ [7‘3 (8,B)* V" + TT (1 — 3p> V”] du,

1 (5.14)

31Gince the coordinate system is only piecewise C2, the justification of these formulae,
which are easily derived formally, requires some care. A detailed discussion can be found
in Appendix A.
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T
[t1,t2]"

Figure 4: The region “#D

V2

FY ({u} % [o1,09]) = — / VP (u, 9) dvdw

S3 Jug

V2 QQ 2
= 271'2/ [r?’ (8,B)* V' + TT <1 - 3p> V"} dv,
V1

we find the identity

Fy ({ug} x [v1,v9)) + Fy ([u1, u2] x {va})
=1} (R) + Fy ({wa} x [v1,v2]) + F ([u1, ug] x {v1}) (5.16)

. oW
5.3.2 The region “HD[tgl’tQ}

Another important region is (see figure 4)

rru
“HD[;’M;] ={t <t <to}n{r*>r;}n{us <u<um})

U ({(u,v) € [t1 — r;,uH] x [t + Ty t2 + r;]}) (5.17)

for which one finds the basic identity

A 1"*7“ A A A
I (D) = BY (t2) = BE (1) + Huy = Ju, (5.18)
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with the bulk term
TV o (u T U v v
iy ( g ,m) - L gy (Tl = (VTu) V) Vol (5.19)
[t1,t2]

and the boundary terms

1 . t—uy
—FV (t) = / —Pt(t,7) Q2r3dr*

*

Up QQ 2
+/ [r?’ (8,B)* V" + TT <1 — 3p> V”} du,  (5.20)
t—rk

g

where
po {2 (80.B)* + @ <1 - Zpﬂ
20)2 272 3
4 2‘?; [2 (0,B)? + ;Z (1 _ ;p)] , (5.21)
271@1% _ / [73 (0.B)2 V" + 7'122 <1 _ §p> V“} (tpop ) v (5.22)
and

]_ ~ 2t27u‘] QQ 2
530, = / {7‘3 (0.B)* V¥ + = (1 - p) V“} (uy,v)dv. (5.23)
2m 2t1—uy 4 3

For the region under consideration we will also need to apply Green’s identity
to a term of the form D -[J (B2) for some function D.3?

i (o) :'-.+/ [(OB?) D] dVolz-~+/ [B?(OD)] dVol

[t1.t2]

+G(t2) —G(t1) + N (t2) — N (t1) + HS — JF

ug?

(5.24)

32The formula derived here is a priori valid only for D € C?. However it also holds for a
D admitting less regularity, as is shown explicitly in Appendix A, where we demonstrate
that for the cases where (5.24) is applied in the paper (equations (12.9) and (10.11)),
D indeed satisfies these requirements.
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where
1 t—ug
53G (1) = / [B*0,D — DO, B*| r* (t,r*) dr*, (5.25)
vy
1 uH
5V (1) = /t [B*0,D — DO,B?| r* (u,t + r}) du, (5.26)
77-5
Lo / B [B?0,D — DO,B?| r* (up,v) dv (5.27)
27T2 ug tlJ’,T; Y b
R Ll AU
J7 = [B*0,D — D8,B?| 1* (uz,v) dv. (5.28)
2m? titry

We then define the renormalized bulk term

V (upg o\ 2
1y ( upld m) g / o [B2(CID)] dVol, (5.29)
t1,t2

for which the identity

Iy, (“HD@‘T,ZJO — FY (ta) — FY (t1) + Hupy — Ju, (5.30)
with
Fg(t)zﬁg(t)_G(t)—N(t), (5.31)
Hyy = Hyy = H (5.32)
uy =iy =I5 (5.33)

holds. Note that for u; = ug, the boundary terms J,,, all vanish, because B
does not have any support on © = ug by the domain of dependence property.

Finally, for future reference we also define the subregion

rr R rrou,
B[tgl,tgg] = UHD[tgl,t;} N{ry <r* < R7} (5.34)

and the slice

Si={t=tn{rr 2 U{v=1t+rg n{rr <rd}). (5.35)
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6 The vectorfield T' and the Hawking mass

Recall that the Hawking mass m defined in (2.8) satisfies (2.9) and (2.10).
The one-form dm is closed and by simple connectedness of the Penrose
diagram, exact. It follows that energy is conserved. This fact can also be
seen from the integral identity (5.6) applied to the the vectorfield

4\ 4v
T;»”J

If we apply identity (5.6) in the region “#D energy conservation trans-

[t1,t2]’
lates into the following relation between the boundary terms:

Fh (to) = Fg (t1) — Hy + J" (uy), (6.2)

where

UH 2
FL (1) :/t [47,3)\(397“2)—7“1/ (1_§p)] (u, t +17) du

+ /Eluo (1“3(3’,:)2 + 47“3%(37@2
+r (A=) (1 - g )) (t,7*) dr*, (6.3)
HI = /:2 lr?’(B:)Q + A <1 — ;p)] (ug,v) do, (6.4)
J(uy) = /:iw [7‘3(3:)2 + 7 (1 — ;,;)] (wy,v) dv. (6.5)

We will sometimes use the notation E (X), for the energy flux through an
achronal slice X.

7 The bootstrap

The bootstrap is intimately related to the choice of coordinate systems
defined in Section 3. We will use the notation introduced in that section.
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7.1 The bootstrap region and the statement P

M 2 -2
a= \/; [—3\6— log <2+ \/5)] (7.1)

and ¢ be some small constant. Define

Let

S =1t + (r* —a) O S =t0 + (r* —a) O (7.2)
and the quantity

27.‘_2 t—ug
Ef (t) ="
B M )

* 2 *
+(—2v) <<5B+gr T‘“B) P Gt ;2“)232>

3t \°

T =supr* (¢, 1K) . (7.4)
t<T

(1+20) ((5B)” + (SB)?)

r3dr* (7.3)

with

To each 7 we associate the region A (T' (7)) = “hOZD[TQ%/’%I) (hence defining
the T'in (7.4)) (figure 5).

We define the statement Pr(z) associated to a region A (T (7)) to be®

1. In the subregion {r* > r}.} N A(T), the area radius satisfies

. . My T(t,?"*)— 2M 4
r —[r(t,r)+\/2<10g<r(t’T*)+m>+p> <cvM (7.5)
e  oVT1oe 2T V2

p=—2v2 log2+\/§ (7.6)

and M4 defined to be the Hawking mass at the point (T',r* = 0).
2. We have
%\/M < sup t< %\/M (7.7)
Sn{r*>ri yn{u>uo}

33We will sometimes abbreviate T (7) by T, reminding the reader that any T arises
from 7 as described in Section 3.
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1
* Tel

Figure 5: The bootstrap region.

3. The weighted energy density (7.3) satisfies

1 3 3
B (T) <c onallares {2VM <t =T <Tyn{r* > 15} NA(T) .

(7.8)
4. The energy flux satisfies

M (Unoz, V2) — M (Unoy, v1) < ¢ M (7.9)

(U1+)2

for any v; < vy along the part of the horizon located in A (T) and

M
m (uT*l, v) — M (Unoz, V) < ¢ M —5 (7.10)
C /U+
holds in A (T') for an 77 defined in the subsection below.
6. The integral bound

- B,)? M 1
FY = /TS(’)du <CLM for Cp = sup —— (7.11)
v )

o2
vy 2Ty

holds along lines of constant v in the region {r* <r}3}N{u<T —
r (T,rx)} C A(T), corresponding to a decay of energy for local
observers near the horizon.
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Finally, we define the set

A= {% e [\/M, oo) | Prz) holds in A (T (7)) for all # < %} c [\/M, oo> .

(7.12)
Note that the lower bound on 7 ensures that T'> 2v/M (cf. (3.2)). The
following key Theorem will close the bootstrap and is easily seen to imply
the decay rates of Theorem 1.1. It will only be proven at the end of the
paper.

Theorem 7.1. The set A is non-empty, open and closed.

A few remarks are in order. The first two bootstrap assumptions ensure
that the different coordinate systems Cz do not move too far away from one
another, at least in the region r* > r%,. The first controls the deviation of the
relation between the coordinate r* and the area radius r from the familiar
relation between the Regge—Wheeler coordinate and the area radius in the
Schwarzschild metric. In particular, for Schwarzschild the left-hand side
of (7.5) is zero. The second assumption ensures that the bottom of the
bootstrap region (the t = 2v/M slice) does not move away too much from
the geometrically defined initial data (and is moreover always located to the
future of the data). In other words, the coordinates of SN {r* > r%} N {u >
up} are similar in all coordinate systems Cz.

The open-part of Theorem 7.1 follows from a simple continuity argument:

Proposition 7.1. The set A defined in (7.12) is open.

Proof. We observe that the integral Eg (t) and in fact all the quantities
appearing in statement P of the bootstrap assumptions depend continuously
on the choice of 7. O

One should note in this context that all bootstrap assumptions involve
only first derivatives of the fields and the area radius, and hence only con-
tinuous quantities (cf. the remarks on the differentiability of the coordinate
systems at the end of Section 3).

The hard part of Theorem 7.1 consists in showing that A is closed. This
will be accomplished by improving the constants appearing in the inequali-
ties of the bootstrap assumptions.
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7.2 The choice of r};

In this subsection we define the quantity r% with respect to the coordinate
system associated to the bootstrap region. Clearly, the location of r will
change between different coordinate systems when the bootstrap region is
altered. However, by bootstrap assumption 1.3.2, it will always stay close
to a geometrically defined curve of constant r, which is determined below.

By Propositions 4.6 and 4.1 we know that on D the bound

Vi |

o m 1
Q

+‘m—2‘ < C(e) (7.13)

holds in any coordinate system C;. For any small number ¢ > 0 we can hence
choose the initial data small enough such that there exists an ry < %\/M
satisfying

[ ry Qo
max |log —,r—2
r

1
- = 1- : 7.14
r<ry _ Q 2’ ,LL:| < 1,[) ( )
Here Corollary 4.2 has been used for the bound on the first factor. By
bootstrap assumption 1.3.2 the curve rj := inf, o7 r* (t,7y) is always close
to the geometrically defined curve ry. Hence we can additionally impose

that
\/? < (7.15)

holds. Next we are going to determine how small ¢ has to be. We define
two functions « (r*) and 3 (r*) in the coordinate system associated with the

bootstrap region as follows:
c /

D

*
"K o Ty

The function « which is supported only for r* < —% M is everywhere non-

negative and defined by setting « (ré = w) =1 and

0 for r* < rg,
L0 i .
1

I [ )

(VM+|r*])2

o () =

(7.16)
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with M = m (T,r* = 0) and x a smooth positive interpolating function. In
particular « =1 on DC.

. . . . 1
The non-negative function 3, again with support only for r* < —5v M,

is defined by setting 3 (rf) = %) = 0 and imposing that
24 18
Q% (t,r*) > 6 > Q% (t,r* 7.17
T ) 2 2 e ) (7.17)

in all of r* <7§,. We can estimate the value of 3 on rj- by
Ty Ty QZ
B(ry) =0 +/ Bxdr* < / 24—dr*
D D r

"
< / 2455 . log rdr* < 1210g "X,
D Y+ K r_

Hence 3 remains controlled by the r-fluctuation in 7* < 3. and hence small
by choosing ¢ above suitably small. Note that o and § are in particular
supported away from the curve r* = 0.

We finally choose the 9 of (7.14), (7.15) so small that the inequalities

2<41a—ﬁ)\>2 z ”(1_“)1, (7.18)

<4on’vr — o/r) > max , a,
Q K 4v M vM

a>k (46)\ +2rp + 87“ﬁ9£;> + max [;\/T]%, 2\;M] , (7.19)
<—T*r_ a) [24m"%“ + (1= p) (70K — 36w)] > 45 (7.20)

hold in the region r* < 7§, and set r}j =3 — 2V M.

Remark. The constant ¢ and the corresponding ry (and the upper bound
on initial data) can easily be computed explicitly and is fixed once and for
all. In particular it does not depend on the size of the bootstrap region
and the coordinate system that comes along with it. The curve r* =73,
and hence r* = r7 is then also fixed and always close to ry by bootstrap
assumption 1.3.2 and the fact that rg is chosen much closer to the horizon
than ry. Smallness for the bootstrap on the other hand, will be exploited
via the r%-curve and by choosing the initial data even smaller to “beat the
constants” which are introduced by the choice of 7.
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7.3 Cauchy stability

For the closed part we will have to improve the constant ¢ in the statement
P (i.e., bounds (7.8-7.11)) in the region A (7). The argument constitutes
the body of the paper. In this context, we note that within the process of
improving the bootstrap assumptions there will be two sources of smallness.
The first arises from the fact that r = rx can be chosen very close to the
horizon. The second is obtained by selecting a Vr-slice belonging to some
large 7y (and hence large associated time tg) up to which Cauchy stability
holds by a suitable smallness assumption on the data. This is expressed
precisely by the following

Proposition 7.2. For any smalln > 0, 6 >0, and any large 7o (hence large
associated time Ty = U (Ty), with ¥ defined in (3.3)) we can find an rix and a
6 > 0 such that the following statement is true: If the smallness assumptions
(1.3) and (1.5) of Theorem 1.1 hold for §, then

1) the curve r = rx away from the horizon satisfies r%( —r2 <n;
2) in the coordinate system defined by Te € [0, To] the t-coordinate of the
subset SN{r >rrx}N{u>up} of the initial data satisfies

it — VM| < 6vVM, (7.21)

3) in the coordinate system defined by Cz,, the statement P holds with

s /. . . Uho 7, U0
constant 0 (instead of ¢) in the region D[2x/M,To] and moreover, the
pointwise bound
_1|C _1 )
|IB|+ M™% |> |+ M 1|0 < VM— (7.22)
14 V4

holds on any slice ¢ (cf. (5.35)) for 2v M <t < Tj.

Proof. The first assertion is the statement of Corollary 4.2. For the second
statement consider the coordinate system Cp_y(z,) for a given 7, € [0, To].
The vectorfield Vr introduced in Section 3 can be expressed in the associated
(t,r*) coordinates

Vr = Iy (v — &) O + (v + K) O] (7.23)
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as can the vectorfield V7 which is defined to be orthogonal to Vr and
whose integral curves are the curves of constant area radius r:

Vir= 4;; (v + &) O + (7 — k) Op+] . (7.24)

The rescaled vectorfields

1 1
R=——Vr and G=-——=V,r 7.25
T TVt (7.25)

satisfy the orthonormality relations
g(R,R)=1 and ¢g(G,G)=-1 and g¢g(R,G)=0. (7.26)

Let ¢ be the affine parameter along R and 7 the affine parameter along G.
In the following, we frequently refer to figure 3 of Section 3. At the point
Awehave t =Ty = VM + V274D by definition. We would like to estimate
the value of ¢ at the point D and compare it to 1, which is the value of ¢ if
7o =0, Ty = v/M and the coordinates are defined on initial data. The rate
at which ¢ changes in affine parameter along the integral curve of V | r going
through A is given by

ﬁ_i(ﬁ_k ) 1
dr — 4kry 7 VI—p

We will integrate (7.27) from 7 = 0 to 7 = 74p with initial condition Ty =

VM + \/;A_% at A. By Propositions 4.1 and 4.7 the estimates

(7.27)

1
V1i—p
hold along the curve. Given the fixed 7y we choose the initial data so small

that 7p - C (€) is as small as we may wish. Hence 74p - C (€) is small for any
TAD (Te) With 74 < 75.34 With these choices the estimate

lk4+v—1<C(e) and ‘ —%ﬂgcg) (7.28)

£(D) — VM| < C(e) (7.29)
simply follows from integrating (7.27).

In a completely analogous fashion, by considering % and using that
|7 — k| < C (€) we can show that the point 7* = 0 on the initial data is close

to r =2vV/M: |r (tdata, 0) — 2V M| < C () VM.

34Note that 7 is close to TAD, since the curves r?2 = 4Mp and 4m4 converge to one
another for the initial data going to zero.
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Before we finally estimate how t changes along the integral curve of R
through D (i.e., the location of the initial data), we derive a rough estimate
for the relation of r and r*. Consider the vectorfield

1
L= 50, (7.30)

whose integral curves are the curves of constant ¢t. The coordinate r* changes
along such a curve (affine parameter 1) by

< 1
A (7.31)

a0 o

Integrating from * = 0, where r ~ 24/ M outwards to infinity noting that
1—p> % and that both x and ~ are close to % in the region under consid-
eration, we obtain

9 9
<< —. 7.32
10 = ~ 42 (7.:32)

On the other hand, the area radius changes according to

ﬁ_l()\_y)_lvl_“
dl NG

(k+7) (7.33)

leading to the estimate
2VM — C(e) VM + 21 <r <2VM +C () VM + 1. (7.34)

Combining (7.32) and (7.34) yields the relation

9 . 45 , 9
ﬁr—clgr §8\/§’F Wlthclzﬁ(Q\/M—C(E)\/M> (7.35)

along any curve of constant time in the region » > 24/ M. In particular, if a
quantity decays in 7 in the asymptotic region, it decays in r* as well.

Finally, we can consider the integral curve of R through D on which the
initial data are defined. We want to prove that the value of t does not change
much along that curve (at least up to the area radius R where the support
ends). First, we show that the horizon is a finite length of affine parameter
along Vr away from D. Namely, since the r-component of the vectorfield R
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is given by R" = /1 — u, we have the equation

dr
=./1— 4. 7.36

Starting at r (0) = 2,/m 4 and integrating inwards to the point where the
curve intersects the horizon we find

zm 2/ma 3
0< ghoz_/ ar2- 0, (V1= ) o ——dr
Thoz 1 - Thoz 4m o 27ﬁm7r

< (475 + C (9)) (;5 o) (7.37)

for some small §. On the other hand, we can integrate outwards from D
along Vr to a point where r = R. From (7.34) we know that the affine
parameter is controlled by the r value along the curve, hence for large R

< SR. (7.38)

o

Finally, ¢ changes along the curve according to

a1 1
do 4k 7

<0. (7.39)

< C(e) (7.40)

following from the results of Section 4 and choose € (hence the initial data)
so small that C (€) exceeds the support radius R:

tp —t| < C(e) SR< O (e). (7.41)

In this way we can make the difference in ¢ small in the region between
r =1k and r = R on the Vr integral curve.

The pointwise bound of statement 3 follows directly from Proposition
4.1 together with the fact that the quantity v is finite in the region under
consideration.

For (7.5) of statement P we observe that on {t =Tp}N{r* >rj} we
have 0;r = 0 by definition. From 0,1 = (k4 ) (1 — ) we derive, using
Propositions 4.1 and 4.7, estimate 1 of statement P on t = Tj for an arbitrary
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good constant by a suitable smallness assumption on the data. However,
along a curve of constant 7 > r7-, the value of r changes only by an amount
which can be made small by suitable choice of initial data, as is seen from
the estimate

t, To
|T(tb,r*)r(ta,r*)\:/t ()\+V)dt'§/2 (1—p)(k—7)dt<C(e)-Tp

Nevs
(7.42)

is small for any t,,%; € [2\/M , TO} if the data are small enough.

The second bootstrap assumption has been dealt with in statement 2 of
Proposition 7.2 already.

The third bootstrap assumption involves integrals over compact intervals
with the integrand containing B and its derivatives. The integral is small
on t = 2¢/M by assumption (1.3) and Cauchy stability. Again from Cauchy
stability it follows that Eg will stay as small as we may wish up to the
chosen T = ¥ (7y) slice if we only chose the data small enough. This is
perhaps most easily seen directly from the fact that u and v are always
finite in the region of integration, and taking into account the pointwise
bounds on B, %,9 established in Proposition 4.1. Put together it follows

that the quantity Eg can be made smaller than ¢ for a finite ¢ slice by an
appropriate assumption on the data.

The bootstrap assumptions involving the energy can be satisfied by choos-
ing the data sufficiently small (recall the a priori bound on the mass fluc-
tuation (4.1)). Finally, assumption (7.11) follows from the pointwise bound
on % (cf. Proposition 4.1) and realizing that integrating the quantity v in
u yields a finite result. Hence, in the coordinate system defined by 7y, all
inequalities in the statement P can be brought to hold with constant § in

. % U0
the region “bozD X’ O

[2vVM,To]
Corollary 7.1. The set A defined in (7.12) is non-empty.

Proof. By statement 2 of Proposition 7.2 for any 7, < 7y the coordinates of
a point in the associated region A (9 (7,)) will be close to the coordinates of
the same point in the coordinate system defined by 7y. Hence the statement
P holds with constant & in A (9 (7)) for all 74 < 7y by choosing § small

enough. Therefore [V M, 7] C A. O

In order to be useful in conjunction with the bootstrap, statement 3 of
Proposition 7.2 has to hold in any coordinate system C; associated to a
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7 > 79 with 7 € A. The argument is postponed to Proposition 8.8, after we
have derived appropriate decay bounds from the bootstrap assumptions in
the next section.

Proposition 7.2 also provides us with two sources of smallness. In partic-
ular, it justifies the following algebra for constants:

Cltyn=7, (7.43)
Clri) _ 5 (7.44)
to

Namely, after we have chosen 1) > 0 (cf. (7.14) and (7.15)) to determine 77,
we can choose 7 so small that it “beats” any constant depending on 77, and
C(rk)
to
the restrictions on the initial data get stronger and stronger in this process.)
Consequently, everywhere that the formulation “we choose £y so large that”
is used in the paper, we always have an application of Proposition 7.2 in
mind.

finally ¢y so large that ﬁ is as small as we may wish. (Of course,

8 Analysing the bootstrap assumptions

In this section we are going to derive certain decay bounds for the energy, the
squashing field and some other quantities. These estimates will be useful for
late times, i.e., they are to be understood in conjunction with Proposition
7.2 where we can choose such a late time. The time ty up to which Cauchy
stability holds is chosen in particular so large that for t > tg we have v ~
t in the region r} <r* < %t and that v ~t ~ r* in the region r* > %t.
Moreover vg = tg + 5y >> VM. All statements about decay in this section
are then valid in the subregion {t > ¢y} N {v > v} of the bootstrap region.

8.1 Energy decay
From assumption (7.8), we can directly derive t% decay of the energy in
certain regions for late times.

Proposition 8.1. On a hypersurface of constant t we have the bounds

9 2 t—ug * _ \2
% () (Trza)BQr?’dr* < EX (1), (8.1)
Tk
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22 [T I K
and
22 [t 2 2 2 2\ 3, % K
- ((u+a> (0.B)* + (v — a)* (8,B) )7« dr <2EK (). (8.3)

Proof. The first two bounds follow dlrectly from (7.3). For the last inequality
note that 2 (9,B)* (u + a)* +2(9,B)* (v — a)* = (SB)* 4+ (SB)? and

(SB)? + (SB)? = (1 + 2) ((53)2 n (§3)2) +(—2v) ((53)2 n (53)2)
< (1+2v) ((53)2 n (§B)2)

+4(—2v) ((SB + ?’(7a*2r_a)B>2 + <SB + S:B>2>

+3(—2v) (MBQ + BQ> (8.4)

7,.

and that we control all the terms on the right-hand side separately by (7.3).
O

The following proposition is an immediate application of the latter and
allows us to estimate the energy flux through certain slices for late times.

Proposition 8.2. Let (r],t1), (7§,t1) be such that t; — 7 +a > VM and
t1+r7 —a> VM and let additionally r7 > 3. Then we have

m (1, t1) —m (ri, t1)
<3M ((t =71 +a) 2 BE () + (1 + i — ) 7 Ef (1)

Proof.

rlvtl (Tlatl)

/ Oprmdr* —/ (—Oum + Opym) dr’*




1298 GUSTAV HOLZEGEL

Sk

guy—ﬁ+ayé/ﬁ<w+afu%J

*
1

B? B )
vl (8 et >>) g

7 2
+(t1 4+ — a)2/ <(v — a)2 @

* K
1

+A (v — a)” ]fj (8 + ¥ (B))> rdr*

<3M ((751 — 7 +a) B () + (ti+ 71 —a) P ES (tl)) ,

where we have used (2.9), (2.10) and Proposition 8.1 as well as the bounds
(4.19) and (4.35). O

The previous proposition can be combined with the bootstrap assump-
tions (7.10) and (7.9). The fact that energy is conserved then immediately
yields decay for any achronal slice in a certain subregion of A (T') as elabo-
rated in the following

Proposition 8.3. In the bootstrap-region A (T) the energy flux through any
achronal surface

Sc AT N{r < Pt} (8.5)

with v_ = min, S > to + 13 > VM and ming S > to satisfies

C
E(S) < M? gc> . (3.6)
v_
Proof. Dyadically decompose the region A (T) into regions “hoz DM ith

[tistit1]
tiv1 = 1.1¢;.3%  Proposition 8.2 applied to any slice tiy1 with r7 = 7% and

T = %ti+1 yields (for late times, i.e., when ¢t — 7 + a ~ t, which is the case

35 This decomposition implies that the width of each region is of the size of the t
coordinate it is at. It should be noted that this decomposition may not fit exactly, i.e.,
the last of these dyadic tubes may have a smaller width. To keep the notation reasonably
clean this fact is always to be understood implicitly. The results derived for each dyadic
region in the paper are of course independent of the fact that the last region may be
smaller.
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Figure 6: Energy decay from K.

for t > tg, cf. Proposition 7.2)

10 C (c)

m <ti+1, r* = 11t¢+1> -m (ti+1; 7“;() < M? 2 (87)

)

Combining this decay in the central region with the energy decay at the
horizon (bootstrap assumptions (7.9) and (7.10)) we find from energy con-
servation that the energy must decay like U% through any achronal slice in

the region where r* < %t. This shows (8.6), noting that for large times

t > tp we have t ~ v in the region 7} < r* < %t. Note, in particular, that
* u—Ly

we have this decay of energy flux through the regions “hOZDE;C_":;l]ltZH for

large t; (cf. figure 6, where such a region is depicted).

8.2 Decay estimates for k and ~

The following proposition establishes appropriate decay bounds on x and
sufficient to improve estimate (7.5) for the relation between r* and r in the
central region in the next section.

Proposition 8.4. In the region A(T) N {r* <X} N{v > vo} we have

1 ‘ M
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In the region A(T) N {r* > ri} N {r* < %t} we have

1 1 M

— < k<= 2 — .
2_&_2+CL( +c)t2, (8.9)
1 1 M

— > > - - 1
527275 CKct2 (8.10)

1
1—p-

with Cx = SUP; > ﬁ and Cr, = SUPy+ >

Proof. Integrating equation (2.13) from the set {u=T—r*(T,rg)}U
({t =TyN{r* (T,rx) <r* <r}}), where k = by definition, to any point
in the region r* < 1} yields after inserting bootstrap assumption (7.11)

1 M

in that region establishing (8.8). We can obtain x at any point in the
remaining region A (T) N {r* > r} N {r* < %t} by integrating from the set
L={{t=T}n{r*>r5}} U{r* =r4} on which either « is equal to % or
satisfies estimate (8.11), to the desired point. An application of Proposition
8.3 then yields (8.9) in the region A (T') N {r}, < r* < 5t} as follows:

ur, 2C2

T2

K (t,r*) =k (ur,v) exp (— /t (@, v) du)

YLAN
< k(ur,v)exp <sup [7“2(12#)} /tr* @CZ (d,v) du)

1 M M
<|z420.—" | (1 2. 12
- [2+ CL(t—i—r*)Q] ( +CCLt2> (812

For estimate (8.10), we first note that v = 3 on {t =T} N {r > rx}. On
the 7* = 2t curve we can obtain (8.10) by integrating (2.14) from {t = T} N
{$§T < r* < T — up} downwards to any point in the region A (T) N {r* >

2t}. We use that A is bounded below and || < C(i)[‘r/ﬂ in the integration

region, both following from Proposition 4.1, to obtain

(8.13)

there. Since r is controlled by r* (cf. equation (7.35)) and r* > 2t in
the region under consideration, we find the bound (8.10) in the region
A(T) N {r* > $5t}, in particular on the r* = ;L¢-curve. Finally, the value
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of v at any point in the remaining region A(T)N {rj <r* < 35t} can
be obtained by integrating (2.14) in v from some point of the set L' =
{{t=T}n{r* < Zt}} U{r* = 35t} (on which 7 already satisfies (8.10)).
Using the decay of the energy flux we arrive at (8.10) in the remaining
region:

v (t,r") =7 (u,vp) exp <— /t”L' 20 (u, ) dv>

g 12 By
2 v 02 - -
> v (u,vp) exp <— sup [(1,“)} / - (u,0) dv)
t+r*
1 M

0

From the proof of the v-estimate we deduce:

Corollary 8.1. In the region r* > 17, estimate (8.10) holds with the con-
stant Cg replaced by C,.

In the asymptotic region t is like  and the bounds extend:

Corollary 8.2. In Ar N {r* > S5t} N {v > vy} we have

Clo

<K< 3

>y 2> -+

M
+2CL (2+¢) ) and (8.15)

N | =
N =
N —

1
2 r
Proof. The bound for v is the statement of (8.13). To obtain the bound for
k integrate (2.13) from r* = 2% to the asymptotic region of A (7)) in u using
that ¢ ~ r* ~ r in the region r* > ¢ (cf. again (7.35)) and that the energy
estimate holds in the region under consideration. Note again that r could
be replaced by ¢ in that region. O

8.3 Stability of the coordinate systems

8.3.1 The relation between r* and r.

We are now in a position to derive an estimate for the relation between the
coordinate r* = *5* and the function 7 (u,v). This estimate in conjunction
with Proposition 7.2 will automatically improve bootstrap assumption 1.3.2,
which — modulo the error term — expresses precisely the relation of the tor-

toise coordinate r* to the area radius in the five-dimensional Schwarzschild
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metric. For this section we will use C((rg,c) to denote a constant which
depends on the weight of ﬁ on r =rg and on the parameter ¢ in the
bootstrap assumptions.

Proposition 8.5. The estimate

. [7« (t, ) + \/@ <log (:Ei: :; J_r \/%) —|—p> < C(rg,c) ¥
(8.16)

with p defined in (7.6) and My the Hawking mass at the point (T,r* = 0),
holds in the region A(T) N{r* > r}}.

Proof. The estimates

M
0y7] = A+ v| < C (ri,c) R (8.17)
M oM M
Opr=A—v<(1 —M)+C(TK70)TQ < (1 B r2A> +C(TK’C)TQ
(8.18)

in the region A(T)N{r* > ri} N {r* < 5t} are a direct consequence of
Proposition 8.4. Since also 7 (T, r* = 0) = 2y/My, relation (8.16) follows in
the region A (T') N {r* > ri} N {r* < t}. An application of Corollary 8.2
finally extends the bound to the remaining region, r* > l%t. (|

This means that in the region A (T) N {r* > %} we can go back and
forth from r to r* with an error-term of %, which is small at late times. In
analogy with Corollary 8.1 we also have

Corollary 8.3. In the region A(T) N {r* > r4} estimate (8.16) holds with
constant C (rq, ¢) replacing C (rx, c).

8.3.2 Stability of constant ¢ slices

In this section we are going to study the relation of the different coordinate
systems Cz = (uz, v7) associated with different 7 € A (cf. Section 3). Instead
of the smallness estimates entering the proof of Proposition 7.2, we will now
exploit the decay estimates for the quantities x and ~ derived in Proposition
8.4. Recall Notation 3.1.

Proposition 8.6. Let 74 € A. In view of Corollary 7.1 assume T4 > 7g.
Then in the coordinate system Cz, = (uz,,vz,) associated to Ta the
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t-coordinate of the initial data slice satisfies the bound

sup it — VM| < C (). (8.19)

S‘ﬂ{r* >y f{u<uo}

Proof. By Proposition 7.2 statement (8.19) already holds up to 7y by a
suitable smallness assumption on the initial data in all coordinate systems C;
with 7 < 7y. Consider now a coordinate system Cz, for a 74 > 7y. Recall the
vectorfields G and R defined in (7.25). In the following, we again frequently
refer to figure 3 of Section 3. At the point A we have t;ﬁ = T by definition.

We would like to estimate the value t(* at the point D and compare it to
v/M, which is the value of ¢ if 7 = 0 and the coordinates are defined on the
initial data. The rate at which ¢ changes in affine parameter 7 along the
integral curve of V7 is given by (7.27). We first integrate (7.27) along the
curve 72 = 4m 4, from A to the point A’, which is defined to be on the Vr
slice associated with 7y. Using the decay estimates

M 1 1 M

-1/ < 2 — d — < —

k+7—-1<CL(2+¢) 7 an ’\/l—u N < C(c) 2
(8.20)

which hold along the curve by Proposition 8.4 (and its corollaries), we obtain
an estimate

- 1 M
T—t< —— (Ta—7a) +Ce,rd) = (8.21)
- =5 t‘fo

r

where the last term is small and the constant C' (c, r};) depends on the weight

of ﬁ on 77;. Using the definition of 7" = o (TaA) = VM + \/IT:‘W we derive

. y M
1— 2ma 7
T

and with the bootstrap assumption on the energy

M
o
7o

t::_A - L - VM §C(C,’I":1)
0 17277%4’
2

(8.23)

In the second step we integrate (7.27) from A’ to D. In this region we can
use the smallness estimates for k and ~ as in the proof of Proposition 7.2
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obtaining .
< () + VMO (0), (8.24)
1—

where we used the fact ﬁC (€) - Tas is small by a suitable choice of the ini-

TA TA
t’f‘o - tO

tial data, which in turn follows from the smallness of ﬁ(] (€) 7o by Proposi-

tion 7.2 and the estimate |74/ — 79| < VMC (¢). Putting together estimates
(8.23) and (8.24) we obtain

, - / M
W+ e 17| € e+ C i) o+ VIC (9
70

/1 . QTQA/ 1 o QT;LQA/
(8.25)

from which it follows (choosing 7y large enough and the initial data suitably
small) that the ¢-coordinate at D is close to VM. 1In the second step,
which is identical to the one in Proposition 7.2, one finally shows that ¢ only
changes by C' (¢) along the Vr-curve through D on which the initial data is
defined. O

Corollary 8.4. Bootstrap assumption 2 is improved.

7

One easily generalizes the previous proposition to the statement that ¢
does not change much along a Vr integral curve located in the bootstrap
region:

Proposition 8.7. With the assumptions of Proposition 8.6, the t-coordinate
along the Vr integral curve associated to vV M < T; < T4 satisfies

sup [t —39(7) ] < C(e) (8.26)
(VT);—Z- m{T*ZT;(}

in the coordinate system Cz, = (uz,,v7,).

Proof. Repeat the proof of the previous proposition, now integrating only
up to the Vr integral curve associated with 7;. In the second step, when
integrating equation (7.39) along the Vr integral curve, one again uses the
smallness estimate for k —~ in [}, R*]. However the decay estimate

3

1 M1
— K <e€ 8.27
(=) = < (8.27)

following from Proposition 8.2 can now be used in the region [R, 00). The ¢

1 -
arises because % is small in [R, oo). Inserting that the affine parameter
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o is proportional to r (cf. (7.34)), one concludes that

dt  Mi
0<——<ée—
dQ QE

(8.28)

and hence the change in ¢ along any Vr integral curve is also small within

the region [R, c0). O
Proposition 8.8. Statement 3 of Proposition 7.2 holds in any coordinate
system Cz for T > 7y and T € A.

Proof. Bootstrap assumption 1 and the previous proposition implies that
the location of the region “ne=D'57"°  only changes slightly between the

2V M, To)]

different coordinate systems. In particular, the v coordinate of the region
unoz DKM s uniformly bounded in the different coordinate systems, as is

2V M, Tp]

the t coordinate for r* > rj.. Hence if statement 3 of Proposition 7.2 holds
in the coordinate system C;, it also holds in the coordinate system C; for
7> 7 and 7 € A3 O

Finally, we conclude from Proposition 8.5

Corollary 8.5. Bootstrap assumption 1 is improved.

Proof. We apply Proposition 7.2, i.e., we choose t( large such that C (rg, ¢)
% is very small (in particular smaller than ) and the initial data so small
that the bootstrap assumptions hold with constant § at ¢t =¢¢. Then for
t > to the estimate of Proposition 8.5 takes over and improves the constant

cin (7.5). O

8.4 Pointwise bounds

In this subsection we derive pointwise decay bounds on the squashing field
B and its derivatives, as well as on some higher order quantities. The key
idea is that these bounds hold up to some large time tg by Cauchy stability
(cf. Propositions 7.2 and 8.8).3" After that time the energy decay derived
from the bootstrap assumptions in Proposition 8.3 ensures appropriate decay
estimates for the fields.

36The & of Proposition 7.2 may have to be chosen slightly smaller but the change is
uniform in 74 and hence the size of the bootstrap region!

3TThe location of ¢ = to might change slightly from coordinate system to coordinate
system but the change is uniformly controlled by C (¢) as has just been established in
Section 8.3.2.
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8.4.1 The squashing field and its derivatives

Proposition 8.9. The pointwise bound

g

B (t.r")| < v/C1 C(c)

. (8.29)

holds everywhere in A (T) N {r} < r* < 3t}

Proof. Estimate (8.29) holds for ¢ € [2v/M, to] (for some large but finite tg)
by Proposition 8.8 with an appropriate choice of the initial data. For [to, T]
we integrate out in the w-direction from the set L ={u=wug}
U ({t =to} N{r* > $5to)}, where either B =0 by the assumption of com-
pact support or the bound (8.29) holds by Cauchy stability, to the r* = %t
curve:

1
9 19 1ot 19
Bltr*="t)|=8B — B uv="2t)d .
<,r 10> (uL,v 10>+/uL 7<uv 10) u  (8.30)

M ot 4\ ot —dg VM
< 2 <
<94 + / QQC du / 4T3)\du_0(e) .

since r ~ 1* ~ t on the curve. Note also that along a line of constant v in the
region r* > l%t we have v ~ t. Integrating out further from a point (t, 19—0t)

on the r* = 1%t—curve along the slice ¢ = const we obtain

9
VM 10!
Bl<c@©¥ )+ [ Bl
Y

t

VM 0t PR VS L R 1 X
S C (E) + /r (87-*_8) TSdT [ [_37*7«2] 27 d'l"

* *
cl or*

% ~

M 1
+C (c) \/: sup [ (8.31)

or*

< C(e) .

yields (8.29) in the whole region 7% < r* < %t since sup /2[}% < 4Cr in
O

3 *
the region 7.

Recall that in the region r* > %t we were able to derive %—decay of the

field B without involving the bootstrap assumptions (cf. Corollary 4.3). The
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next proposition shows that the boundedness of the quantity Eg improves
this decay considerably:
Proposition 8.10. In the region X = A(T)N{r* >3V M} Nn{u>VM}

we have

|B| < C(c) (8.32)

(NI
N

rzu

Proof. Choose a point (¢,7*) in the region X and a point (¢, 7*) in the central
region (ry < 7 < 3v/M). We have

T*

B2 (t,r*) = 3 B? (t,7) + / Oy (r°B?) dr*. (8.33)

Iad

By Proposition 8.9, |B (t,7*) | < % Moreover, by Cauchy-Schwarz

T T* 1 T* 1
/ Op+ (r*B?) dr* < 2\// (3T*B)2r3u2dr*t\// t232r3ﬁdr*

r*
I
+3 / t2B%r2dr*. (8.34)
,F*

We can finally insert inequalities (8.3) and (8.2) to find

M (3\/M>3 M2 M2

B2 (t,r*) < Cp, C(c) ¥ +2C (c) +C (c) 2 (8.35)

triu

Noting that in the region u > 1 we have for large times ¢ > & yields the
desired result. g

For the region ug < u < VM we can follow the same proof replacing u?
by u? + M (to avoid dividing by zero) to obtain

Proposition 8.11. In the region X = A(T) N {r* > 3v/M} we have

Mi

3 -
2

|B| < C () (8.36)

r

Having established better decay of B from the bootstrap assumptions
we can also derive better decay of 6 via an auxiliary quantity ©, which
is the analogue of the almost Riemann invariant in four dimensions. Note
however that we cannot use © to improve the decay in B itself (as in the
four-dimensional case) but only in its derivatives, once better decay in B
has already been established.
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Lemma 8.1. On {r* = 19—0t}, the quantity © = 0 + %\/?AB satisfies

1© (u,v) | < C(c) Aj: (8.37)

Proof. Integrate the equation (recall definition (2.15))

35\ 1102 1 02 B 02 3
&ﬁ)zB[ ] ¥ 2 (B) (p

Wi i T B 2 ‘2) (8.38)

from the set L = {u = uo} U ({t = to} N {r* > $5to)}, where either © = 0 by
the assumption of compact support or the bound (8.37) holds by Proposition
7.2 with constant 0, to the r* = %t curve. Since the right-hand side of
equation (8.38) satisfies

[ ] R ) <0 o

in the region r* > 1%75 following in turn from the decay of B derived in
Proposition 8.10, we obtain the estimate

3 3 3
~M1 M1 M1z
10 (u,0) | <6t 4 C () = < O () 21, (8.40)
V4 r V4
0
Corollary 8.6.
3
Ve
0.(u,v) | < C(e) = (8.41)
r
: 9
holds in r* > 1ot
Proof. Use Lemma 8.1 and take into account Proposition 8.10. O
Proposition 8.12. The pointwise bound
Mi
10 (t,7*) | < C(c) (8.42)

t

holds everywhere in A(T) N {r < r* < %t}
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Proof. By the previous corollary

[

0(0)] < Ce)

(8.43)
holds on r* = ¢

We can integrate equation (4.28) from that curve or
.3

t = to, where the bound |0| < 6MZ holds by Proposition 7.2, to any point
in the region A (T) N {r* < mt}

0 (u,v) =0 (uj,v

3 ( —8B 72B) di

[ e [ 2

and hence

—4Kv

(8.44)
|0(u,v)\<(§]\ii \// 4@‘2/\ \// 4I£V/\ (5.45)
¢ [t e ”“‘V [

du<C’()M4

* * 9
74C1Sr <

_
The energy estimate, Proposition 8.3 and the fact that v ~ ¢ in the region
7ot yields the desired result

O
With the previous proposition and Proposition 4.1, Corollary 8.6 is easily
extended to the entire bootstrap region

Corollary 8.7

6.(u,v) | < C () L

r

holds in all of A(T).

(8.46)

Close to the horizon we have

Proposition 8.13. The pointwise bounds

" VM
1B (t,ra) [+10(t,ra) | <2/ Cp C(c)

. 8.47
V4 ( )
hold everywhere in A(T)N{r* <ri}N{u <T —r*(T,rk)}
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Proof. The decay for 6 was already obtained in the proof of Proposition
8.12. From Proposition 8.9, we know that on r* = r} we have the decay

VM

|B| < /Cr C(c) . (8.48)
Ut
Consequently,
(8.49)
and upon inserting bootstrap assumption (7.11) we obtain the result. O

8.4.2 Higher order quantities

In this subsection various bounds on the derivatives of the quantity Q2
are proven. Since we have not yet established a pointwise bound on %, the
estimates will turn out to be suboptimal.®® However, they suffice to estimate
certain error terms in the X-vectorfield identity. An interplay between the
X and the Y vectorfield will finally generate a pointwise bound on %, which
allows one to optimize the estimates (cf. Proposition 8.16). In particular, the
new decay will then suffice to control the error terms occurring in identity

(1.10) for the vectorfield K.

The first step is to improve Proposition 4.6 to a decay bound. In the
following C' (1}, c) denotes a constant whose weight is determined by Cf,
and which also depends on the ¢ in the bootstrap assumptions.

It should be emphasized again that the quantity % is only piecewise con-
tinuous, with a discontinuity spreading along the null line v = T+ r* (T, rg).
The estimates below are valid because the quantity 8u%, which is inte-
grated along null-lines, is continuous. The same considerations are valid for
the quantity % whose discontinuity is along the null line u = T — r* (T, rg).

38Such a pointwise bound could in principle be established via a bootstrap argument
in the style of Proposition 4.2, with the pointwise decay bound on B (8.48) now entering
the estimates.
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Proposition 8.14. In the region A(T) N {r* > ri} N {r* < %t} we have
the one-sided bound

Q, m N

9) — 7’73 S C (T’CI,C) tT (850)
In A(T) N {r* <k} we have

Q, m L VM

9) — 7"73 S C (TCI,C) E (851)

Proof. Since k = 3 on the u =T — r* (T, rg) ray we have

Q. 4k 4K 3
= :2 — J— —_— - — .2
Ky=0 g R(T3m+3r< 2)) (8.52)

and, in view of Proposition 8.13, the estimate

Q,v m N vM
a0 (u=T—-r"(T,rx),v)| < T—g(u:T—r*(T,TK),v) +C(rcl,c)?
(8.53)

l\/ﬁoreover, on {t =T}N{r*(T,rx) < r* < 5T} we have by the constancy
of k

Ny 4K 1k 3 2 (2
Rpr =0=2r"g% — & (3m T3, (P - 2>> “ray, o (@5
and hence
Q, m s VM
g 3= C (ra,c) =z (8.55)

following from the fact that |B| < % in that region by Proposition 8.13.

Note that inequality (8.55) would also be two-sided if we had the anal-
ogous pointwise bound on % Integrating (2.5) downwards from the set

L={u=T—-r"T,rg)}U({t=T}Nn{r* (T,rg) <r* <rk}) to the r* =
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. .
ry curve yields

(u7 1)) =

v u Kmv v 3 o, _
(uL,U)+/u [—6 o —2/&72 (p—z) _37“3] (a,v)du

Q L
(8.56)

and upon inserting the pointwise estimates on B and 6 (Proposition 8.13),
bootstrap assumption 1.3.2 and the estimate

ur ol 4mj
/u [—373] (@, v) di ’ <30(c
Mi 1
<C (C) v Cp, 5 2
r2 Yt
for which (7.11) has been used, we finally find that
Q, m s VM
3 <C(ry,c) U—Qi- (8.57)

holds everywhere in * < r establishing (8.51). Starting from this curve or
from the curve {t =T} N {r < r* < {5t} we can integrate (2.5) further to
any point in the region A (T) N {r > rx} N {r* < %t}, this time using the
energy estimate instead of (7.11) to obtain (8.50). O

Proposition 8.15. In the region A(T) N {r* > ri;} N{r* < 35t}

Q. m| _Cl(e)
—— 4+ —| < 8.58
‘ o tel s (8:58)
in the region A(T)N{r* <ri}tn{u <T -1k}
Q. m  C(e)
LS . .
e (8.59)

Proof. v =% on the set L = {t =T} N {r* (T,rg) < s5T}. From

Qu 4~y 4~ 3 2 02
—Ypx = :2 LA, e _—— — - —_ _— .
Y =0 =22 7( T 3r<f’ 2)) 15T (8.60)
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we derive using the decay estimates (8.29), (8.47), (8.42) the bound

M
S C(T’K,C)m

'Q’“ m (8.61)

Q 3

on L. We write the evolution equation (2.5) as

0.\ A 2) 3\ . L0CA
(%) = (o2 + 2 (-2 45288) e

and integrate downwards in v. Using estimates (8.9), (8.10) and again the
decay estimates for B and 6, the error terms are estimated:

/va [37/25?3} C‘/ —d < 6) (8.63)

and
[20- o

This establishes estimate (8.58) in a subregion (u > 4T) of the region
asserted in the proposition. For the remaining part, we derive the estimate

M%

(u,v)dv < C (c) sup

C ) 2 (8.65)

valid on {t =T} N {r* > T} using the decay of B, § (Corollary 8.7 and
Proposition 8.11) in r. Integrating (8.62) downwards to any point in the
region {r* > 1%15} using again the estimates for B and 6 one obtains (8.65)
in the entire region {r* > :-¢}. Since ¢ ~ r* on the curve r* = $5¢ we obtain

(8.66)

on that curve. Finally, integrating (8.62) from the r* = 1%t curve downwards
up to any point in the region r* > rJ}, yields (8.58) for the entire region
asserted in the proposition.

For estimate (8.59) we integrate (8.62) from r* = 1} where t ~ v down-
wards. Clearly, the round bracket on the right-hand side of (8.62) is always
positive and hence the upper bound of (8.59) follows immediately. For the
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lower bound we use the estimate v < % available in the region under consid-
eration to estimate:

Q. Q.
d (u,v) > Q (u,v =u+ 2ry)

ut2rie 1 A 2) 3 6¢ A
/U 2<6mr4+r2<ﬂ2)+3w~3>

m
> ~3 (u,u + 2r%)

—m (u,u+ 2ry) (:3 (u,v) — %3 (u,u + 27“}})) — Cv(f)
>~ (u,0) - C;(:)

We easily extend the bounds to the asymptotic region:

Corollary 8.8. In the region A(T) N {r* > Xt} we have

< C(e) T% (8.67)

Proof. The first bound follows from integrating equation (2.5) outwards from
r* = 1%t using that » ~ t in that region and the decay of the fields in . The
second bound was obtained in (8.65). O

As seen in the proof of Propositions 8.14 and 8.15 a pointwise decay bound
on the quantity % would considerably improve the estimates on the higher
order quantities. We summarize this as

Proposition 8.16. Assume that

3

<C— holds in r* <ry and ch
U4

¢
v

9
n Et >t >y

(8.68)

holds for a constant C depending only on r%. Then in the region {r* > 7’;}
for any ¥y > ry > 1} we have the bounds

VM
t2
(8.69)

< C(ry,c) 2 <C (Tg,c)

Q, ~m
Q r3
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Moreover, the one-sided bound (8.51) in the region A(T)N{r* <rk} is
extended to
vM

Q, m N
T = cena (8.10)
and the bound (8.59) is refined to
Q. m s VM
0> o (u,v) > —3 (u,v) = C(ry,¢) prN (8.71)

+
in the region A(T)N{r* <ri}n{u <T —r}}.
Proof. Revisit the proof of Propositions 8.14 and 8.15. Note that the con-

stant in the u-estimate of (8.69) improves by moving away from the horizon

since it depends on the weight of ﬁ on ry. O

9 The vectorfield Y

Recall the functions « and 3 defined in Section 7. Close to the horizon we
are going to apply the vectorfield

20 (1r*
Y = Q(2 )6u+2ﬁ (r*) Oy (9.1)
for which
u 2a v
vi— D YU=28 Yu=-0% Y, = -a. (9:2)

The calculations will be carried out in the Eddington Finkelstein coordinates
defined in Section 3. From (5.11) we derive the identity

~ T — (VPT55) ¥°

o 200uB)? ([, Qu )

2 0
- (1 - 2p> <—1o/ + 24 B + %6’92 + 2ﬁ92§’2”>

(9,B)*
02

O2r2 3 2 r r

12 1
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In a characteristic rectangle R = [u1,ug2] X [v1,v2] the identity

Fp ({ug} x [v1,02]) + F ([ur,u2] x {v2}) (9.4)
=I5 (R) + Fi ({wa} x [or,v2]) + Fjy ([u1, ug] x {v1}) (9.5)

follows, with the boundary terms given by

v1

s Gk o) =2 [ (30,87 + 15 (1= 30) ) e, (0
o Y (o] x o)) = 2/: (52 (0.B)* + irgj <1 - §p>> rdu

(9.7)
and the spacetime term
1 Y v 8 Lo 3
9.2 I ( < Tym (V TB(;) Y ) 59 r’du dv
Qy
( do—— — o/> + 6 (8,B)?
Q
, av BAE 1, 282,
- = —q - — — —— — =[3'Q° - 280" —
+2r2< 3’))(20‘ o 2 pg
1
+ 0 (oz — Aﬂ) 8uBE)UB> r3du dv. (9.8)
r \ 4k
It will be useful to split the term into
Y _ Y 7Y
Ig (R)=—1p (R)+ 15 (R), (9.9)
where
Q, , , 9 1 2
= — B —(1—-=
m= 7| (0 ) e g (1 50)
av  BAQE 1, 9y 3
Y e S e B _ 9302V
X <2a " " 259 I6; Q rodu dv
(9.10)
and

212j}§ / / - <a - )xﬁ) auB&,B)r?’du dv. (9.11)
T
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With the choices of the functions a and 8 made in Section 7, the integral
I% (R) is non-negative for 7* < 73 and moreover, using (7.17),

IB(T' <TY

Y / / /Sa (f <a - Aﬂ) auBavB> r3du dv
(9

< 272 / / ( 6 (4HO‘ - Aﬁ) 92 (9,B) >T3dudv
< 272 / / L ( uB)’ < % — o/) + 6 (BUB)2> r3du dv
<iper < (9.12)

[\

holds in r* < r},. We conclude by rewriting identity (9.4) for a characteristic
rectangle with one boundary being the horizon:

F ({unos} % [v1,02]) + FE ([w1,unos) x {v2}) + I (R)
=I5 (R) + Fiy ({wr} x [vr,0]) + F ([ur,unon]  {v1}). (9.13)

10 The vectorfield X

All calculations in this section are performed in the Eddington Finkelstein
coordinate system defined in Section 3.

10.1 The basic identity

The vectorfield X is defined as

X = 2f () 8y — 2f (1) , (10.1)

for some function f chosen below and with w; satisfying uwy > t; — . It
will be applied in the region

T‘: g =t TC sUJ
D[tll,tz] = v TlD[tll,tQ] (10.2)

for some 77 also chosen below. We note

v=9f X'=-2f X,=f0% X,=-f0%. (10.3)
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From now on primes will denote a derivative with respect to r*, hence
Ouf (1*) = %f’ and O, f (r*) = —%f’. From (5.11) using

— (0,+B)? = 28,B8,B — (8,B)* — (0,B)?, (10.4)
we compute
— Tt — (vﬁTﬁé) X9

2, 2 a ;3
—@f (0«B)" +V*BV,B (f T(AV)f>
_ 02 — (02
+Ti2 (1_ 2p> (—f’— A —f+ ( )’UQQ( )’Uf>- (10.5)

3

With the boundary terms

t—uy
FB ( z) = —2/ f@tBﬁr*B (ti,T‘*) T3d7"*

*
cl

+ /tt”zl {7‘3 (8.B)* (2f) + ’”22 (1 - §p> (—2f)} du

e
Tel

27r2

(10.6)

and
sttt = [ [P+ I (1-5) en] e aon
Q;jﬁzéit:? [7“3( B)* (-2f) + o (1—2P)( f)] (10.8)

one can state the identity

[~ Ty — (VPT55)X0)d Vol = F (t1) — FX (to) + HY — J2X .
(10.9)

Let us turn to the spacetime integral on the left of (10.9) with the integrand
being given by (10.5). In view of definition (2.15) we can write

4B B? 1
V®BV,B = —DB2 e 88— e72B) = DB2 85 + 3¥2(B)

31"2 (
(10.10)
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and the integrand (10.5) becomes
- 'L“/TFMV - (V’gTﬁ(s) )((S
2 / 2 1 2 / 3
— = (0B 4+ 0B (—f -2\ =
ol 0P+ 508 (<1 - 20 f
1o (A=, (@), —(2),
— (8B?) (2 —f+ a2 f

L, () — (o
+7%<sa1 (B)) (—f’ -2 —f+ ( )’“92( )’”f)
x SOQT(zB) (—f’ - % (A=) f) . (10.11)

Finally, we apply Green’s theorem to the OB?-term.?®  Collecting the
B2-terms of (10.11) after the integration by parts we find

2 2
1 2 f (Q),U - (Q),u / 3
—§B T2T+D f+;()\—y)f
(10.12)
Since
4 6 v 6 A
DTU(’LL, U) = (—QQ&L&, — ;@&U — 7’(228“> w (U,'U) (1013)

and moreover f depends only on 7* we arrive at

D(f+fu—uu>

f///
Q2 Q2 f// + f

12 A—U 18 v A—U 18 \ A—v
Xffm%&<yw>‘rm@<7a>‘rm%<r ﬂ'

39¢f. the remarks in Appendix A.

_f_,
r
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Computing the derivatives explicitly for the expression in the square brackets
of (10.12) yields the identity

A—v o 16(Q)% - ()2
B R e a

12 A—v 18 v A—v 18 A A—v
%@<>‘rm@<7~)‘rm@<7~)

e -

35 18 1 /Q, Q.
=(A-v) <—743—T3M> T3 < 0 —Q> (35 +9u) + 17 (B,0,¢)
(10.14)

with

T;(B) = = 4 208 -
7(B) T4I€+T’4QQ 2/ rd

o :‘g (6723 o 6783) (0 . C) .

5 2
96% 36X +<p_3> 1 [_14()\—V)+87‘ <QQU_QQu>]

We summarize the remaining error terms as

B) (% — (D% A—v (o1 (B)+3p: (B
Is(B):f<_¢é§r2) ’QQ - 3 <S01( );2¢2( ))>
_p# (B) + »2(B)
B2,2

and read off the pointwise estimate (cf. Corollary 4.3)

v (10.16)

rd

B+ 3B <0

Taking care of the boundary terms arising from the application of Green’s
identity we can finally state the identity (cf. equation (5.30))

¥ (DT31’“J> — F¥ (t2) — FY (h) + HY, — X (10.17)

[t1,t2]
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with the renormalized bulk term
7 (P
[ { gt @82 -5 [f +§ (*5) s
(80250
r 72
+f ((A—u) <—i§ - 1;“) + :2 ( o ) (35+9M)>]}dv01

1
+ / . B? [17 (B) + Ig (B)] d Vol, (10.18)
Drcl’uJ 2

[t1,t2]

the new boundary terms

t—uy
i / /Sg <f +o (=) > (0:B) B (t,r*) rdr*dAgs
t—uy
* /7431 /S3 B (3t ( (A - V)) f) B (ty,r*) ridr*dAgs
B /oo / (f f> (0uB) B (u,t 4+ r*) r3dudAgs
t—ry J83
> 1
+/t 7«1/ 2 < ( V)> f> B? (u,t + %) r*dudAgs,
(10.19)

the horizon terms

. a1y 3
Hi(H = HfH — / [B&;B <f/ + - (A—v) f)] rs (Uhoz, V) dv
t

1+7%

+/ttw [22 <f+ (= )fﬂr:g(uhoz,v)dv (10.20)

*
1+7r5

and the J-terms

. 2to—uy 3
T :in—/ [B@vB <f/+r()\—u)f>}r3(UJ,v)dv
2

t1—uy

+ /:tzw [B;av (f’ + % (A —v) f)] 3 (uy,v) dv. (10.21)

t1—uy
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10.2 Analysing the X-bulk-term

10.2.1 Borrowing from the derivative-term

We would like the spacetime term (10.18) to have a sign. To achieve this we
borrow from the term containing a derivative. Define

t t t1 —t

t = 1; 2 and e =1+ ! 5 2, (10.22)
X+t —t fort; <t<t

ey =4"a"h == (10.23)
ry+t—ty fort' <t <t

and compute?®

t—uy /
/ dt / S (8T*B)2 r3Q2dr*
t
t2 t—uy f/ 9
/ dt / (0p+ B + €B)* r3Q%dr*
t1 z

tUJ f//é‘ é-f/ 301 &
+/t dt/r (+Qz ; 5 f{)err

= u‘l Xv t—i—r
- / dt / ( QQg) r%dr 4+ JXY + Haor
t rX

Xug=to— r
+ Herror

40 Again care is necessary in the integration by parts because of the differentiability
of the coordinate system. In any case it is sufficient to note that the integrands of the
boundary terms are continuous and that the integrand of the bulk term is piecewise
continuous (all terms except the ¢'-term are in fact continuous everywhere).
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for some function £ chosen in (10.28). The boundary terms are

2to—uy

to
Jould = — [ fEB*r3 (t,t —uy)dt = —/ F€B%r (ug,v) dv,
t1 2t1—uy
(10.24)

to—1r*

_ * t cl
Hogor=hra = / dtf'¢B%r® (tivr —t) = / FEB%r® (u,v1) du

ek
t1 t1 3

(10.25)

and

X up=ta—r} t2 lep2 .3 fatra 12,3
Herror < = dtf fB r (tat_UZ) = ng r (uz,v) dv.
t/ t1+r}
(10.26)

To keep the notation clean we write M = m(7T,r* = 0) in this section. For
a sufficiently large constant ¢ we define the shifted coordinate x

r=r"—oc— VM. (10.27)
We choose
3A—v n
= — — 10.28
¢ 2 r x? + o2 ( )

for some n € (%, oo) from which

9(A—v)? 22 (n®—n)+no?

! 2 3 _ Y
—€ &A=

-3 (%)

follows. Hence the integral (10.18) can be expressed as

X Té s ug
Ip (D[tll,tz])

2f 2
= [ e, Gz (0B +EB) Vol
D

rcl’
" 4 422 (n? — n) + 4no?
ATy (R WY i Ut D
Q 02 (02 + 22) (02 + 22)2 Q2

[t1,t2]
35 18\ 1 /Q, Q )
—l-f[(/\—u)<——T3>+Tz<Q Q>(35+9u)”BdVol

2/]
D
T3
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v [ (~5m @+ nm) Bavel

X, X,v=t1+7r} X,u=ta—r%
+ Jarioi + Herror '+ Herror ! (10.29)

which we will write shorthand as
Xv=t1+r* X,u:tgfrgl

Ig <Dr217uJ> _ fg (DT‘217UJ) + JX,UJ + Hier oy Hirlor ’ (1030)

[t1,t2] [t1,t2] error

where
= r* U 2]“
Ig (D[tLll,t2§> = / {m (ar*B + fB)Q
1
+ B? [F+f—g— 517 (B)—I—Ig (B)}}dVOl (10.31)

with the identifications

" 2 (2 _ 2
P (f,,,+ dna f Iy (456 (n* —n) + dno )) (10.32)

202 o2+ z2 (02 + 22)?

g= —% [(A —v) (-f’j - 1;“) + %2 (% - %“) (35 + 9;;)} . (10.33)

10.2.2 The choice of f

By Propositions 8.4, 8.14 and 8.15 we have the bounds

M
A—v= (1—u)+C(er,c)t—2, (10.34)
Qy, Qu _un Cle)
L 10.35
QO o Sy (10:35)
Q, Qu 7 1
L S — 10.
‘Q q _"”+\/MC(E) (10.36)
in the region 3 < r* < 1%15. This implies that
1 4 2 2 C(e)
9257 (35r* — 104Mr* — 108 M) + 2 (10.37)
and that 4 C (o)
—(35r% — 104M7? — 108M2?)| < —° 10.38
‘g g7 (357 ' ) VM2 (1038)

where M = m (T,r* = 0). It is apparent (note Proposition 4.6 in particular)
that the expression g is negative close to the horizon, positive far away from
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it with a single zero at some r = ¢, (t) for which the estimate

Faso — VN[ (26 4 VIGOL) | < OOVAT (1039

can be derived. This in turn implies an estimate (with error of order %)
for the r* value along that curve via identification (8.16). It follows that
¢ changes sign in a small interval around 7.,,. For future calculation the
estimate

— VM <1}y < —75VM (10.40)

for ¥ will be sufficient.

Zero

We finally construct the function f = f(z) = f (7“* —0— M> by set-
ting

f (Cﬂzero) = f <—0' - \/M - T;ero) =0 (1041)
and
M
= m (10.42)

Note that f will be bounded for n € (%, oo). Later we will set n = % We
compute

" o__ n—1 —2an
f" =M EFwaTI (10.43)

12n (x2 + 2nz? — 02)

fl// e Mn_z (x2 + 02)n+2 (1044)

to find
Y S 10.45
- @(O_g_l_xg)n-iﬂ‘ (10.45)

We will now show that there exists a positive constant ¢ (o) > 0 such that
in (10.31)

Fafog— %L (B) + s (B) > rigc (o) (10.46)

holds in the region of integration. Note that the above choice of f ensures
that f - ¢ is positive everywhere, except for an e-small correction-term. In
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: : * 1 * 1
particular, in 17,0 — 6V M, 75000 + 16V M ] we have

L (10.47)

2

fg>—

and outside of this set, using (10.16) and (10.37)

C2 (0)
rd

% fg— %17 (B) + Ts (B) > (10.48)

To,UJ
10.2.3 Estimating IB (D[tl tz])

The aim is to establish (10.46). We will do the computations in the shifted
x-coordinate (10.27).

Tzero = zero

Tzero — 15 VM \ l Tzero + 15 VM
| / |

The region x < —o and x > o: Note that F' is already non-negative for
r < —0¢ and = > o. In the subinterval {xzem — %\/M,:czem + %O\/ M}, the
only subset where f - g might cause problems, we have the stronger bound

1
sc1(0) >0, (10.49)
M=

F>
which upon combination with (10.47) yields

Ft fg— %@ (B) + Zs (B) > Tigc (o) (10.50)

for the regions under consideration.

The region [—o,c]: We shall show that we can dominate the term F' in the
region [—0, o] by the term Zf - g in (10.31). In conjunction with (10.48)

“I'Note that we save ffg to obtain the positivity of (10.48).
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this will yield the desired result (10.46). By Proposition 8.4

M
9 — (1 —p) [ =4y =) (1 —p)| < C(rF,0) = (10.51)
holds in the region —o < x < ¢ and also f is positive there.*? In view of
(10.37) it suffices to show
2 —g? 1 M M?
Mrr T T < (35— 104-; — 108— L (1052)
(1—p) (62 4 22)*™" — 213 r2 r4 8
in the region —o < x < 0. There we can estimate
x X
v M
f({l/‘):/ f/>/ f/ZMn—% T +0o+ _
_o_m_‘_ﬁr;ero _U_\/M (20_2 + 20— V M + M)
(10.53)
such that it suffices to establish
2 _ g2 1 104M M?
r T < (35— —108—-
(1 _ ,u) (0_2 + xz) +n 23 r2 rd
vM
r+o+ 7 (10.54)

(202 420V + M)" 8

Part I: Consider first the region —o < z < —%0’ translating to v M < r* <
%U + VM. The lower bound on r* implies a lower bound on r by identifi-
cation (8.16). In particular, r > v'M (2 + %) in that region and hence

7 1 10
1-— — —_—< = 10.
m> 15 and 1—M<7 (10.55)
as well as 104 9
35 — 5 — 108—4 > 17 (10.56)
T r

hold in the region under consideration. Consequently, for o sufficiently large
we have

n o2 — x2 10 o—=x o+x

<n—
(L=p) (02 + 22" 707 Vo2 a2 (13452)32Hn

34,
2
/20 <9> rho (10.57)

< 7 13 O-3+2n :

4ZNote that we can use the aforementioned proposition because the region under con-
sideration lies in r* > r}.
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The upper bound on r* can be exploited for large o to give
r<3o. (10.58)

Again choosing o sufficiently large, this gives rise to the estimate

7
2r3 r? r 202 + 20V M + M)n 8

17/12\° 2407 11624+07
S (e L2279 10.59
-2 (50) (302)"8 = 3n g2nt3 g ( )

2
1 (35_104M_108M)( r+o+vVM

Comparing (10.59) and (10.57) for n = % we have shown the desired inequal-
ity (10.54) in the region under consideration.

Part II: Consider now the region —%O‘ < z < o, which translates to %a +
VM <r* <204 +vM. We can choose ¢ so large that

1—p>8 (10.60)
and L
r 7\3
< (- 10.61
r+o ~ <6> (1061)
hold in the region under consideration. We deduce that for large o
71 <3 _104m_108m2> z+o+ VM
8 2r3 r? rd (202 +20vM + M)n
2
> 3357 z+o . 6
8775 (202 (v +0)° 7
and ) ) .
t_ T < T o2 ;ff) (10.62)
(1—p) (02 + 22) 6 (02 +22)
Hence it suffices to show that, for large o, we have the inequality
1 n (0 — 3
L eyt C =)@ ;‘? (10.63)
9 (02 + 22)
For n = % we obtain
_ 3 53
lplezo@tao)o (10.64)

[SI

3 (02 4 22)
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which is shown to be true by elementary arguments. Namely, for z < 0 we
have

L5 =2 +0)o’

3 (02 + x2)

and for z > 0 we have

This finally establishes that the integrand of I g is non-negative and vanishes
if and only if B = 0 everywhere.

Remark. The minimum size of the constant ¢ required for the estimates
above to work can be determined explicitly. Choosing o = 40V M for
instance is large enough.

10.2.4 Summary

We can write

= XU XU X,v=t1+r* X,u=to—r*
¥ (D < J) = I¥ (D ¢ ’) _gXuy _gehira g Xu=hera s (10,67)

[t1,t2] [t1,t2] error

and we have shown

Proposition 10.1. The estimate

B2 7X T: U g
oy g dVOL < C(0) T (D[t;h]) (10.68)
Dy "
1.2

holds.

In the following subsection, we are going to estimate the error boundary
terms on the right-hand side of (10.67).
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10.3 Controlling the error-boundary terms

Lemma 10.1. The error terms (10.24)—(10.26) satisfy

[ Jawel| < C (o) (m (ug, 2ty —ug) —m (ug, 2t — uy)) (10.69)
Hoplt =" %ra > (10.70)

and
HoZbe= 78 >, (10.71)

Proof. Statement (10.69) is immediate since we are away from the horizon
and both ¢ and f’ decay sufficiently fast at infinity to retrieve the correct
powers of r appearing in the energy. For the other two inequalities recall
that f/ > 0 always and that 2 < —+/M in the region of integration and hence
£E>0. d

10.4 Controlling the boundary terms of Ix (DEE’;S)

The following lemmata show that the boundary terms of the vectorfield X
appearing in the vector field identity (10.17) are controlled by the energy
plus a contribution from the term F}g appearing as bootstrap assumption
1.3.2. Together with the results of Lemma 10.1, identity (10.67) ultimately
yields an estimate for the positive spacetime integral I , manifest in Propo-
sition 10.2.

Lemma 10.2. We have, for any q € RT,

(10.72)

2
|Fi (t)| <[C(r}) + Cql Ep (t) + Cpra B (t,1%) + gchg (v="1t+713)

with
Ep(t)=m(t,t —uy) —m (upg,t+ 1Y) (10.73)
and Fg (v1) being the quantity appearing as bootstrap assumption 1.3.2.

Moreover Cy = sup,<,» [f'7] < 1 is a small constant and C (1)) just depends
on .
cl
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Proof. The F-boundary terms arising from energy (6.3) can be estimated

s B.)? 2
FE(t) = /t 1 [47’3)\(§’2“2) —rv <1 — 3p> (u,t+73) du

e
Tel

t—uy v
+/r* <—4r3m(371,)2—|—4r oz (Ba)”

cl

2

+— /Tt_u" ((atB)Q + (0+B)* + i) () dr. (10.74)

The F-boundary terms arising from the basic identity for the vectorfield X
(10.19) are

1 t—uy
ﬁFg (t) = —2/ fO:BOw B (t;, r*) r3dr*
a

— t—uy <f’ + g A—=v) f> (0:B) B (t,r") B
1
2

(at (i (A — V)> f> B (%)

X /tm—r;l [TS (0. (2) + 7"22 (1 _ §p> (_2f)} du

_ /trr:l (f’ + % A —v) f) (0uB) B (u,t +1*) r3du
t

+ /ttzm % <8u <f/ + 2 A=v) f>> B? (u, t +1y) ridu.
(10.75)
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Spacelike FX-terms: We estimate the first three terms of (10.75) (with the
index sl denoting the restriction to the spacelike terms)

1F5 (1)

272

< [ i1 (@ + @) P

*

sl

T (o vaT+ B v
+ . + = -
/ra 2 (“ ) m)r '

2

t—u
+ /rél ’ ]f\% A—v) (r (6tB)2 + B;) r3dr*
o 3 A 3 B2r3dr*
w101 [0 0 )| B
(10.76)

Recall that f’ is positive and that we have |f| < C (o) and f' < C (o) 4.
2

: . Q. Qo
Moreover (A + v) is clearly bounded everywhere, as is r2ﬁ and 7°-g*

(cf. Corollary 8.8). Using the equations
Qy
Q

Q.
Q

2 2
Pow =2-2A— =607 and 1y =2-20v — = (10.77)
r T

it becomes apparent that the terms in (10.76) are controlled by energy.

Null FX-terms: For the last three terms of (10.75), which only arise for
the FX (t1)-term by the geometry of the region, we observe that the first is
manifestly controlled by the energy because f is bounded along the rays of
integration. For the second term one estimates for any ¢ € Rt

*

tng'C
/t ' 110uB||B|rdu < cf/

* *
1= T t1 —Ta

*
to—r}

2
qrB% (—v) + 1(B’u)r3] du
q -v

1~
< ¢ (aBr+ TFE ). (10.78)

where bootstrap assumption (7.11) has been used, and

to—12
/ | (i ()\—1/)|f|> 0Bl Bl (u, t + %) r*du
t

*
17T

t2=ry /3 1 (auB)Q 1 , .
= /tl—rgl (7’ ()\ - I/> ’f’) 2 < —Vv \/M—i_ ﬁB (_V)> r (uyvl)du

< C(o)Ep.
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Finally, for the third term we note that x < —+/M and hence f” > 0 in the

integration region to estimate
3
(o)
to—7%

cl
< Cpr B (11,7 + O / 2\B|| Bl du

ti—rk

t2=r5 , 3
Lo -@anto—n i

cl

x B2 (u,t + 1) ridu

+C (m (u1,v1) — m(ug,v1))

1 -~
< Cfra B? (t1,ry) + Ciq-Er+ Cng}g/ (1) + CER
for any ¢ € RT. O

Lemma 10.3. We have
X
o, | < CEj (uy) (10.79)
for some constant C and

Ej(uy)=m(uy,2ta —uy) —m(uy,2t; —uy). (10.80)

Proof. For the terms in the first line of (10.21) apply the inequality 2BB,, <

BTQ +r (Bﬂ))2 to retrieve the correct powers of 7 in the energy. For the second
line observe that f', r,, and r, decay sufficiently fast in r. O

Lemma 10.4. We have
HfH < C Eg (v1,v2) + Cprd B2 (ta,r}) (10.81)
for some constant C' and

Ey (v1,v2) = m (Upog, v2) — M (Upog, V1) - (10.82)

Proof. The term ﬁj; is manifestly controlled by the energy by the fact that
f is bounded. For the second and third terms in (10.20), we observe that the
terms that are multiplied by a A- or a v-factor (or derivatives thereof) are
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controlled by the energy. For the remaining terms we note that x < —v M
and hence f” > 0 in this region and estimate (using a Hardy inequality)

v2 BQ
/ [|B||8UB|f’ + 5 (f’)w] r3dv

3 v2 ()
< OypriB? (tz,r:1)+2/ BQf’rz)\var/ 2|B||8, B| f'dv

V1 v1

V2 f/ 2
< OB (ta, 1) + Cy Epr + 16/ (0,B)? (fg B
v1
B2

N

from which we obtain
v / 32 / 3 2 P2 *
|Bllo.Blf + = (f) | ridv < Cprd B (ta,r) + En - (10.84)
U1

because
() 1 M
f// T _3p /$2—|—0'2

is small in the region under consideration allowing us to estimate the deriv-
ative term in the last line of (10.83) by the energy. O

(10.85)

From the previous lemmata and the identity (10.67) we conclude

*
T‘CI,UJ

Proposition 10.2. In the region D[tl 2]

we have for any g € RY

77X r* ugy M2
I (D[tcf:t2]> <[C(ry) + Crq] [EF (t1) + Er (752)] + C (e) ?

1 ~
+CEy (v1,02) + OBy (ug) +2Cy (Fg (vl)> . (10.86)

Proof. Add up the estimates of the previous lemmata. Note that pointwise
bounds for B? on the r* = r*-curve were obtained from the energy Ey (t) in

Proposition 8.9, including a small term C (e) ]\t/[—; Hence we can replace the
1
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terms appearing in Lemmata 10.2 and 10.4 by the energy, such that (10.86)
is finally obtained. O

10.5 Controlling the time derivative from I (B)
—%\/M < Thero and

For the statements of the next two propositions let R*
define the regions

B=A{to<t<ti}n{ry <r* <R} (10.87)
(10.88)

and the slightly smaller region
Bg={toStéh}ﬂ{ra—i—ggr*SR*—g},

where ¢ < %\/M is some positive number (in units of VM), say ¢ =
110 VM. Define also a smooth cut off function x supported in [}, R*] and
equal to 1 for {7 +¢ <r* < R* —¢}. Note that with the definition of r}

(cf. Section 7.2) we have r} +¢ < 73 and also R* —¢ > —1v/M

Proposition 10.3. We have, for large t1,
1 2 7X T: 7R*
3 /B B2%dVol < C (o) Iy (B[tf@]) (10.89)
and
L[ 0B avel < € (%, o) TX (B’”?“R*) (10.90)
VM Jg " - b PIEB \Fltta] ) :
Furthermore, we can control the time derivative
1 — ,r.‘k 7R*
(B)? dVol < C (r,0.X) [T (B )
+m (to, R*) — m (to,r2) + m (t1, R*) — m (t1,77) |-
(10.91)

VM Jps.

Proof. Inequality (10.89) is the statement of Proposition 10.1. Equation
(10.90) follows from an application of the triangle inequality to the first
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term in (10.31) and the previous bound on the B2-integral, noting that %
is bounded above and below in the region under consideration. Finally,
(10.91) is obtained via Green’s identity*3

/DX <_1BQ> - / X (—1DBQ> —/XBatBTSdT*dAgs
B 2 B 2

for the y defined above, which can be written

/Bxg;(atB)QdVolz/B [ 1D +<8— B(2B)>]dVol

+ / X (9 B)? = dVol + / xBO, Bridr*dAss
B

t=to

(10.92)

t=t1

t=to

QQ

t=t1

The spacetime integrals on the right-hand side are controlled by (10.89) and
(10.90). For the boundary term in the second line we estimate

R* 2
/ xBO,B (t,7) Pdir*dAgs < / . (fﬂ + x/M(ath) (t, 7)) P dr*dAgs
<VMC () (m (6, R*) —m (7). (10.93)

Putting all this together we obtain

1

= | @5 )dVol</ Xz (0B)* Vol

< C o) [T (Bl ) +m(ta, ) —m (t2,72)

+m (b, RY) = m () |-
O

We can summarize this as

43There are no problems with the differentiability here.
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Proposition 10.4. The quantity

1
M3

Iy (W) = /W [1 (OB) + —— (0, B)” +

B2 | dVol 10.94
= = } (10.94)

satisfies
- r* ,R*
Ip (Bg) <C (7":;(1’ a, X) |:I§ (B[tcll,tz] )

b (ta, RY) — m (ta, ) +m (t1, R*) — m (t1,5) } . (10.95)
Proof. This is a direct consequence of Proposition 10.3. ]

11 Combining X and Y: horizon estimates

For the next two propositions recall the choice of 7. made in Section 9,
which implied in particular that Y is supported only in r* < —%\/ M.

11.1 Controlling Ig from IJ)B( and energy

Proposition 11.1. Consider the characteristic rectangle R = [u1, Unez)| X

[v1, V] together with the r* = 1} curve intersecting (ui,vi). Define u(va) by

r(u(ve),v2) =12 and r(u,v(u)) =rk. We have the estimates

FE ({ur} x [v1,v2]) < C(r}y) (m(ur,v2) — m(ug, v1)), (11.1)
o (9, B)? y
5 —du < CFg ([ur, unog] X {va}), (11.2)
/u(vg) Q

v(u)
/ rB2dv < CFY ({u} x [v,v(w)])  for all u > u;. (11.3)

v1

Proof. This follows from definitions (9.6) and (9.7) O

Proposition 11.2. Recall the basic dyadic regions D[Télz;‘}’ for the vectorfield

X (10.2) and erect the characteristic rectangle
R = [ul, uhoz] X [Ul, 1)2] (11.4)

associated with such a region as depicted in figure 7. More precisely, let
up =t — 1y, v =11+ 1, v2 =to + 1y
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u =t — R*
v =2ty —t1 + R*

Figure 7: The horizon estimate.

Let also
T={rz=riy}n{v<v}n{uz>wu}, (11.5)

and recall that R* = —%\/M. We have the inequality

FEl({unor} X [v1,v2]) + F ([u1, Unos) X {v2}) + 315 (R\T)

* T 7’; ,R* * * *
< C(Tclv U) [Ig (B[tll’tg] ) + m(t27 R ) - m(t27 Tcl) + m<t17 R )

_m(tlvr(fl)} + C(ry)m(ur, va) — m(uy,v1)] + Fg ([u1, tnos] X {v1}).
(11.6)

Proof. Recall identity (9.13):

F ({uno} % [v1,v2]) + FE ([u1, tno] % {v2}) + I} (R)
= IAg (R) + Fg ({ul} X [1)1,1)2]) + Fg ([ul, uhoz] X {1)1}). (11.7)

By Proposition 11.1 we control

Fy ({ur} x [or,v2]) < C (r}y) (m(uy,va2) — m(uy,v1)). (11.8)
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To establish (11.6) we will show

o = * = ri,R* *
I} (R) < 3IE (R\T) + C (5. 0) | T (Bt ) +m (12, RY)

i (t,7) + m (b, RY) = m (1, 73) | (11.9)
Iy (1) < C o) [ 15 (B

[t1,t2]

m (ta, RY) — m (ta, ) +m (t1, R*) — m (t1,7%) } . (11.10)
To see this decompose
IY(R) =15 (R\T)+ I5(T). (11.11)
Since in R \ 7 we have by definition r* < 7}, one can apply (9.12) to obtain
Iy (R\T) < 3I5(R\T). (11.12)
On the other hand, in the region 7 we have
IN(T) < Cop)Ip(T N {r* < R* = —1VMY}), (11.13)

which follows from the fact that Y is only supported for r* < —%\/M . An
application of Proposition 10.4 to the term on the right-hand side of (11.13)
will produce the required second term on the right-hand side of (11.9). Esti-
mate (11.10) is obtained completely analogous to (11.13). O

Proposition 11.3. With assumptions and geometry as in Proposition 11.2
we also have

Fpy ({unos} % [v1,v2]) + Fp ([u, uno) x {v2}) + 3155 (R\ T)
<C(rh0)m(u=t1 - R v=1{ta + R")
—m(u=ty—rhv="t 4+ + 5 FY (1, unes] x {v1}). (11.14)

Proof. Use the inequality

7X rap et 7X (u=ty—r* Topt1—R*
T5 (B[tf,t2]> < I (u ’ TCID[tll,tg] ) (11.15)

which is obvious from the positivity of the integrand (compare the dashed
lines in the previous figure for the regions). Inserting the estimate of Propo-
sition 10.2 into inequality (11.6) we obtain the result by an appropriate
choice of q. O
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It is of crucial importance that the constant C(rY) just depends on the
choice of r; and not on r%.

11.2 Controlling Fg from I?; and energy, on a good slice

Finally, we are going to control the boundary terms FY by I' and the
energy on a “good” null-slice.

Proposition 11.4. With R and T as before pick a O € [v1,v2] that satisfies

FY ([u1, uneg) x {0}) = inf  FY ([u1, unes] x {v}). (11.16)

v1<v<vg

Then

Fg([ulauhoz] x {0})

< Clvg — ) HE (R\T) + C (ry) (m(u1,v2) — m(uy,v1)).  (11.17)

Proof. Recall that the expression (9.7) is manifestly positive. Set u(v) =
v — 27} and estimate

Fp ([ur, unos] x {0})

< inf FE([u(v), unos) X {v}) + FJ ([u1, w(?)] x {8})

v1 Sv<vg

[ E (0(0) ) (oD + Ol s, 02) = (a0

o V2 — U1 V1

where v is the v-slice determined by taking the infimum of F}; in the region
[u(v), Uney). For the integrand of the first term in the last line we have

Fiy ([v = 2, tno) x {v})

Uhoz
< 27?2/ du 34V M
v

2
6.5) (4049’” - o/> 80, B)?

o QO QO
cl
1 2 o av BAP 1 Q
12 — - L P S0 - 202 11.1
+2r2< 3p><2 r r Qﬁ B Q)]’ ( 8)

following from the fact that inequalities (7.18)—(7.20) hold in 7* < r%. Com-
paring (11.18) with (9.10) produces the first term in (11.17). O

We will also need a related version of the previous proposition, which
provides one with a good energy slice instead of a good FY -slice:
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Proposition 11.5. With R and T as before pick a 0 € [v1,vs] that satisfies

E ([u1, unog) X {0}) = inf  E([u1, upe,) X {v}). (11.19)

U1 <’U<’U2

Then

E ([u1, unoy) X {0}) < C (vg —v1) 1 15 (R\ T) + (m(u1,v2) — m(uy,v1)).
(11.20)

Proof. Recall that

E ulauhoz X{U})

/uhoz /SS ( r% (1 - gp) (—1/)> r3dudAgs

is manifestly positive. With u(v) = v — 27 estimate

E([u1, unoz| x {9})
< inf B ([u(v),une) x {v}) + E ([u1,u (9)] x {8})

U1 <v<v2

/ E ([ (0) , tnos] X {0}) dv + [m(us, v2) — m(ur, v1)].

- UQ — V1
The integrand of the first term in the last line can be controlled by
E ([v =27y, unos] x {v})

Uhoz 2
< 27 / u 34V M ( ) (m%” - a’) + B (0,B)?
v—2r* sl

1 2 o  av ﬁ)\QQ 1 Q
1- % =T PR Cg02 - 9p02iY 11.21
52 < 3p> <2 T T 25 b Q ﬂ’ ( )

following from the fact that inequalities (7.18)—(7.20) hold in 7. Comparing
(11.21) with (9.10) produces the first term in (11.20). O

The results of this sectlon are already sufficient to obtain a pointwise decay
bound for the quantlty . For reasons of presentation this is postponed to
Section 13.1 but the reader impatient to see the argument can turn to the
latter section at this point.
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12 The vectorfield K
12.1 The basic identity

The vectorfield K is defined as

2 2
K = M(u—l—a)z@u—l— M(v—a)Zav. (12.1)
It is the analogue of the Morawetz vector field in four dimensions. In par-
ticular, it is conformally Killing in five-dimensional Minkowski space.** We
note

Koe Drap, K= D02, K= a)
=t = Va7 Ku=—7r(v—a),
K ——Q—Q(u—l—a)Q (12.2)
v M .
and
u=t—7r* v=t+r*, (v—a)?—(ut+a)=40*—a). (12.3)

From (5.11) we compute the identity

M (=T = VTpsK?)

3 2 2 2 B’ 1 2
=—(v(u+a)®+Av—a)’)OB 4—3274—2 t—g(u(u—l—a)

2r

+ Aw—a)?) + ﬁ ((Qz)m (u+a)* +(2%), (v - a)2)>

+ %Q(TB;) ((Qz),v (v—a)*+ (QQ)U (u+ a)2> + g%(B)

+ 7%(u(u +a)? + Av —a)?) (¢1(B) + ¢2(B))

_ %¢1(B)(y(u +a)?+ Aw — a)?) (12.4)

with ¢1 and @9 defined in (2.15). We shall apply the basic vectorfield identity
in the region (cf. figure 8)

K _ T*T’* T;{vuo
Djf g =""TRDEY (12.5)

44The vectorfield field has been shifted by a for reasons which will become apparent
later.
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Figure 8: Different regions to control the error terms of K.

for any T < T producing the identity

% (D{j ’T]) = FE(D) = FE (o) + Y ;. +0, (12.6)
where
X <DK ) - (— T — VAT K¥)dVol, (12.7)
[t07T] DK
[tovT]
ﬁg(t) 1 [ 2 2 2 2
2 _ M/T;{ (0uB)? 20u + a)* + (0.BY2(v — a)
0? 2
2 2 3
+ ((u+a)®+ (v—a) )ﬁ <1—3p>>r dr*
1 T—r*
+ L / 8 [Q(U +a)2 (9,B)2
M),
K
0? 2
—i—%(v —a)? (1 — 3/))] (u,t+r¥) du (12.8)
and
ﬁK T4
T—rk 1 K 2.3 2
=— 2(v — B
o Ve A [ (v —a)*® (8,B)

rQ? 9 2 -,
—I—T(u +a) (1 - 3p>] (T - T‘K,’U> dv.
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Note that the J-term vanishes in view of the assumption of compact sup-
port. We are now going to define the renormalized quantities g and Eg
that arise from an application of Green’s theorem to the (B2 term in the
spacetime integral (12.8). The D in the basic identity (5.24) is here given
by (cf. Appendix A)

r

D:§><l/(u+a)2+)\(va)2>. (12.9)

We compute

grzm (”(“ +a)? J; A(v — a)?)

T AV r*—a A A

( 24r 02 —1292> —|—t( - > <12TQ2ruu+12rer2
r? vA? 9 3" ww OBV

g )t 2oy ) Hlua) (” v ( @ m)

6 3\ 3
— o (M) + (r,uv),u)> + (v —a)? <—mr,w - Q@») (12.10)

and define the bulk term

15 (fm)
:M//l 392dudv2{ { m gz; 4%5)]
”( r_a) [ 64“24?)2;“2”5? —24;;(r,w) +12r$2 o
—64%7“4— tpjg(f) <_ s >+12sz}3(129)}
+ (u+a)® [()\ +) < TS; n % _ ? n i¢1(3> ;23@(3))
_6é ((ruw) o+ (T,uv),u)] + (v —a)? Klb’ + 2602523)) <QQ“ + %“)
—3%7@ - 3;;273%] } (12.11)

In order for the identity (cf. equation (5.30))

K (D[fj T]) = FE(T) - FE (to) + HJ . (12.12)
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to hold, the boundary terms have to be

Fi (1)
272
= §#10 + L /tuo 2B(0:B) i(V(u +a)> 4+ v —a)?) ) rP(t, r*)dr*
2r2 M S I\ or ’
“p B (A -] ) i
i i 5, (uta v—a e (t, ) dr
- TK 3 2 2y ,.3 *
2—(1/(u+a) + v —a)?) | r’(u,t + ri)du
t— r
1 2 3 2 2y ,.3 *
- = BBu —wu+a)+Av—a)) | r’ (u,t+r¥k)du
M t*?";{ 2""
(12.13)
and
HE H~ T4re
T—rk i 1 K 2 3 2 2
= - — B0, | — Av —
o2 22 M Jyyirn (2r(”(“ ta) +Av-a) ))
~ T+r% 3
(T — i, v dv+— 9 <(V(u—i-a)2
to-+rs, 2r
+A(v — a)2)> (T — 13, v)dv. (12.14)

12.2 The spacetime integral

Let us turn to an analysis of the integral (12.11). Besides formulae (10.77),
(2.5) and (2.4) the following identities will be useful:

(Tuv)v Qvll 3>\/i 1 92 2
) ) _ > _ _ - )\ 1_ -
02 Qr + 2r2 3 +T 3p
Q, 2 3 >\ 3 4
_ v = _ 2 A 2 0 —2B —8B
Q 3r (p 2> 32 (p 2> i )

uv ), u QU

(), =— ’M+M—1<—4)\C2+Tu<1—zp>>
r 3
2
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The bulk integral can be written
K K 7K K K K
IB <D[t07ﬂ> - IB,main (D[tg,f]> + IB,error <D[t0j“]> (1215)
with
15 s (D[It{o,ﬂ)

1 1 5.9 B? v1(B) 3
= — —r°Q — +9u+4 + — =
N // 27’ du dv 2 t 135+ 9u 72 81p 5

r™ —a Q. Qu
+t< . >[24,urQ —641"Q + (1 — p) [-70k — 36Ku

Q.
—6r=2 ] +P(B)] } (12.16)
K K
IB,error <D[t07ff]>
_ i 1 302 372 (u+a)2 Q,v Q,u
—M//erdudvTQ{ 5 Q(B) + Q+Q
A
X [12u+8<p—2)] —i-(jy) [—35—18u—14 (,o—;)

LR, 3302(3)]) + (v —a)? <[Q” + Q“] (16 3a-w

B2 0 0 2
v1(B) A vh?
T2 g > +t6 502 T0 302 ) (12.17)
where
Q. p1(B) ©1(B) +3p2(B) 2462 A2
P(B) = -8 Q B2 +ar(l—p) B2 KT 24(227"
32 o _sB 3\ | B Q.
\/;9( )+ p 5 28k(1 — p) + 16 o
(12.18)
and
120 48\ 0+ ¢
B)= """ — 2_16(e7 2B — e 88—~ 12.1
Q(B) 2, TQQQC 6(e e "7) 3 (12.19)
Note that
PB)| < (oYY (12.20)

,
by the pointwise bounds of Section 8.4.
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main

12.2.1 Estimating Ig

We start with the observation that I

B.main 1188 & good sign near the horizon
and near infinity:

Lemma 12.1. One can find R* such that the integrand of Ig

for * > R*. It is also negative for r* < Y-

main S negative

Proof. The second statement is a consequence of (7.20) and the inequality
% < 0 which follows from Proposition 8.15. For large * on the other hand,

we can expand the integrand of (12.16) in powers of % using the results of
Section 8.4:

VM

Bl <

Bl < C(o)*-
Q. 1
Q_O(r?>

and (cf. identification (8.16))

1 1 1
and m:2+0<73> and d %—5 and

* p + 1 M
T o1-P 6+0(2> where p = —Ap
r r r

_[Ma
V2

to find

1 1 B? (35(a+p)+e 1
K K _ - ,.302
IB,main (D[to,T]> = — // 27’ Q du d'l)Tﬂ2 t { r + O <T2> } .

With the chosen centre a of the K vector field (a = —p — 1 by equation (7.6)),
the integrand will be negative in 7* > R* for some suitably chosen R*.*> O

Remark. In particular, we will choose ¢y so large that R* < 1—90t0 holds.

45Note that the rest terms are all controlled by %
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Igmain (D[It(oj“}) is to decom-

pose the region of integration into dyadic pieces (cf. footnote 35)

The idea in estimating the spacetime integral

N-1
D[Iti),ﬂ - Z D[Itiatj+1] with ¢y =T, (12.21)
j=0
Diy, 141 = Py Nt <t <t} (12.22)
For each piece 15[{5] 1., We can control the bulk term [ g main Dy the bulk

term fg losing a power of t:

Proposition 12.1. In the region D[It(o 7] We have, for each dyadic piece
: 1 g = (gl R
K K X )
T i (PFy01) < = O, B o)t T (B[tjjtm)
1 - X [ u=T—rt yrau=1rti+1]

< ﬁc(r:bR*ag)tj+1]B (u P )
(12.23)
Proof. BAy the previous lemma it suffices to show (12.23) with 75{; o] replaced
V e ecause the integrand o . admits a good sign to the left
by B b h d of I in ad d he lef

of r} and to the right of R*. For the compact r*-interval the first part of
inequality (12.23) follows from Proposition 10.1, the second from R* < %to
and the positivity of I ])3( . O

12.2.2 Estimating I%

B.error

In this subsection we are going to show that the contribution of the integral
1 g aror Can be made as small as we may wish for late times by choosing r%
sufficiently close to the horizon and the initial data sufficiently small. To
achieve this we shall split the integration into different regions U, V, W and

Z defined as follows:

U= D[Ifoj] N <y N {u > 20 — 47, (12.24)
V= D{t‘m N{r* <y N {u < 20 — 43}, (12.25)
W= D{fm N{rg < < 3t} (12.26)
Z= D[Ifoj] n{r* > Xt}. (12.27)

An immediate observation is
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Lemma 12.2. In all regions we have

K+ >0. (12.28)

Proof. This is a consequence of the choice of coordinates and the monotonic-
ity of x in u and of  in v manifest in equations (2.13) and (2.14). O

The next lemma establishes appropriate bounds to control the error terms
of IX in equation (12.17).

B.,error

Lemma 12.3. Recall that by Propositions 8.9, 8.12 and 8.13 the bound

VM

Bl + M~1]0] < C(r4) Y 12.29
cl t
holds in W and
Bl+ M- < o) Y M 12.30
cl v
holds in U UYV. Assume also
3
¢

3
M1 Mi
< o(rgl)T“ in W and m < 0(7«;1)7“ inUuUV.  (12.31)

Then we have the following estimates

e In region W

7

A2 v6? . M1
QU+ |6 305 | + |65 < Clkeo g (12a2)
Qv Qu . VM
'Q + o SC(TK,C)TQ . (12.33)
e In region V
IQ(B)| + |6 A e | < Clrane) (12.34)
r20)2 202 | = M2 .
Q, Q. CUl,c)vM
; ’ — 7T >, .
0 + 0 + 02 >0 (12.35)
o In region U
do
—v<de — U 12.36
= Xp( Nevi > (12:36)

for positive constants dyp > 0, dy > 0.
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o In region Z

v M
r ’

S C(T:h C)

Q, 9
‘ L ot (12.37)

Q Q

Proof. The region WW: Bound (12.33) is the statement of Proposition 8.16.
Bound (12.32) follows directly from the decay properties (12.29) and (12.30).

The region V: From Proposition 8.16 we derive the bound

VM

u2

< C(ry,c) (12.38)

Q m
w0 - ()

by observing that w is like v in the region V.

The quantity % is obtained by integrating (2.5) written as

Qo) A 2A 3 0¢ A
Oy < O ) =7 <6mr4 + 2 (p— 2) +3/§1/r3> (12.39)

from the set L = {{t =T} N {rj <r* <ri}U{r* =r}} downwards. On
L itself we have by Proposition 8.16

N v M
< C(rchc)?'

(12.40)

Q. m
’ 0 (U, ’U) - ﬁ(u/l})

Since v < % in V by monotonicity and moreover % will always be negative,
we can derive the bound

Q. o A2/ 3\ 0CA\,
b 0,0) = 2, ) ['%Mw+ (pQ)w )wmm

2 kv
m VM 1 1
> —C(ra o) =5 -
>~ (u,vr) — C(rg,c) o2 +m(u, vR) <r3(u,vR) 7”3(U,U)>
m . WM
> _ﬁ(qh U) - C(rcl’ 0)7 (1241)

in V, where in the last step we used that in V the Hawking mass decays
like ;. Putting bounds (12.41) and (12.38) together yields (12.35). Bound
(12.34) on Q(B) follows directly from the pointwise bound (12.30).
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The region U: Integrating the quantity v = (1 — u) from the spacelike
t =T curve downwards to any point in the region ¢/ we obtain

—v(u,v) = %(1 — p)(ur,vr) exp (— /UT f(u,v)(uT,T;)dT;>
= %(1 — w)(ur, vr) exp (— /vf f(u,v)(u, )do

~ / T o), ﬁ)dﬁ) (12.42)

with

flu,v) = 4—'im + ;1: (,0 - 2) (12.43)

In both regions V and U the quantity f is clearly positive, bounded below
by some dg > 0. We can estimate, for a point (u,v) in region U

V%

—v(u,v) < %(1 — ) (up, vr) exp (—/ " f(u,v)(u,v)dv)
< 50— p)(ur vr) exp(—da(vn, — v))

< 50— Wuror)exp (5 Fu) (12.44)

Here we have used that v < vs — fu by definition of the region U.

The region Z: The estimate is the statement of Corollary 8.8. O

With the necessary bounds in place we can prove the following;:

Proposition 12.2. Assume (12.31) holds. Then the error term I5 error
satisfies

N-1
K " 7X u=t; T cl? t; +1
IB,error (D[tlgj}) < \/— cl? Z J+1 [IB ( J+1— ClD[tltJ+11]1 j >:|
7=0
+ Mé(ric) + Mo (to) (12.45)
with
lim €é(rx)=0 aswell as lim (5(t0) =0. (12.46)

T —00 to—00
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Proof. By Lemma 12.2 we have A+ v > 0. Hence the term multiplying
(A+v)inIE error 1188 @ good (negative) sign in all regions and can be ignored.

For the other two terms we look at the different regions:

Region VW: Note that u and v are controlled by ¢ in this region. We insert
(12.33) and (12.32) into the integral Igerror The resulting term, which has
to be controlled is

2
\/MC/ du dv 927«3372. (12.47)
w T

We split the region of integration into W' =W N {r* > r*} and W? = Wn
{r* <r%}. The region W! is partitioned into dyadic slices as was the bulk
term:

K
IB,error Z IB ,error ( [tth_H}) . (1248)

We can control each dyadic tube by I ])3( losing a power of t (arising from a
missing power of 7 in (12.47))

Ig,error (W[%fjvtjﬂ}) < \/jc( a9) ti+1 [IB (W[t tﬁﬂ”

=

[
Il
o

=2

1 * — T u= —r} Tost Trts
< Lt 3 1 (o]

In the region W? we can ignore the factors of . It suffices to estimate

<

B? < % from Proposition 8.9 and hence

2 T r* 2

dtdre 0232 g/ dtC()/ Car 2O oM
72 to 12 r K+ y Or* to

(12.49)

W2

Region V: In this region u is like v at late times. We insert the bound (12.34)

into I5 and estimate the resulting term (vg = to + 1%, V =T +1%)

B,error

Vv 1 C 2u—4ry M
" du(—4rv) < C—. (12.50)

1
0/ dvduS¥®B* < | ——
VM Jy v VMV gy vo

. . . Qv |, Qw
For the remaining terms, i.e., those containing a <ﬁ + ﬁ) factor, we

insert the one-sided bound (12.35) to control the error term

32
/dtdr r’ = u?(9,0%) (12.51)
v ’I"
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for large times (in particular to + 7% > 1) as follows (ug = T — r% ). First
define
to N . T- %

3
= ) + 57“;( and 77 =71} — 1 (12.52)

and

(12.53)

i) to + 1y —r* forr*>r%,
T o
=3r* +4dry, for r* <.

Then the term (12.51) can be estimated using Proposition 8.13

1 r* T—p* 4r* B2 /M
— / * dr*/ * dtr3=u® [ 9,0% + CQQ—Z
M r* t(r*) U

r2

rx T—r* 4r*
< CLO(VM /  dr* / o (atm + 092”¥>
r* t(r*) U

< CLC(C>\/M/ a0 <T — i+, 7“*)
T+r;( min(ug,2v—4r}) 02
+CLC(OM dv /

2
to+ri —2r% U

< CLCOVM [r(T.rie) = v (T = ric + v )|
T+ry 1 Ul
+CLC(e)M dv—; / du$)?
v v=2r%

to—l—?’;{
v M *

< CLC(e)M - €(r) + CLC(e)M e(ry), (12.54)

to

where in the first step we have used that the round bracket in the first line
is positive. The constant C(r}) may have different values in each line. We
also used that

1 1 1
Opr =\ —v = ZQ? <7 + K) (12.55)
and therefore
K
02 = 48“%1 ~ <4y (12.56)

holds. In summary, smallness for this error term arises from the smallness of
the r-difference between any two points in the region r* < r%.. The crucial
point is that only C(r})) enters the above estimate, such that the r-difference
can “beat” the constant.
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Region U: To control the error terms in region U estimate the curly bracket

of I 113(, error PY Some constant times u? and B? by something small (cf. Corol-

lary 4.3). The resulting integral can be controlled via (12.36) as follows:

|I§,error (u) |
1 g+%r;( Tfr;( )
< C(e)/ dv/ du(—v)u*(u,v)
M to+ri 2u—4r},

IA

1 o )/§+3T§<d /T—T% ; < d ) 2
—C(e v wexp | ———u | u
M to+ri 2v—4r}, 2V M

< MC(e)Ce ™0,

The region Z: On the one hand, we have to establish smallness for

1 302 8° 2 2 A U
7 /Zdudw Q 3 [(u+a)+ (v—a)’] |Q(B)+ GTQQQ + YD)
A2 302
< —- + — .
< c\/M/Zdudu [Q(B) +6-30s MQ] ; (12.57)

where we used that r controls v and u in the region under consideration and
Proposition 8.11. From Proposition 4.1 it is apparent that the critical term
to control is

11, 1 2 M
/Zzﬂc dudv < O/dvv2 </g du) <065~ (12.58)

0

Namely, the remaining terms in the square bracket of (12.57) all decay like
-5 by Proposition 4.1 such that direct integration will already lead to a
smallness factor.

The other critical term to control is

1 1 4 B2 9 o |y 0y
— —roQf— — : : 12.
M/dudv2r 2 (u+a)*+ (v—a)) a T o (12.59)

which upon inserting (12.37) and using the fact that r controls u and v in
the region under consideration reduces to controlling the term

Clry, ¢)— i /Tuod B2r(—v) (12.60)
TH, C) —— t r*Ber(—v). :
VM to 94

10
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Using that r ~ t in region Z we can estimate (12.60) by

<C 1 dt Tuod*323
(c17 )\/716 9, T ( )
0 10
M3

C(ry, e )\ﬁ dt*EB( ) < C(ra, 0)——

: (12.61)
to

where we have used bootstrap assumption (7.8). U

12.3 The boundary terms

We write the boundary terms (12.13) as

Fg (t) = Fgmain(t) + Fé{errorarc (t) + Fgerrorline (t)’ (1262)
where

FE an(®)

B,main

1 t—ug * *
= — <—12tr aVBatB + 682" a) r3dr*
* T

r

+ % /j uo ((auB)QQ(u + a)Q + (8@3)22(1} _ (I)Q
2
F((uta? + (- 0oy (1 - gp)> i

T—r%
/ " [2 u+ a)*r®(0,B)? + ﬂ(v —a)?
t

2

(1 - 3p>} (u, t + 1) du, (12.63)

K
FB,errorarc (t)
272

t—ug _ 2
= / 3 < u _'7: a’) (r7uu + r,’uﬂj) + (UTCL)(T,'U'U + r7uv)> rgdr*

r

—a)? —
M / <+3BatB (v=a) A+v)— 3uB2()\ + 1/)) r3dr*
T

carf s e (Mo e -at) e aze
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and
Fé{,errorline(t)
272
1 T—r%
" B(0,B) (3(1/(u +a)?+ Av — a)2)> r3(u,t +r*)du
M — 2r
1 (T, 3 2 2 ) .3 *
- — B0, | —(w(u+a)*+ Av—a)?) ) r’(u,t + r*)du.
(12.65)
and
K
Hi“fr;(
2m2
1 T+r% 02 9
= — " {2(1} —a)*r*(0,B)* + r—(u + a)? (1 - = )] (T —ri,v)dv
M t0+r}'< 2 3
1 T B2%9, i(1/(u +a)> 4+ AMNv —a)?) ) r3(T — r,v)dv
M t()+7’* 2T ’
T+T 3
/ 9 <(V(u +a)? + \ov — a)2)> (T — rie, v)dv.
to+r, 2r
K

(12.66)

Note that F'g elrmrhne(T ) = 0 and that the last term of F5 also vanishes

B,main
fort="T.

12.3.1 Estimating Fg

maln( )

We are going to show that the boundary term F B, maln( ) comes with a sign.
This is obviously the case for the integral in u, so it remains to establish
non-negativity of the spacelike integrals. Define

S=(v—a)dy+ (u+a)dy, (12.67)
S=w—a)d, — (u+a)dy,. (12.68)
Note that
(SB)? + (SB)? = 2(u+ a)?(0,B)* + 2(v — a)?*(d,B)? (12.69)
and

S =to+ (r* —a)dp, S=1t0=~+ (r*—a)o, (12.70)
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respectively

t 12
tﬁt =5 - (7"* — CL)(?T*, t@t = (7’* _ a)§ — (T‘* — a) a,«*. (1271)

We can insert these expressions into the boundary term (12.63) and integrate
the second term by parts using S:

'f—uo 1
/ Bt@tB;(—Qu)(r* —a)r3dr*

*
K

T-u —2v * * 3 7..%
-/ (* ~ @)B((SB) ~ (* ~ a)y- B)rdr

* T
K

. Tfuo ,,,.* —a
=vr?(r* —a)’ B2l + / (—2v)r? { B(SB)
r r

*

o (G e (o) mem o,
where
P (B) = fi + %/{ <p _ g) ~ C(e) (12.73)

is very small by Proposition 4.1. Note that the boundary term near infinity
vanishes in view of the assumption of compact support on the initial data
and the domain of dependence. The term at r* = 7% is manifestly positive
since v < 0 in the integration region.

Alternatively, using S, we obtain

T—’LLO 1
/ Btd; B~ (—2v) (r* — a) r3dr*

* r
K
T-uo _9 t 2
= / v (r*—a)B ( SB — 8T*B) r3dr*
M a0l —a)
i Tfuo
— 222 oy / (—2v)r?
r*=ri *

X <i (SB) B + ZBQ [f;— <y+r%“> + P (B)D dr*.

Again the boundary term has a positive sign at r* = r%.
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If we split the relevant term in (12.63) into two equal pieces and collect
terms we can write

1 K - 1 T*’U,O
gz B (T) = 37
K

+ ((u+a)2+(v—a)2) 29:2 <1— 2p>

(3uB)*2 (u+ a)® + (8,B)*2 (v — a)?

3

*_
D

9 T —al 3
vBO,B + 6B 1/]7‘ dr*
r r

(1+2v) ((SB)” + (SB)’)

x(%p“g[ﬁ_(wrf;;)}))

+ (—2v) sB+2lp 2+t232
= 27 r2

o A I

which is manifestly positive. Furthermore,

I -k F K (7 T B® (0w 9\ 3
ﬁFB,main (T) 2 EB (T) + M (—V) 7"72 <t + (T — CL) > rdr
T

(12.74)
with Eg being the quantity appearing in bootstrap assumption 1.3.2.

B,errorarc

12.3.2 Estimating FX (T)

Lemma 12.4. Under assumption (12.31) we have that
1 2 T T A~
ﬁFgmain (T> + Fé{errorarc (T> > Eg (T> + Me (1275)

with the & arising from the fact that T is large.
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Proof. We have

M .
A+ < C’(T}},c)ﬁ for rje <r* < &T (12.76)
by Proposition 8.4 and

M
A+v|<C(rk. o) 5

2 for r* > %T (12.77)

by Corollary 8.2. Recalling the bound (8.16) we can estimate the expression

%” r22 + 2/-@%1/ + %V <p - ;) (12.78)
by
7o+ 7| <5 ()‘+V)+C(TK7 )gﬁc(rkc)g (12.79)
and similarly
7w+ 7] < C (1, ) \;];7 : (12.80)

both in the region rj. < r* < OT. Analogously, we obtain

in the region r* > 19—0T (12.81)

700

Inserting these estimates into (12.64) it becomes clear that we have to estab-
lish smallness for the terms

/wa [WB%? YLs +M242] ( )d,,, (12.82)

*
K

We split the integral into the region rj. < r* < OT and the region r* > %T.
In the first region the derivative terms of (12.82) are manifestly controlled
by the energy, decaying like % by Proposition 8.3. The B? term can be
estimated as

- - -9 - - M?
2.2 P 2 P o * .
/B P2dr* < CT/B rdr* < CT [m <T, 10T> m(T,rK)} <0
(12.83)

In both cases smallness is obtained from the fact that ¢y is chosen very large.
In the region r7* > 5 9 1ot on the other hand, the derivative terms in (12.82) can
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be controlled by pulling out the % as a smallness factor and use the energy
estimate for the rest. For the B? term we have to borrow from the good last
term of (12.74):

T—'LLJ 10 f—uo
/ B*r2dr* < ~/ B*r3dr* . (12.84)
oF Jo 7

9 7
IOT

Hence a tiny contribution from the last term of (12.74) will control this term
and we finally arrive at (12.75). O

12.3.3 Estimating H,}ir

*
K

Lemma 12.5. Under assumption (12.31) we have

—HE < ME(ry), (12.85)

=T—r3 =
where € (r}) — 0 for rj — oo.
Proof. The first term of (12.66) is clearly positive and can be neglected. For

the other terms split the integration Z = [vy,ve] = [to + r}(,f + r}(} into

the part which lies in U (where we can use estimate (12.36)) and the part
in V (where we are going to exploit the fact that the r-difference is small).
See figure 8. Following this line of thought we estimate the (negative of the)
second term of (12.66)

/IBQ(?U (237' <V (u+a)*+X(v— a)z) 3 <T — Ik U) dv

2
< /Igf (r (=N v(u+a)? + TQTM(U —a)?+2r:\(v — a))

~ 3B2

X T —rj,v dvg[/ —1—/ ]r—/\yu+a2
( : ) o Jzov] 2 ( =0 ))
. Y .
T— * M2 * / s v T— *

X ( rK,v> dv+ M=C (r},¢) . [Uo +r } ( rK,v> dv
—dy 2 2 T * 3

<Ce 2"(u+a) BTA(T—TK,v)dv+CM2
I

X / A(—v) (T—r%,v) dv+M2C’(r:1,c)e(r}) < M%(r}}),
ny
(12.86)
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where we used that r ., <0, that u is like v in region V, and assumptions
(12.30). For the (negative of the) third term we obtain (C' just depends
on r)

_ /tﬂr% 2B (9,B) (;; <y (u+a)? + (v — a)2)> r3 (T—r},v) dv

*
0ty

< Um + /m] ;72 (ff +r (Bﬂ,)?) (=) (u+ a)?* (T = i) dv
4 /I ;ﬂ (?ﬁ +r (B,v)z) Ao —a)? (T —rje. o) do

3

M2 -

<Ce_g“(u+a)22+CM§/ A(T—r},v)dzﬂ—CM%
V0 ny

X / A (T - T;(,v) dv < é(r%), (12.87)
T
where we again used that u is like v in region V, and inequality (12.30), as

well as the fact that (—v) < A (cf. Lemma 12.2). These estimates together
yield (12.85). O

errorline (t)

12.3.4 Estimating F}

Clearly F g errorline <T> = 0 since there is no upper null boundary for the

region in which we apply K. Hence we only have to estimate FX__ . (t).
This is done in the same manner as for the horizon term: Si)litting the
integral into a part lying in V and a part in U, using estimate (12.31) in the
former and applying (12.36) in the latter region.

12.4 Summary

We have shown the following;:

Proposition 12.3. Assume (12.31) holds. It follows that

N-1
~ ]. — . * r* Lt'
K X =t — cl? +1
o5 (1) = g€ ) ot (0 5B
]:
+ FE (to) + Meé (%, to)

and € can be made arbitrarily small by choosing both —r- and then ty suf-
ficiently large.
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Proof. Write (12.12) as

- ~ rhou T U
Fgmain <T) + Fgerrorarc (T) = Ig,main (D[tl(;jw}o> + Ig,error (D[tlf,t;>
+ F§ (to) — HE

w=T—rt. (12.88)
and apply the estimates of Lemmata 12.4 and 12.5, as well as Propositions
12.1 and 12.2.

O
13 Closing the bootstrap

assumptions.46

With the required estimates now in place we are in a position to prove
the closed part of Theorem 7.1, i.e., to improve the remaining bootstrap

We start with the observation that the X-bulk-term decays.
Proposition 13.1. We have

1§ (pi ™

_ 14 C *)
X [ pyréasirti+ 2 (T2
Listit1 ) <Ip <Dt;ti+1 <

- (13.1)

Proof. Apply Proposition 10.2 in combination with Proposition 8.3 and the
bootstrap assumption (7.11).

O
With the help of the propositions proven in Section 11 we can derive the

pointwise bound (12.31), which was assumed for most of the propositions
established in section 12.47

13.1 A pointwise estimate for S using Y

Proposition 13.2. In the region A(T) N {r* < rj5}N{v >ty + 74} we have

3
1

Sl<otnon

(13.2)
4Recall that the first two have been improved already in Corollaries 8.4 and 8.5.

4"The reader is assured that none of the results of Section 12 will be used in the
following subsection. The argument has been placed in this section because it is also used
to improve the integral bound (7.11).
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and in A(T) N {r* > ri} N {r* < %t} the estimate

Y

Sl<otnot

(13.3)

Proof. Starting from the slice ¥y, (cf. definition (5.35)) erect the character-
we have that

istic rectangle to any ¥, tg < ¢t < T. By Cauchy stability (Proposition 7.2),

1 .

MFE ([ul,uhoz] X {UO =10 — 74:1}) <9é (134)
and hence an application of Proposition 11.3 together with (13.1) immedi-
ately yields

1
M

e
Fp ([u1, tnog] X {v =1 —13}) < ERR:

(13.5)
for any ¢t <T. This estimate and Proposition 11.2 immediately imply the
uniform estimate

1 - 11~

3l (R\T) < 5o +¢ (13.6)

for the region R; \ 7; of any characteristic dyadic rectangle. Next we apply

Proposition 11.4 to each dyadic rectangle to find a slice v satisfying
1

v ) eV M
; <
MFB ([wi, unoz) x {0}) < C’Uz'+1 _— +C

VM

CvVM
(v:)? : ti (13.7)

Proposition 11.2 applied to the rectangle enclosed by the good slice in
[vi, vi+1] and v = v;41 yields, again using (13.1)

LFE/ ([ui,uhoz] X {Ui+1}) < C\/M

13.8
-~ (13.8)
Having exported the better decay to all late slices in this fashion, we can

erect the characteristic rectangle again and apply Proposition 11.2, which
produces the uniform decay estimate

1

Mfg(Ri\Z)SC\/M

13.9
- (13.9)
One may repeat the procedure, i.e., apply Proposition 11.4 again, which now
provides one with a good slice (with the Y-flux decaying like

_ 1

o) ). After
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application of Proposition 11.2 this leads to the decay

M

(vig1)?

S (e o] % {v101)) < € (15, 0) (13.10)

on any late slice v;. Finally, one may export the decay to any wv-slice by
choosing appropriate regions:

1 M
MFE ([u(rg) , unos) x {v}) < C (14, ¢) e (13.11)
1 . L M
TEE (ux [v,0]) < O (r ) =5, (13.12)

MIB (R\T) <C(ry,¢) el

(13.13)
everywhere. Note that we have assumed a better bound than (13.11) in the
bootstrap assumption (7.11), however the bound (13.12) is new and essential
to derive the pointwise bound for % Namely, integrating (4.13) upwards in
a characteristic rectangle yields

; (u, ’U/L'Jrl) = % (u7 Uz) _fv.f+1 { “gm+ 37"( - )} (u,0)dv

30 4 x , _
[—QT—3\/;(6 88 623)} (u,v)dv (13.14)
and hence
Cdw o1
S| <[ L

Vi1 ~v K (2 2
\//+ _@%% ](uvv uvdv\//+19uvd@
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Reiterating from the first to any chosen late rectangle we find for any (u, v;)
in the region r* < rj

¢ M
and hence ‘— (u,v) ‘ <C(ry,c) —

v

(13.15)

which is (13.2). Integrating (4.13) from the set L = {r* =15} U{{t =to} N
{r* > r3}}, where the bound (13.3) holds by Cauchy stability and the esti-
mate just established, we obtain (13.3) in the complete region using the
energy estimate and the fact that u ~ ¢ in the region where 7% <r* <
9
<=t O
10

St

3
o
< C (1 e) —

)

13.2 Improving assumption (7.8)

With the pointwise bound on % established we can improve assumption
(7.8) for any late boundary term E5 (T) via Proposition 12.3. One applies
the K-estimate in the region =N~ TRDIEM some large —r%, late tp and

) [to,tx]
ty =T. Using (13.1) we have

_ et M? Mi
Ix (u o TCID[twtﬁll}l Hl) < C(ra,c) —— < e€(h) 4 7 (13.16)
(tj+1 (tj41)2

with the € arising from the fact that ¢y can be chosen as large as we may
wish (at the cost of making the data smaller). Consequently,

N-1 1, ,N-1 ,
U j+1 3 3
gty (o) <ot § <o
7=0 j=0
(13.17)
in view of the finiteness of the geometric series
Z W" < (13.18)

Combining (13.17) with the fact that FJ (¢9) is small by Cauchy stability,
Proposition 12.3 yields

EE (ty) < Me (r},to, S) (13.19)

for any late ¢, which improves assumption (7.8).
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— *
vi+1 = i+ T g

Figure 9: Closing the bootstrap.

13.3 Improving assumptions (7.9)—(7.11)

We apply Proposition 8.3 again, inserting the better bound for the K-
boundary terms (13.19) at late times to improve the decay of the energy
on any arc-part of late slices, ¥; N {%t > r* > rX}. From Proposition 8.9
we also obtain improved decay for the field B in the region r* > r7.

Proposition 11.5 applied in each characteristic dyadic rectangle produces
after inserting the better energy decay in the region r* > % a slice 0; =
7; + 12 with improved energy-flux decay, ﬁ + ﬁ By the domain of
dependence property the decay of energy flux is improved on the horizon
piece v € [U;,v;1+1] and on the ceiling part of the characteristic region, as
indicated in figure 9. This retrieves in particular assumptions (7.9) and
(7.10) with a better constant. In view of the energy flux decaying now
like -5 on all achronal slices in the region A (T') N {r* < 19—0t}, we can apply
Proposition 11.4 to find a good Fg—slice in each characteristic rectangle.
Proposition 11.3 exports this good decay of the Fg—term to all constant v-
slices and hence the last outstanding bootstrap assumption (7.11) is finally
retrieved with a better constant (figure 9).

What we have shown is that A = A, so A is closed. This completes the
proof of Proposition 7.1. The set A must therefore constitute the entire
[0, 0c] and hence the decay rates of Theorem 1.1 are proven in the entire D,
albeit in a different coordinate system than the one stated in the theorem.
The final subsection shows that the coordinate systems used in the bootstrap
are indeed close to the null-coordinate system defined in Theorem 1.1.
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13.4 Convergence of coordinate systems

What we have already shown in Section 8.3.2 is that the coordinates of
a region A (9 (7e)) N {r* > r%} (a priori defined in the coordinate system
Cz,), are uniformly bounded in any coordinate system C; for 7 > 7,.48 It
is important to observe that the u-coordinate in the region r* < r% is not
uniformly close between the different coordinate systems. Indeed, in the
coordinate system of Theorem 1.1 the horizon is located at u = oo, whereas
in any coordinate system Cj7 it generically resides at a finite u value (even-
tually converging to u — oo for 7 — 00).

We finally establish the relation of the C; to the coordinate system defined
in Theorem 8.3.2. First recall that we have already shown that the geomet-
rically defined point R of Theorem 1.1 (which features as an “origin” of the
coordinate system) has coordinates uniformly close to (v/M,+/M) in any
coordinate system C3, cf. Section 8.3. In the second step we compare the
scaling of the coordinates between the coordinate systems C3 and the one
asserted by Theorem 1.1. For this pick a point P on null-infinity. The value
of ~ at this point in the coordinate system Cz can (for large enough 7) be
estimated by integrating (2.14) from ¢t = T (7) along a line of constant w:

+ 2, (13.20)

N |

where 7y is the area radius at the intersection of the Vr integral curve
defining the coordinate system C; and the null line u (P).* In the limit
7 — oo we have ry — oo and hence ~ (P) — % It follows that the scaling of
the u-coordinate of C; indeed converges to the one defined in Theorem 1.1.

The function x on the other hand satisfies |k — 2| < C'(¢) on D in both
the coordinate systems Cz (cf. Proposition 4.1) and the one of Theorem 1.1.
It is easy to show that with this bound holding on the null curve u = /M,
the v coordinate of any two coordinate systems always satisfies v ~ v for
v > /M, which is all what is needed to generalize decay statements in v
to all coordinate systems. Namely integrating from the point W where
the initial data intersect the null-line u = v/M (v ~ +/M there by previous

48Note again that r = r} may change its location in the different coordinate systems
but remains always close to the geometrically defined curve r = rk of constant area radius.
“9For this estimate only the smallness of 6 of Proposition 4.1 is used.
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remarks) to a point () we have

vQ 1
vQ:UW+/ dv <ovw + (2+C (¢)) sup ——
ow u=yar L~ 1
x/ rodv < VM +4(rg —rw)
VW 2

and

UQ 1
v :UW+/ dv>vw +(2—-C(e¢)) inf ——
: 5 R-C(0) nf

vQ /M
x/ rmde——i—%(rQ—rW).
o 2 2

Hence v ~ v for any two coordinate systems.

We have shown that the limit of the coordinate systems C; is a coordi-
nate system in which the origin is slightly shifted compared to the one of
Theorem 1.1 and whose v scaling may be stretched or squeezed. It is now
apparent that the decay rates stated also hold in the coordinate system of
Theorem 1.1.

14 Final comments and open questions

Theorem 1.1 leaves room for generalizations. An obvious one is the treat-
ment of the triaxial case, which at least conceptually is not expected to pose
any difficulty. In fact the same vectorfields are expected to produce the
required estimates for the fields B and C' when contracted with an appro-
priate tensor T}, — with the only additional catch coming from the coupling
of B and C'. A much more challenging problem is the derivation of bet-
ter decay rates than the ones established here. As mentioned previously,
in the context of compatible currents, the maximal decay rate is limited
by the weights appearing in the K-vectorfield. It is an interesting question
whether an additional vectorfield (or an entirely different idea) can extract
stronger decay, which might be expected from the four-dimensional case [6].
An even more ambitious problem concerns the large data regime of the five-
dimensional Bianchi IX model. The numerical studies of [1] suggest that a
similar result to the one proven here should hold. In fact, it may be possi-
ble to find an elaborate refinement of the ideas in [6], which will allow an
analysis of the large data regime within the symmetry class.
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Finally, there should exist various applications of the techniques to
four-dimensional problems. As already mentioned in the introduction, the
present paper may serve as a blueprint to obtain a small-data version of [6]
for the self-gravitating scalar field. For genuinely novel results, the case of
a conformally coupled scalar field could be investigated.

Appendix A Regularity and Green’s identity

It was remarked in Section 3 that the coordinate systems Cz are C'. More
precisely, it was shown that they are piecewise C? with a discontinuity in %
spreading along the null-line v (B) and a discontinuity in % along u (B).
This discontinuity could be avoided by the introduction of a smooth inter-
polating function in the region around the cusp at the point B (cf. figure 3).
However, as this would burden the notation even further, we will show here
that the regularity is sufficient to carry out the calculations involving the

vectorfields.

Observing that the quantity P* defined in (5.5) is continuous and V,P®
at least piecewise continuous (cf. (5.11)), the basic identity (1.10) is valid
for the vectorfields X, Y, K in the coordinate systems Cs.

For the vectorfields X and K we also make use of Green’s identity (5.24)

. TP, R 15
in a region HD[il ta]"
I

As depicted, the region may contain part of the null-line v (B) along which

% could be discontinuous and part of the null-line u (B) along which %
could be discontinuous. The functions D for which (5.24) is applied are
given by (10.11) and (12.9). In both cases, D (u,v) is seen to be piecewise
differentiable and such that [JD is piecewise continuous. To derive the

identity (5.24) for these cases in our coordinate system, one should split the



1370 GUSTAV HOLZEGEL

integration region “H DE;"I:;] into three pieces, along the null lines u (B) and
v (B), introducing additional boundary terms from the bold lines. Green’s
identity is then clearly valid in each subregion because all functions admit
appropriate regularity there, i.e., in particular D is differentiable and (D is
continuous in the interior. The integrand of the additional boundary term

along the null-line v (B) however
/ [B*0,D — D9, B?] r’du (A1)

is continuous because the u derivative of D, which involves only the term
% (but not its v-analogue!), is continuous there. It is also bounded and
the above integral will appear with a different sign for the two subregions.
Analogously, the integrand of the other boundary term

/ [B?0,D — DO, B*| rdv (A.2)

is continuous because the v derivative of D is continuous there. Hence adding
up the three subregions the additional boundary terms cancel and identity
(5.24) indeed holds as stated.

Appendix B Different curves of constant r*

% very large and negative (close to the horizon),
features as a source of smallness in the bootstrap
ra T =Ty — 2vVM
Ty negative, chosen in Section 7.2 to make a certain bulk term

of the Y vectorfield positive in the region r* <73
—% M functions « and 3 are supported in r* < —%\/M only

R* R* = —%\/M defined in Proposition 10.3

oo defined in Section 10.2.2, —¢vVM < 1}, < —7:VM

0 r? ~ 4M (photon sphere for 5dim. Schwarzschild)

R* squashing field on initial data is not supported for r* > R*
R* defined in Lemma 12.1, equips a certain integrand with a sign

in a particular region
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Appendix C Glossary

function depending on r*, used in the definition of the vector-
field Y

function depending on r*, used in the definition of the vector-
field Y

squashing field

defined in (2.12)

defined in (3.1)

smallness parameters

smallness parameters

C = T%B,u

smallness parameter (cf. Corollary 4.2 and Proposition 7.2)
0= T%Bﬂ}

function used for the definition of the coordinate systems Cf,
cf. (3.3)

defined in (2.12)

A=Ty

n=2%

V="Ty

function depending on r* defined in (10.28)

Hawking mass (2.8)

final Bondi mass

My Hawking mass at the point A, cf. Section 3

r r (u,v) area radius

p defined in (2.7)

Sy defined in (1.9)

b defined in (5.35)

O= T @ Q

a S,
M oy

SRS NI NVEN

ismtt > =

~

o parameter, chosen in the Section on the vectorfield X,
cf. (10.27)
T affine parameter along r? = 4M 4, Section 3
T affine parameter along r? = 4M f, Section 3
1,2 defined in (2.15)
X X smooth interpolating functions, cf. (7.16) and Proposition 10.3
P smallness parameter, Section 7.2
0? metric function
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