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Essays on the Prediction Process by Frank Knight
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and others. It is a fluid and subjective approach, in distinction to the rigid and
objective one prevalent in other treatments. This leads to a broad unification
of method, and consequently to a setting of almost universal applicability.
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exhaustive.
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Survival Analysis edited by John Crowley and Richard A. Johnson

This volume contains invited papers from the Special Topics Meeting on Survival
Analysis sponsored by the Institute of Mathematical Statistics, October 26-28, 1981 at the
Ohio State University, Columbus, Ohio.

Table of Contents

Counting Processes and Survival Analysis
On the Application of the Theory of Counting Processes in the Statistical Analysis of Censored

Survival Data by Per Kragh Andersen

Nonparametric Inference for a Single Sample

Spline Smooth Estimates of Survival by Jerome Klotz

A Nonparametric Estimator of the Survival Function Under Progressive Censoring by Joseph
C. Gardiner and V. Susarla

Fourier Integral Estimate of the Failure Rate and Its Mean Square Error Properties by Nozer
D. Singpurwalla and Man-Yuen Wong.

Proportional Hazards and Log-Linear Models

Estimation of the Ratio of Hazard Functions by John Crowley, P.-Y. Liu, and Joseph G. Voelkel

On the Performance of Estimates in Proportional Hazard and Log-Linear Models by Kjell A.
Doksum

Multi-step Estimation of Regression Coefficients in a Linear Model with Censored Survival
Data by Hira L. Koul, V. Susarla, and John Van Ryzin

Regression Approaches

Inverse Gaussian Regression and Accelerated Life Tests by Gouri K. Bhattacharyya and
Arthur Fries

Transformation of Survival Data by Richard A. Johnson

Covariate Measurement Errors in the Analysis of Cohort and Case-Control Studies by Ross
Prentice

Problems in System Reliability

Confidence Bounds for the Exponential Mean in Time-Truncated Life Tests by N.R. Mann,
R.E. Schafer, and M.C. Han

Screen Testing and Conditional Probability of Survival by Janet Myhre and Sam Saunders

Imperfect Maintenance by Mark Brown and Frank Proschan

A Limit Theorem for Testing with Randomly Censored Data by Hira L. Koul and V. Susarla

Multivariate Distributions and Competing Risks

Negative Dependence by Henry W. Block, Thomas H. Savits, and Moshe Shaked

Some Recent Results in Competing Risks Theory by Asit P. Basu and John P. Klein

Freund’s Bivariate Exponential Distribution and Censoring by Sue Leurgans, Wei-Yann Tsai,
and John Crowley

Asymptotic Properties of Several Nonparametric Multivariate Distribution Function Estima-
tors Under Random Censorship by Gregory Campbell

Group Sequential Methods in Clinical Trials
Group Sequential Methods for Survival Analysis with Staggered Entry by Anastasio A. Tsiatis
Procedures for Serial Testing in Censored Survival Data by D.P. Harrington, T.R. Fleming,
andS.). Green
Sequential Studies on Increments of the Two-Sample Logrank Score Test for Survival Time
- Data, with Application to Group Sequential Boundaries by Mitchell H. Gail, David L.
DeMets, and Eric V. Slud

Order prepaid from:

List price ............. $25.00  The Institute of Mathematical Statistics

IMS member price . .. .. $15.00 3401 Investment Boulevard, Suite 6
Hayward, California 94545 (USA)



Annals of Statistics
Vol. 11 September 1983 No. 3

Jerzy Neyman Memorial Lecture

Some thoughts on empirical Bayes estimation HerBERT ROBBINS
Articles
Additive and multiplicative models and interactions J. N. DarrocH anp T. P. SPEED

Symmetric statistics, Poisson point processes, and multiple Wiener integrals
E. B. DYNKIN AND A. MANDELBAUM
A characterization of certain statistics in exponential models whose distributions depend on
a sub-vector of parameters only ) SHauL K. BAr-LEvV
Fxponentiai models with affine dual foliations
O. BARNDORFF-NIELSEN AND P. BLAESILD
Reproductive exponential families O. BARNDORFF-NIELSEN AND . BLAESILD
The geometry of mixture likelihoods, part I: the exponential family
BrucE G. LINDSAY
Second order efficiency of minimum contrast estimators in a curved exponential
family SHINTO EGUCH!I
Asymptotic distribution theory for Cox- -type regrc%\x()n models with general relative risk
form Ross L. PRENTICE AND STEVEN G. SELF
Improving on inadmissible estimators in the control problem L. MARK BERLINER
Second order approximation to the risk of a sequential procedure
ADANM I MARTINSEK
Canonical correlations of past and future for time series: definitions and theory
NicHoLAS P. JEWELL AND PETER BLOOMFIELD
Canonical correlations of past and future for time series: bounds and computation
NicHoLAS P. JEWELL, PETER BLOOMFIELD AND FrAvViO C. BARTMANN
“onsistency properties of least squares estimates of autoregressive parameters in ARMA

models .. GEORGE C. T1ao aNp RUEY S. Tsay
Order estimation in Arma-models by Lagranglan multlpher tests B. M. POTSCHER
Bayesian bioassay design . LynN Kuo
The equivalence of weak, strong and complete comergen( e in L, for kernel density
estimates

L Luc DEVROYE
A normal limit law for a nonparametric estimator of the coverage of a random

sample WARREN W. EsTy
On the joint asvmptohc distribution of extreme mldmnges . C. ZACHARY GILSTEIN
Minimum distance estimation of a linear regression model H. KouL anp T. DEWET

A modified Kolmogrov-Smirnov test sensitive to tail alternatives
Davip M. MAsON aND JOHN H. SCHUENEMEYER
Missing data in the one-population multivariate normal patterned mean and covariance
matrix testing and estimation problem TED H. SZATROWSKI
Asymptotic theory of systematic sampling . RoNaLpo TacHAN
On the optimality of spring balance weighing designs
MikE Jacroux aAND WiLLiam NoTz

Short Communications

Characterization of type from maximal invariant spectra . . CHRISTOPHER G. SMALL
Identifiability of finite mixtures for directional data Josn T. KENT
The esiimation of the hazard function from randomly censored data by the kernel method

MaRTIN A. TANNER AND WING HUNG WoONG
A note on the variable kernel estimator of the hazard function from randomly censored

~ data ) . MaRrTIN A. TANNER
Inference on means using the bootstrap G. JoGgEsu BaBu aND KESAR SINGH
Orthogonal series methods for both qualitative and quantitative data PETER HaLL

Monotonicity in the noncentrality parameter of the ratio of two noncentral -densities
ROBERT A. WIJSMAN
On the smoothness properties of the best linear unbiased estimate of a stochastic process
observed with noise RoBERT KOHN AND CRAIG F. ANSLEY

Corrections

Correction to “Autocorrelation, autoregression and autoregressive approximation”
- Y N
AN Hone-Zui1, CHEN ZHAO-GUOo AND E. J. HANNAN




Contents (continued)
Short Communications

On the almost sure convergence of randomly weighted sums of random

elements . . . R. L. TayrLor anp C. A. CALHOUN
Weak convergence to Brownian excursion R. M. BLUMENTHAL
Some comments on the Erdés-Rényi Law and a theorem of Shepp . JaMEs LYNCH
On the supremum of a certain Gaussian process . D. A. DARLING

An explicit formula for the C.D.F. of the L, norin of the Brownian bridge
B. McK. Joanson anDp T. KILLEEN
Stationary strongly mixing sequences not satisfving the central limit

theorem NORBERT HERRNDORF
The natural boundar\/ problem for random power series with degenerate

tail fields P. HoLGATE
Calculation of the Laplace transform of the Iength of the busy penod for

the M/G/1 Queue Via Martingales WALTER A. ROSENKRANTZ
On the splicing of measures . G. KALLIANPUR AND D). RAMACHANDRAN
A characterization of rectangular distributions GEORGE R. TERRELL

On the Cesaro means of orthogonal sequences of random variables . FERENC MORICZ

795
798
801
803

807
809
814
817
819

823
827



