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Abstract
For a certain class of power series, infinite products, and Lambert type series, we establish a

necessary and sufficient condition for the infinite set consisting of their values, as well as their
derivatives of any order at any algebraic points except their poles and zeroes, to be algebraically
independent. As its corollary, we construct an example of an infinite family of entire functions
of two variables with the following property: Their values and their partial derivatives of any
order at any distinct algebraic points with nonzero components are algebraically independent.

1. Introduction and results

1. Introduction and results
First we consider the algebraic independence of a class of functions

(1.1) m(x; z) �
∞∑

k=0

xkzmdk
(m = 1, 2, . . .), (y; z) �

∞∏
k=0

(1 − yzdk
),

and

(1.2) (x, y; z) �
∞∑

k=0

xkzdk

1 − yzdk ,

where d is an integer greater than 1. We note that m(x; z) (m ≥ 1) and (y; z) converge
at any point (x, y, z) ∈ C3 with |z| < 1 and (x, y; z) converges at any point (x, y, z) ∈ C3

with |z| < 1 such that 1 − yzdk
� 0 for any k ≥ 0. In the previous works, the algebraic

independence of the values at algebraic numbers of the functions above was treated mainly
in the following two cases:

(A) The case where x = y = 1 and z runs through a finite set of algebraic numbers.
(B) The case where x, y run through infinite sets of algebraic numbers and z is fixed.

For the case (A), let f (z) � 1(1; z) =
∑∞

k=0 zdk
, g(z) � (1; z) =

∏∞
k=0(1 − zdk

), and
h(z) � (1, 1; z) =

∑∞
k=0 zdk

/(1 − zdk
). Using the functional equations f (z) = f (zd) + z,

g(z) = (1− z)g(zd), and h(z) = h(zd)+ z/(1− z), Mahler [5] proved that the values f (a), g(a),
and h(a) are transcendental for any algebraic number a with 0 < |a| < 1. Moreover, applying
the theory of Mahler functions of r variables, we can show that, if a1, . . . , ar are multiplica-
tively independent algebraic numbers with 0 < |ai| < 1 (1 ≤ i ≤ r), then each of the sets
{ f (a1), . . . , f (ar)}, {g(a1), . . . , g(ar)}, and {h(a1), . . . , h(ar)} is algebraically independent (cf.
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Nishioka [7, pp. 106–107]). On the other hand, the values of f (z), g(z), and h(z) at multi-
plicatively dependent algebraic numbers can be algebraically dependent. Let Q

×
be the set

of nonzero algebraic numbers. By the functional equations above we have f (a) − f (ad),
g(a)/g(ad), h(a) − h(ad) ∈ Q× for any algebraic number a with 0 < |a| < 1, which im-
plies that each of the sets { f (a), f (ad)}, {g(a), g(ad)}, and {h(a), h(ad)} is algebraically depen-
dent. For the function f (z), Loxton and van der Poorten [4, Theorem 3] obtained a neces-
sary and sufficient condition on algebraic numbers a1, . . . , ar for the values f (a1), . . . , f (ar)
to be algebraically independent. However, for the functions g(z) and h(z), there are no
known results on the algebraic independence of the values at multiplicatively dependent al-
gebraic numbers so far, except for the following two results, involving y = −1, on h(z) and
h−(z) � (1,−1; z) =

∑∞
k=0 zdk

/(1 + zdk
) obtained by Bundschuh and Väänänen.

Theorem 1.1 (Bundschuh and Väänänen [1, Theorem 2]). Let a be an algebraic number
with 0 < |a| < 1 and let m1, . . . ,mr be positive integers satisfying

mi

mj
� dZ (1 ≤ i < j ≤ r).

Then, for each choice of r signs, the r values h(±am1 ), . . . , h(±amr ) are algebraically inde-
pendent, and the same holds for h−(±am1 ), . . . , h−(±amr ).

Theorem 1.2 (Bundschuh and Väänänen [1, Theorem 4]). Suppose d ≥ 3. Let a be an
algebraic number with 0 < |a| < 1 and let m1, . . . ,mr be positive integers satisfying

mi

mj
� 2dZ (1 ≤ i < j ≤ r).

Then the 2r values h(am1 ), . . . , h(amr ), h−(am1 ), . . . , h−(amr ) are algebraically independent.

For the case (B), we fix an algebraic number a with 0 < |a| < 1. Let m be a positive integer
and let Fm(x) � m(x; a) =

∑∞
k=0 amdk

xk. In this case, Nishioka [6] proved the following
theorem, which deals with the values of the entire function Fm(x) as well as its all successive
derivatives at any nonzero distinct algebraic numbers.

Theorem 1.3 (Nishioka [6, Theorem 7]). For each fixed positive integer m, the infinite
set {F(l)

m (α) | α ∈ Q×, l ≥ 0} is algebraically independent.

Remark 1.4. For varying m, the infinite set {F(l)
m (α) | α ∈ Q×, l ≥ 0, m ≥ 1} is alge-

braically dependent, since αFd(α) + a = F1(α) for any nonzero algebraic number α.

In contrast with Theorem 1.3, the values of G(y) �
∏∞

k=0(1 − adk
y) or H(x, y) �∑∞

k=0 adk
xk/(1 − adk

y) are not always algebraically independent even at distinct algebraic
points except the zeroes of G(y) and the poles of H(x, y) as shown below. Let β be a nonzero
algebraic number with β � {a−dk | k ≥ 0} and let γ1, . . . , γd be the d-th roots of β. Then
the sets {G(β),G(γ1), . . . ,G(γd)} and {H(1, β),H(1, γ1), . . . ,H(1, γd)} are respectively alge-
braically dependent, since (1 − aβ)

∏d
i=1 G(γi) = G(β) and

∑d
i=1 γiH(1, γi) + adβ/(1 − aβ) =

dβH(1, β).
If we replace the {dk}k≥0, appearing in m(x; z),(y; z), and (x, y; z) at the beginning,

with a linear recurrence which is not a geometric progression and satisfies suitable con-
ditions, then the situation on the algebraic independence of the values at algebraic points
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becomes quite different. Let {Rk}k≥0 be a linear recurrence of nonnegative integers satisfying

(1.3) Rk+n = c1Rk+n−1 + · · · + cnRk (k ≥ 0),

where n ≥ 2, R0, . . . ,Rn−1 are not all zero, and c1, . . . , cn are nonnegative integers with
cn � 0. Define the polynomial associated with (1.3) by

(1.4) Φ(X) � Xn − c1Xn−1 − · · · − cn.

Throughout this paper, we assume the following condition (R) on {Rk}k≥0:
(R) Φ(±1) � 0, the ratio of any pair of distinct roots of Φ(X) is not a root of unity, and
{Rk}k≥0 is not a geometric progression.

Then we have

(1.5) Rk = cρk + o(ρk),

where c > 0 and ρ > 1 (see Tanaka [8, Remark 4]). In what follows, we consider the
functions

m(x; z) �
∞∑

k=0

xkzmRk (m = 1, 2, . . .), (y; z) �
∞∏

k=0

(1 − yzRk ),

and

(x, y; z) �
∞∑

k=0

xkzRk

1 − yzRk

given by replacing the geometric progression {dk}k≥0 in (1.1) and (1.2) with the linear recur-
rence {Rk}k≥0 defined above. By (1.5), m(x; z) (m ≥ 1) and (y; z) converge at any point
(x, y, z) ∈ C3 with |z| < 1 and (x, y; z) converges at any point (x, y, z) ∈ C3 with |z| < 1
such that 1 − yzRk � 0 for any k ≥ 0. First we introduce the previous studies, including the
author’s one, on the algebraic independence of the values of these functions.

For the case (A), let

f (z) � 1(1; z) =
∞∑

k=0

zRk , g(z) � (1; z) =
∞∏

k=0

(1 − zRk ),

and

h(z) � (1, 1; z) =
∞∑

k=0

zRk

1 − zRk
.

In contrast with the case of geometric progressions, there are no algebraic relations among
the values of the functions f (z), g(z), and h(z) at algebraic numbers such as a and ad with
0 < |a| < 1 and d ≥ 2. Tanaka [9] proved the following

Theorem 1.5 (Tanaka [9, Theorem 5]). Suppose that {Rk}k≥0 satisfies the condition (R)
with positive initial values R0, . . . ,Rn−1. Let a1, . . . , ar be algebraic numbers with 0 < |ai| <
1 (1 ≤ i ≤ r) such that none of ai/a j (1 ≤ i < j ≤ r) is a root of unity. Then the 3r values
f (ai), g(ai), h(ai) (1 ≤ i ≤ r) are algebraically independent.

As shown in Remark 4 of [9], for some {Rk}k≥0, algebraic relations can appear among
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the values f (ai), g(ai), h(ai) (1 ≤ i ≤ r) at distinct a1, . . . , ar whose ratios of some pairs are
roots of unity. Extending Theorem 1.5, Tanaka [10, Theorem 1] gave a necessary and suffi-
cient condition on a1, . . . , ar for the values f (ai), g(ai), h(ai) (1 ≤ i ≤ r) to be algebraically
independent.

For the case (B), fix an algebraic number a with 0 < |a| < 1 and let

Fm(x) � m(x; a) =
∞∑

k=0

amRk xk (m = 1, 2, . . .).

In this case, not only the infinite set {F(l)
m (α) | α ∈ Q×, l ≥ 0} for each fixed m but also the

infinite set {F(l)
m (α) | α ∈ Q×, l ≥ 0, m ≥ 1} is algebraically independent (see Tanaka [9,

Theorem 3]).
Moreover, for the functions

G(y) � (y; a) =
∞∏

k=0

(1 − aRky)

and

H(x, y) � (x, y; a) =
∞∑

k=0

aRk xk

1 − aRky
,

Tanaka [11, Theorem 2] proved that the infinite set

{G(β) | β ∈ }⋃{
∂mH
∂ym (1, β)

∣∣∣∣∣∣ β ∈ , m ≥ 0
}

is algebraically independent, where  denotes the set of nonzero algebraic numbers different
from the zeroes of G(y). This implies that the infinite set {G(m)(β) | β ∈ , m ≥ 0} is
algebraically independent, since the derivatives of G(y) are expressed as polynomials with
integral coefficients of G(y),H(1, y), and the partial derivatives of H(1, y) with respect to y
(see [11, Theorem 1]).

In what follows, let a1, . . . , ar be algebraic numbers with 0 < |ai| < 1 (1 ≤ i ≤ r). For
each i (1 ≤ i ≤ r), we define

Fi,m(x) � m(x; ai) =
∞∑

k=0

amRk
i xk (m = 1, 2, . . .)

and

Gi(y) � (y; ai) =
∞∏

k=0

(1 − aRk
i y).

As a special case of Main Theorem 1.8 of this paper, we can merge and extend the above-
mentioned Tanaka’s results on the algebraic independence of the values and the derivatives
of Fm(x) (m ≥ 1) and that of G(y) by considering, in place of a, the r algebraic numbers
a1, . . . , ar simultaneously.

Theorem 1.6. Suppose that {Rk}k≥0 satisfies the condition (R). Assume that a1, . . . , ar are
pairwise multiplicatively independent. Then the infinite set
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F(l)

i,m(α)

∣∣∣∣∣∣ 1 ≤ i ≤ r, α ∈ Q×, l ≥ 0, m ≥ 1
}

⋃{
G(m)

i (β)

∣∣∣∣∣∣ 1 ≤ i ≤ r, β ∈ i, m ≥ 0
}

is algebraically independent, where i (1 ≤ i ≤ r) are defined by

i � Q
× \ {a−Rk

i | k ≥ 0} = {β ∈ Q× | Gi(β) � 0}.
Furthermore, the author previously treated the algebraic independence of the values at al-

gebraic numbers of a wider class of partial derivatives than Tanaka’s results on the functions
Fm(x) (m ≥ 1), G(y), and H(x, y) mentioned above.

Theorem 1.7 (The case of p = ∞ in Theorem 1.11 of Ide [3]). Suppose that {Rk}k≥0

satisfies the condition (R). Then the infinite set{
F(l)

m (α)

∣∣∣∣∣∣ α ∈ Q×, l ≥ 0, m ≥ 1
}⋃ {G(β) | β ∈ }

⋃{
∂l+mH
∂xl∂ym (α, β)

∣∣∣∣∣∣ α ∈ Q×, β ∈ , l ≥ 0, m ≥ 0
}

is algebraically independent.

In this paper we merge the cases (A) and (B) above by extending Theorem 1.7. In addition
to the functions Fi,m(x) and Gi(y) above, we define

Hi(x, y) � (x, y; ai) =
∞∑

k=0

aRk
i xk

1 − aRk
i y

for each i (1 ≤ i ≤ r). Then the infinite set

i �
{

F(l)
i,m(α)

∣∣∣∣∣∣ α ∈ Q×, l ≥ 0, m ≥ 1
}⋃ {Gi(β) | β ∈ i}

⋃{
∂l+mHi

∂xl∂ym (α, β)

∣∣∣∣∣∣ α ∈ Q×, β ∈ i, l ≥ 0, m ≥ 0
}

is algebraically independent for each i (1 ≤ i ≤ r) by Theorem 1.7. The main aim of this
paper is to obtain the necessary and sufficient condition on algebraic numbers a1, . . . , ar for
the infinite set  � ∪r

i=1i to be algebraically independent.
Suppose here that ai and a j are multiplicatively dependent for some i, j with 1 ≤ i < j ≤ r.

Then it is easily seen that the infinite set  is algebraically dependent. Indeed, assuming
ad1

1 = ad2
2 for some positive integers d1 and d2, we have F1,d1 (α) = F2,d2 (α) for any nonzero

algebraic number α, which implies that the infinite set  is algebraically dependent. In
addition, algebraic relations also appear respectively among the values at several algebraic
numbers of Gi(y) (i = 1, 2) and those of Hi(1, y) (i = 1, 2) in this case. To see this, let ζi
(i = 1, 2) be a primitive di-th root of unity. Then we have

d1−1∏
i=0

G1(ζ i
1y

d2 ) =
∞∏

k=0

(1 − ad1Rk
1 yd1d2 ) =

∞∏
k=0

(1 − ad2Rk
2 yd1d2 ) =

d2−1∏
j=0

G2(ζ j
2y

d1 ).

Taking the logarithmic derivative of this equation and using the relations Hi(1, y) =
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−G′i(y)/Gi(y) (i = 1, 2), we obtain

d1−1∑
i=0

d2ζ
i
1y

d2 H1(1, ζ i
1y

d2 ) =
d2−1∑
j=0

d1ζ
j
2y

d1 H2(1, ζ j
2y

d1 ).

Hence, if a nonzero algebraic number β satisfies ζ i
1β

d2 ∈ 1 (0 ≤ i ≤ d1 − 1) and ζ j
2β

d1 ∈ 2

(0 ≤ j ≤ d2−1), then the d1+d2 elements G1(ζ i
1β

d2 ),G2(ζ j
2β

d1 ) (0 ≤ i ≤ d1−1, 0 ≤ j ≤ d2−1)
of  are algebraically dependent and so are the d1 + d2 elements H1(1, ζ i

1β
d2 ),H2(1, ζ j

2β
d1 )

(0 ≤ i ≤ d1−1, 0 ≤ j ≤ d2−1) of  . Therefore the infinite set  is algebraically independent
only if a1, . . . , ar are pairwise multiplicatively independent. The main result of this paper is
the following

Main Theorem 1.8. Suppose that {Rk}k≥0 satisfies the condition (R). Then the infinite set

 =

{
F(l)

i,m(α)

∣∣∣∣∣∣ 1 ≤ i ≤ r, α ∈ Q×, l ≥ 0, m ≥ 1
}⋃ {Gi(β) | 1 ≤ i ≤ r, β ∈ i}

⋃{
∂l+mHi

∂xl∂ym (α, β)

∣∣∣∣∣∣ 1 ≤ i ≤ r, α ∈ Q×, β ∈ i, l ≥ 0, m ≥ 0
}

is algebraically independent if and only if a1, . . . , ar are pairwise multiplicatively indepen-
dent.

In Section 3, we prove the if part of Main Theorem 1.8, namely the following

Theorem 1.9. Suppose that {Rk}k≥0 satisfies the condition (R). Assume that a1, . . . , ar are
pairwise multiplicatively independent. Then the infinite set  is algebraically independent.

Clearly, Theorem 1.9 implies Theorem 1.7. In the previous paper [3, Theorem 1.7], using
Theorem 1.7, the author established an algebraic independence result for the values and the
partial derivatives of a certain entire function of two variables. Here we shall extend it by
applying Theorem 1.9 instead of Theorem 1.7. For each i (1 ≤ i ≤ r), define

Θi(x, y) � Gi(y)Hi(x, y) =
∞∑

k=0

aRk
i xk

∞∏
k′=0,
k′�k

(1 − aRk′
i y).

Then Θi(x, y) (1 ≤ i ≤ r) are entire functions on C2. Let

Ξi(x, y) �
∂Θi

∂y
(x, y) = Gi(y)

∑
k1,k2≥0,
k1�k2

−a
Rk1+Rk2
i xk1

(1 − a
Rk1
i y)(1 − a

Rk2
i y)

(1 ≤ i ≤ r).

As a corollary to Theorem 1.12 below, we obtain the following

Theorem 1.10. Let {Rk}k≥0 and a1, . . . , ar be as in Theorem 1.9. Assume in addition that
{Rk}k≥0 is strictly increasing. Then the infinite set{

∂l+mΞi

∂xl∂ym (α, β)

∣∣∣∣∣∣ 1 ≤ i ≤ r, α ∈ Q×, β ∈ Q×, l ≥ 0, m ≥ 0
}

is algebraically independent.
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Using Theorem 1.10, we exhibit a concrete example of an infinite family of entire func-
tions of two variables having the property that the infinite set consisting of their values and
their partial derivatives of any order at any distinct algebraic points (α, β) with α, β � 0 is
algebraically independent.

Example 1.11. Let {Fk}k≥0 be the Fibonacci numbers defined by

F0 = 0, F1 = 1, Fk+2 = Fk+1 + Fk (k ≥ 0).

Letting ai = 2−13−i and regarding {Fk+2}k≥0 as {Rk}k≥0, we define

Ξi(x, y) =

⎛⎜⎜⎜⎜⎜⎝ ∞∏
k=2

(1 − (2 · 3i)−Fky)

⎞⎟⎟⎟⎟⎟⎠ ∑
k1,k2≥2,
k1�k2

−(2 · 3i)−Fk1−Fk2 xk1−2

(1 − (2 · 3i)−Fk1y)(1 − (2 · 3i)−Fk2y)

for any positive integer i. Then by Theorem 1.10 the infinite family {Ξi(x, y)}i≥1 has the
above-mentioned property, namely the infinite set{

∂l+mΞi

∂xl∂ym (α, β)

∣∣∣∣∣∣ i ≥ 1, α ∈ Q×, β ∈ Q×, l ≥ 0, m ≥ 0
}

is algebraically independent.

For each i (1 ≤ i ≤ r) and for each nonzero algebraic number β, let

Ni,β � #{k ≥ 0 | a−Rk
i = β} = ord

y=β
Gi(y).

We note that Ni,β = 0 if and only if β ∈ i. Applying Theorem 1.9, we prove in Section 3
the following

Theorem 1.12. Let {Rk}k≥0 and a1, . . . , ar be as in Theorem 1.9. Then the infinite set{
F(l)

i,m(α)

∣∣∣∣∣∣ 1 ≤ i ≤ r, α ∈ Q×, l ≥ 0, m ≥ 1
}⋃{

G(Ni,β)
i (β)

∣∣∣∣ 1 ≤ i ≤ r, β ∈ Q×
}

⋃{
∂l+mΘi

∂xl∂ym (α, β)

∣∣∣∣∣∣ 1 ≤ i ≤ r, α ∈ Q×, β ∈ Q×, l ≥ 0, m ≥ Ni,β

}
is algebraically independent.

Theorem 1.10 is an immediate corollary to Theorem 1.12. Indeed, if {Rk}k≥0 is strictly
increasing, then Ni,β ≤ 1 for any i (1 ≤ i ≤ r) and β ∈ Q×. Thus, if {Rk}k≥0 is strictly
increasing, then the infinite set{

∂l+mΘi

∂xl∂ym (α, β)

∣∣∣∣∣∣ 1 ≤ i ≤ r, α ∈ Q×, β ∈ Q×, l ≥ 0, m ≥ 1
}

=

{
∂l+mΞi

∂xl∂ym (α, β)

∣∣∣∣∣∣ 1 ≤ i ≤ r, α ∈ Q×, β ∈ Q×, l ≥ 0, m ≥ 0
}

is a subset of the infinite set treated in Theorem 1.12, and hence it is algebraically indepen-
dent.

In the rest of this section we introduce another result on the algebraic independence of
the values and the partial derivatives of Fi,m(x),Gi(y), and Hi(x, y). Assume here that none
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of ai/a j (1 ≤ i < j ≤ r) is a root of unity. In this case, we cannot deduce the algebraic
independency of the infinite set  given in Main Theorem 1.8 itself since a1, . . . , ar are not
always pairwise multiplicatively independent. On the other hand, we see by Theorem 1.5
that, if 1 ∈ i (1 ≤ i ≤ r), then the 3r elements Fi,1(1),Gi(1),Hi(1, 1) (1 ≤ i ≤ r) of  are
algebraically independent. Here we can extend Theorem 1.5 to the following Theorem 1.13,
whose proof will be provided in Section 3.

Theorem 1.13. Suppose that {Rk}k≥0 satisfies the condition (R). Assume that none of ai/a j

(1 ≤ i < j ≤ r) is a root of unity. Let m0 be a positive integer. For each i (1 ≤ i ≤ r), let βi

and β′i be any elements of i. Then the infinite subset{
F(l)

i,m0
(α)

∣∣∣∣∣∣ 1 ≤ i ≤ r, α ∈ Q×, l ≥ 0
}⋃ {Gi(βi) | 1 ≤ i ≤ r}

⋃{
∂l+mHi

∂xl∂ym (α, β′i)
∣∣∣∣∣∣ 1 ≤ i ≤ r, α ∈ Q×, l ≥ 0, m ≥ 0

}

of  is algebraically independent.

2. Lemmas

2. Lemmas
In the next section we prove Theorems 1.9, 1.12, and 1.13. In this section we state only

the lemmas that are used in the proofs of Theorems 1.9 and 1.13, since the proof of Theo-
rem 1.12 is based on the previous paper of the author [3, Theorem 1.7]. Let F(z1, . . . , zn)
and F[[z1, . . . , zn]] denote the field of rational functions and the ring of formal power series
in variables z1, . . . , zn with coefficients in a field F, respectively, and F× the multiplicative
group of nonzero elements of F.

Lemma 2.1 (Nishioka [6]). Let L be a subfield of C and let

f (z) ∈ C[[z1, . . . , zn]] ∩ L(z1, . . . , zn).

Then there exist polynomials A(z), B(z) ∈ L[z1, . . . , zn] such that

f (z) = A(z)/B(z), B(0) � 0.

Let Ω = (ωi j) be an n × n matrix with nonnegative integer entries. Then the maximum ρ
of the absolute values of the eigenvalues of Ω is itself an eigenvalue of Ω (cf. Gantmacher
[2, p. 66]). We define a multiplicative transformation Ω : Cn → Cn by

(2.1) Ωz �

⎛⎜⎜⎜⎜⎜⎜⎝
n∏

j=1

zω1 j

j ,

n∏
j=1

zω2 j

j , . . . ,

n∏
j=1

zωn j

j

⎞⎟⎟⎟⎟⎟⎟⎠
for any z = (z1, . . . , zn) ∈ Cn. Then the iterates Ωkz (k = 0, 1, 2, . . .) are well-defined. Let
α = (α1, . . . , αn) be a point with α1, . . . , αn nonzero algebraic numbers. We assume the
following four conditions on Ω and α.

(I) Ω is nonsingular and none of its eigenvalues is a root of unity, so that ρ > 1.
(II) Every entry of the matrix Ωk is O(ρk) as k tends to infinity.

(III) If we put Ωkα � (α(k)
1 , . . . , α

(k)
n ), then

log |α(k)
i | ≤ −cρk (1 ≤ i ≤ n)
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for all sufficiently large k, where c is a positive constant.
(IV) For any nonzero f (z) ∈ C[[z1, . . . , zn]] which converges in some neighborhood of

the origin of Cn, there are infinitely many positive integers k such that f (Ωkα) � 0.

Lemma 2.2 (Nishioka [6]). Let C be a field and Ω an n × n matrix with nonnegative
integer entries satisfying the condition (I). Then, if an element f (z) of the quotient field of
C[[z1, . . . , zn]] satisfies the constant coefficient equation

f (Ωz) = a f (z) + b (a, b ∈ C),

then f (z) ∈ C.

Lemma 2.3 (The case of p = ∞ in Theorem 4.3 of Ide [3]). Let K be a number field
and Ω an n × n matrix with nonnegative integer entries. Let fi j(z), gh(z) ∈ K[[z1, . . . , zn]]
(1 ≤ i ≤ l, 1 ≤ j ≤ n(i), 1 ≤ h ≤ m) with gh(0) � 0 (1 ≤ h ≤ m). Suppose that they converge
in an n-polydisc U around the origin of Cn and satisfy the functional equations

fi(z) = Aifi(Ωz) + bi(z) (1 ≤ i ≤ l)

and

gh(z) = eh(z)gh(Ωz) (1 ≤ h ≤ m),

where

fi(z) = t( fi1(z), . . . , fin(i)(z)),

Ai =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ai

a(i)
21 ai 0
...

. . .
. . .

a(i)
n(i)1 · · · a(i)

n(i) n(i)−1 ai

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, ai, a

(i)
st ∈ Q, ai � 0, a(i)

s s−1 � 0,

bi(z) = t(bi1(z), . . . , bin(i)(z)) ∈ Q(z1, . . . , zn)n(i) (1 ≤ i ≤ l),

and eh(z) ∈ Q(z1, . . . , zn) (1 ≤ h ≤ m). Let α = (α1, . . . , αn) be a point in U whose
components are nonzero algebraic numbers. Assume thatΩ and α satisfy the conditions (I)–
(IV). Assume further that bi j(Ωkα) (1 ≤ i ≤ l, 1 ≤ j ≤ n(i)) and eh(Ωkα) (1 ≤ h ≤ m) are
defined and eh(Ωkα) � 0 (1 ≤ h ≤ m) for all k ≥ 0. Then, if fi j(α) (1 ≤ i ≤ l, 1 ≤ j ≤ n(i))
and gh(α) (1 ≤ h ≤ m) are algebraically dependent, then at least one of the following two
conditions holds :

(i) There exist a nonempty subset {i1, . . . , ir} of {1, . . . , l} and nonzero algebraic num-
bers c1, . . . , cr such that

ai1 = · · · = air

and

f (z) � c1 fi11(z) + · · · + cr fir1(z) ∈ Q(z1, . . . , zn).

Moreover, f (z) satisfies the functional equation
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f (z) = ai1 f (Ωz) + c1bi11(z) + · · · + crbir1(z).

(ii) There exist integers d1, . . . , dm, not all zero, and g(z) ∈ Q(z1, . . . , zn)× such that

g(z) =

⎛⎜⎜⎜⎜⎜⎝ m∏
h=1

eh(z)dh

⎞⎟⎟⎟⎟⎟⎠ g(Ωz).

In the rest of this section and in the next section, let

(2.2) Ω1 �

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

c1 1 0 · · · 0

c2 0 1
. . .

...
...
...
. . .

. . . 0
...
...

. . . 1
cn 0 · · · · · · 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

where c1, . . . , cn are the coefficients of the polynomial Φ(X) defined by (1.4).

Lemma 2.4 (Tanaka [8, Lemma 4, Proof of Theorem 2]). Suppose that Φ(±1) � 0 and
the ratio of any pair of distinct roots of Φ(X) is not a root of unity. Let γ1, . . . , γs be multi-
plicatively independent algebraic numbers with 0 < |γ j| < 1 (1 ≤ j ≤ s). Let p be a positive
integer and put

Ω2 � diag(Ωp
1 , . . . ,Ω

p
1︸�������︷︷�������︸

s

).

Then the matrix Ω2 and the point

γ � (1, . . . , 1︸��︷︷��︸
n−1

, γ1, . . . , 1, . . . , 1︸��︷︷��︸
n−1

, γs)

satisfy the conditions (I)–(IV).

Let {Rk}k≥0 be a linear recurrence of nonnegative integers satisfying (1.3). We define a
monomial

(2.3) P(z) � zRn−1
1 · · · zR0

n ,

which is denoted similarly to (2.1) by

(2.4) P(z) = (Rn−1, . . . ,R0)z.

It follows from (1.3), (2.1), (2.2), and (2.4) that

(2.5) P(Ωk
1z) = zRk+n−1

1 · · · zRk
n (k ≥ 0).

In what follows, let C be an algebraically closed field of characteristic 0.

Lemma 2.5 (Tanaka [9]). Suppose that {Rk}k≥0 satisfies the condition (R) stated in Sec-
tion 1. Assume that f (z) ∈ C[[z1, . . . , zn]] satisfies the functional equation of the form

f (z) = α f (Ωp
1z) +

p+q−1∑
k=q

Qk(P(Ωk
1z)),

where α � 0 is an element of C, p > 0, q ≥ 0 are integers, and Qk(X) ∈ C(X) (q ≤
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k ≤ p + q − 1) are defined at X = 0. Then, if f (z) ∈ C(z1, . . . , zn), then f (z) ∈ C and
Qk(X) = Qk(0) (q ≤ k ≤ p + q − 1).

Lemma 2.6 (Tanaka [9]). Suppose that {Rk}k≥0 satisfies the condition (R) stated in Sec-
tion 1. Assume that g(z) is a nonzero element of the quotient field of C[[z1, . . . , zn]] satisfying
the functional equation of the form

g(z) =

⎛⎜⎜⎜⎜⎜⎜⎝
p+q−1∏

k=q

Qk(P(Ωk
1z))

⎞⎟⎟⎟⎟⎟⎟⎠ g(Ωp
1z),

where p, q, and Qk(X) are as in Lemma 2.5. Assume further that Qk(0) � 0. Then, if
g(z) ∈ C(z1, . . . , zn)×, then g(z) ∈ C

×
and Qk(X) = Qk(0) (q ≤ k ≤ p + q − 1).

3. Proofs of Theorems 1.9, 1.12, and 1.13

3. Proofs of Theorems 1.9, 1.12, and 1.13
In this section we provide all the proofs announced in the first section.

Proof of Theorem 1.9. Let L be any positive integer and α1, . . . , αL any nonzero distinct
algebraic numbers. For each i (1 ≤ i ≤ r), let β(i)

1 , . . . , β
(i)
L be any distinct elements of i. It

is enough to show that the finite set{
F(l)

i,m+1(αλ)

∣∣∣∣∣∣ 1 ≤ i ≤ r, 0 ≤ l,m ≤ L, 1 ≤ λ ≤ L
}

(3.1)

⋃{
Gi(β(i)

μ )

∣∣∣∣∣∣ 1 ≤ i ≤ r, 1 ≤ μ ≤ L
}

⋃{
∂l+mHi

∂xl∂ym (αλ, β(i)
μ )

∣∣∣∣∣∣ 1 ≤ i ≤ r, 0 ≤ l,m ≤ L, 1 ≤ λ, μ ≤ L
}

is algebraically independent. There exist multiplicatively independent algebraic numbers
γ1, . . . , γs with 0 < |γ j| < 1 (1 ≤ j ≤ s) such that

(3.2) ai = ζi

s∏
j=1

γ
di j

j (1 ≤ i ≤ r),

where ζi (1 ≤ i ≤ r) are roots of unity and di j (1 ≤ i ≤ r, 1 ≤ j ≤ s) are nonnegative integers
(cf. Loxton and van der Poorten [4], Nishioka [7]). Since a1, . . . , ar are pairwise multi-
plicatively independent, we see that, if 1 ≤ i < j ≤ r, then (di1, . . . , dis) and (d j1, . . . , d js)
are non-proportional, namely (di1 : · · · : dis) � (d j1 : · · · : d js) in Ps−1(Q). Take a posi-
tive integer N such that ζN

i = 1 for any i (1 ≤ i ≤ r). We can choose a positive integer p
and a nonnegative integer q such that Rk+p ≡ Rk (mod N) for any k ≥ q. Let y j1, . . . , y jn

(1 ≤ j ≤ s) be variables and let y j � (y j1, . . . , y jn) (1 ≤ j ≤ s), y � (y1, . . . ,ys). Put
β(i)

0 � 0 (1 ≤ i ≤ r). We define

fimμ(x; y) �
∞∑

k=q

xk

⎛⎜⎜⎜⎜⎜⎜⎝ ζRk
i

∏s
j=1 P(Ωk

1y j)di j

1 − β(i)
μ ζ

Rk
i

∏s
j=1 P(Ωk

1y j)di j

⎞⎟⎟⎟⎟⎟⎟⎠
m+1

(1 ≤ i ≤ r, 0 ≤ m ≤ L, 0 ≤ μ ≤ L)

and
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giμ(y) �
∞∏

k=q

(
1 − β(i)

μ ζ
Rk
i

s∏
j=1

P(Ωk
1y j)di j

)
(1 ≤ i ≤ r, 1 ≤ μ ≤ L),

where Ω1 and P(z) are given by (2.2) and (2.3), respectively. Moreover, define

filmλμ(y) �
∂l fimμ
∂xl (αλ; y) (1 ≤ i ≤ r, 0 ≤ l,m ≤ L, 1 ≤ λ ≤ L, 0 ≤ μ ≤ L).

Letting

γ � (1, . . . , 1︸��︷︷��︸
n−1

, γ1, . . . , 1, . . . , 1︸��︷︷��︸
n−1

, γs),

we see by (2.5) and (3.2) that

F(l)
i,m+1(αλ) − filmλ0(γ) ∈ Q (1 ≤ i ≤ r, 0 ≤ l,m ≤ L, 1 ≤ λ ≤ L),

∂l+mHi

∂xl∂ym (αλ, β(i)
μ ) − m! filmλμ(γ) ∈ Q (1 ≤ i ≤ r, 0 ≤ l,m ≤ L, 1 ≤ λ, μ ≤ L),

and

Gi(β(i)
μ )/giμ(γ) ∈ Q× (1 ≤ i ≤ r, 1 ≤ μ ≤ L).

Hence the algebraic independency of the finite set (3.1) is equivalent to that of

{ filmλμ(γ) | 1 ≤ i ≤ r, 0 ≤ l,m ≤ L, 1 ≤ λ ≤ L, 0 ≤ μ ≤ L}(3.3)

∪ {giμ(γ) | 1 ≤ i ≤ r, 1 ≤ μ ≤ L}.
Let

Ω2 � diag(Ωp
1 , . . . ,Ω

p
1︸�������︷︷�������︸

s

).

Noting that Ω2y = (Ωp
1y1, . . . ,Ω

p
1ys), we have

fimμ(x; y) = xp fimμ(x;Ω2y) + bimμ(x; y) (1 ≤ i ≤ r, 0 ≤ m ≤ L, 0 ≤ μ ≤ L),

where

bimμ(x; y) �
p+q−1∑

k=q

xk

⎛⎜⎜⎜⎜⎜⎜⎝ ζRk
i

∏s
j=1 P(Ωk

1y j)di j

1 − β(i)
μ ζ

Rk
i

∏s
j=1 P(Ωk

1y j)di j

⎞⎟⎟⎟⎟⎟⎟⎠
m+1

(1 ≤ i ≤ r, 0 ≤ m ≤ L, 0 ≤ μ ≤ L).

Hence, for each i,m, λ, μ (1 ≤ i ≤ r, 0 ≤ m ≤ L, 1 ≤ λ ≤ L, 0 ≤ μ ≤ L), the functions
filmλμ(y) (0 ≤ l ≤ L) satisfy the functional equation

(3.4) fimλμ(y) = Aλfimλμ(Ω2y) + bimλμ(y),

where

fimλμ(y) � t( fi0mλμ(y), fi1mλμ(y), . . . , fiLmλμ(y)),

bimλμ(y) �
t(
bimμ(αλ; y),

∂bimμ

∂x
(αλ; y), . . . ,

∂Lbimμ

∂xL (αλ; y)
)
,
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and

Aλ �

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

α
p
λ

pαp−1
λ α

p
λ 0

2pαp−1
λ

. . .

. . .
. . .∗ Lpαp−1
λ α

p
λ

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Moreover, for each i, μ (1 ≤ i ≤ r, 1 ≤ μ ≤ L), the function giμ(y) satisfies the functional
equation

(3.5) giμ(y) =

⎛⎜⎜⎜⎜⎜⎜⎝
p+q−1∏

k=q

(
1 − β(i)

μ ζ
Rk
i

s∏
j=1

P(Ωk
1y j)di j

)⎞⎟⎟⎟⎟⎟⎟⎠ giμ(Ω2y).

Now we assume on the contrary that the finite set (3.3) is algebraically dependent. Then by
Lemmas 2.3 and 2.4 together with the functional equations (3.4) and (3.5), at least one of
the following two cases arises:

(i) There exist a nonempty subset {λ1, . . . , λν} of {1, . . . , L}, algebraic numbers cimμσ

(1 ≤ i ≤ r, 0 ≤ m ≤ L, 0 ≤ μ ≤ L, 1 ≤ σ ≤ ν), not all zero, and f (y) ∈
Q[[y]] ∩ Q(y) such that

(3.6) α
p
λ1
= · · · = αp

λν

and

f (y) = αp
λ1

f (Ω2y) +
∑

i,m,μ,σ

cimμσbimμ(αλσ ; y).

(ii) There exist integers eiμ (1 ≤ i ≤ r, 1 ≤ μ ≤ L), not all zero, and g(y) ∈ Q(y)× such
that

(3.7) g(y) =

⎛⎜⎜⎜⎜⎜⎜⎝
p+q−1∏

k=q

∏
i,μ

(
1 − β(i)

μ ζ
Rk
i

s∏
j=1

P(Ωk
1y j)di j

)eiμ

⎞⎟⎟⎟⎟⎟⎟⎠ g(Ω2y).

Suppose first that the case (i) arises. By (3.6) we have ν ≤ p since α1, . . . , αL are distinct.
Changing the indices λ (1 ≤ λ ≤ L) if necessary, we may assume that λσ = σ (1 ≤ σ ≤ ν).
Then f (y) satisfies the functional equation

(3.8) f (y) = αp
1 f (Ω2y) +

p+q−1∑
k=q

∑
i,m,μ,σ

cimμσα
k
σ

⎛⎜⎜⎜⎜⎜⎜⎝ ζRk
i

∏s
j=1 P(Ωk

1y j)di j

1 − β(i)
μ ζ

Rk
i

∏s
j=1 P(Ωk

1y j)di j

⎞⎟⎟⎟⎟⎟⎟⎠
m+1

.

Let M be any positive integer and let

y j = (y j1, . . . , y jn) = (zM j

1 , . . . , z
M j

n ) (1 ≤ j ≤ s).

Note that, by Lemma 2.1, the denominator of

f ∗(z) � f (zM
1 , . . . , z

M
n , . . . , z

Ms

1 , . . . , z
Ms

n )

does not vanish and so f ∗(z) ∈ Q[[z]]∩Q(z). Then the functional equation (3.8) is special-
ized to
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f ∗(z) = αp
1 f ∗(Ωp

1z) +
p+q−1∑

k=q

∑
i,m,μ,σ

cimμσα
k
σ

⎛⎜⎜⎜⎜⎜⎝ ζRk
i P(Ωk

1z)Di

1 − β(i)
μ ζ

Rk
i P(Ωk

1z)Di

⎞⎟⎟⎟⎟⎟⎠
m+1

,

where Di �
∑s

j=1 di jM j > 0 (1 ≤ i ≤ r). Hence, by Lemma 2.5, we see that

(3.9)
∑

i,m,μ,σ

cimμσα
k
σ

⎛⎜⎜⎜⎜⎜⎝ ζRk
i XDi

1 − β(i)
μ ζ

Rk
i XDi

⎞⎟⎟⎟⎟⎟⎠
m+1

= 0

for any k (q ≤ k ≤ p + q − 1). For each k (q ≤ k ≤ p + q − 1), we define

Qk(X) �
∑

i,m,μ,σ

cimμσα
k
σ

⎛⎜⎜⎜⎜⎜⎝ ζRk
i Xdi

1 − β(i)
μ ζ

Rk
i Xdi

⎞⎟⎟⎟⎟⎟⎠
m+1

∈ Q(X1, . . . , Xs),

where Xdi � Xdi1
1 · · · Xdis

s (1 ≤ i ≤ r). Then the left-hand side of (3.9) is equal to
Qk(XM, . . . , XMs

). We assert that Qk(X) = 0 for any k (q ≤ k ≤ p + q − 1). Indeed, if
Qk′(X) � 0 for some k′, then there exist nonzero polynomials A(X), B(X) ∈ Q[X1, . . . , Xs]
with B(0) = 1 such that Qk′(X) = A(X)/B(X). We take M so large that M >

max1≤ j≤s degXj
A(X). Then, by the uniqueness of the M-ary expression for nonnegative

integers, we see that A(XM, . . . , XMs
) � 0. Hence Qk′(XM, . . . , XMs

) � 0, which contradicts
(3.9). For each i (1 ≤ i ≤ r) and k (q ≤ k ≤ p + q − 1), define

Qik(Y) �
∑

m,μ,σ

cimμσα
k
σ

⎛⎜⎜⎜⎜⎜⎝ Y

1 − β(i)
μ Y

⎞⎟⎟⎟⎟⎟⎠
m+1

.

Then Qik(Y) ∈ YQ[[Y]] (1 ≤ i ≤ r, q ≤ k ≤ p + q − 1) and

Qk(X) =
r∑

i=1

Qik(ζRk
i Xdi) = 0 (q ≤ k ≤ p + q − 1).

Since di = (di1, . . . , dis) and d j = (d j1, . . . , d js) are non-proportional for any i, j with 1 ≤ i <
j ≤ r, we see that Qik(ζRk

i Xdi) = 0 and hence

Qik(Y) =
L∑

m=0

L∑
μ=0

⎛⎜⎜⎜⎜⎜⎝ ν∑
σ=1

cimμσα
k
σ

⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝ Y

1 − β(i)
μ Y

⎞⎟⎟⎟⎟⎟⎠
m+1

= 0

for any i, k (1 ≤ i ≤ r, q ≤ k ≤ p + q − 1). Noting that β(i)
μ (0 ≤ μ ≤ L) are distinct for each i

(1 ≤ i ≤ r), we obtain
ν∑
σ=1

cimμσα
k
σ = 0 (q ≤ k ≤ p + q − 1)

for any i,m, μ (1 ≤ i ≤ r, 0 ≤ m ≤ L, 0 ≤ μ ≤ L). Since ν ≤ p and since ασ (1 ≤ σ ≤ ν)
are distinct and nonzero, by the non-vanishing of Vandermonde determinant, we see that
cimμσ = 0 for any i,m, μ, σ (1 ≤ i ≤ r, 0 ≤ m ≤ L, 0 ≤ μ ≤ L, 1 ≤ σ ≤ ν), which is a
contradiction.

Suppose next that the case (ii) arises. By Lemma 2.2 and the functional equations (3.5)
and (3.7), we see that g(y)/

∏
i,μ giμ(y)eiμ ∈ Q×. Then g(y), g(y)−1 ∈ Q[[y]] and hence, by

Lemma 2.1,



Algebraic Independence Results for a Certain Family 829

g∗(z) � g(zM
1 , . . . , z

M
n , . . . , z

Ms

1 , . . . , z
Ms

n ) ∈ Q(z)×

for any positive integer M. Letting y j = (y j1, . . . , y jn) = (zM j

1 , . . . , z
M j

n ) (1 ≤ j ≤ s) in (3.7),
we have

g∗(z) =

⎛⎜⎜⎜⎜⎜⎜⎝
p+q−1∏

k=q

∏
i,μ

(
1 − β(i)

μ ζ
Rk
i P(Ωk

1z)Di
)eiμ

⎞⎟⎟⎟⎟⎟⎟⎠ g∗(Ωp
1z),

where Di > 0 (1 ≤ i ≤ r) are as in the case (i) above. Hence, by Lemma 2.6, we see in
particular that ∏

i,μ

(1 − β(i)
μ ζ

Rq

i XDi)eiμ = 1.

Taking the logarithmic derivative of this equation and then multiplying both sides by −X,
we get

∑
i,μ

eiμ
Diβ

(i)
μ ζ

Rq

i XDi

1 − β(i)
μ ζ

Rq

i XDi

= 0.

Let

R(X) �
∑
i,μ

eiμ
Diβ

(i)
μ ζ

Rq

i Xdi

1 − β(i)
μ ζ

Rq

i Xdi

∈ Q(X1, . . . , Xs).

Although Di (1 ≤ i ≤ r) depend on M, the maximum of the partial degrees of the numerator
of R(X) is bounded by a constant independent of M. Hence, similarly to the case (i), we
see that R(X) = 0 for any sufficiently large M. Using the fact that di = (di1, . . . , dis) and
d j = (d j1, . . . , d js) are non-proportional for any i, j with 1 ≤ i < j ≤ r, we obtain

L∑
μ=1

eiμ
Diβ

(i)
μ Y

1 − β(i)
μ Y
= 0

for any i (1 ≤ i ≤ r). Since β(i)
μ (1 ≤ μ ≤ L) are distinct and nonzero for each i (1 ≤ i ≤ r), we

see that eiμ = 0 for any i, μ (1 ≤ i ≤ r, 1 ≤ μ ≤ L), which is a contradiction. This concludes
the proof of Theorem 1.9. �

Next, using Theorem 1.9, we prove Theorem 1.12.

Proof of Theorem 1.12. Let L be any positive integer and α1, . . . , αL any nonzero distinct
algebraic numbers with α1 = 1. Let β1, . . . , βL be any nonzero distinct algebraic numbers.
To simplify our notation, we write Ni,μ � Ni,βμ (1 ≤ i ≤ r, 1 ≤ μ ≤ L). It is enough to show
that the finite set{

F(l)
i,m+1(αλ)

∣∣∣∣∣∣ 1 ≤ i ≤ r, 0 ≤ l,m ≤ L, 1 ≤ λ ≤ L
}

(3.10)

⋃{
G(Ni,μ)

i (βμ)

∣∣∣∣∣∣ 1 ≤ i ≤ r, 1 ≤ μ ≤ L
}

⋃{
∂l+m+Ni,μΘi

∂xl∂ym+Ni,μ
(αλ, βμ)

∣∣∣∣∣∣ 1 ≤ i ≤ r, 0 ≤ l,m ≤ L, 1 ≤ λ, μ ≤ L
}
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is algebraically independent. Since Rk → ∞ as k → ∞ by (1.5), there exists a sufficiently
large integer k0 such that 1 − aRk

i βμ � 0 (1 ≤ i ≤ r, 1 ≤ μ ≤ L) for all k ≥ k0. Let R̃k � Rk+k0

(k ≥ 0). Using the linear recurrence {R̃k}≥0, we define the functions F̃i,m+1(x), G̃i(y), Θ̃i(x, y),
and H̃i(x, y) from those without tilde replacing Rk with R̃k for k ≥ 0. Then by Theorem 2.1
of [3], the algebraic independency of the finite set (3.10) is equivalent to that of the set
corresponding to (3.10) having tilde for the functions involved. Moreover, by the equations
(3.1) and (3.2) in [3], we see that the algebraic independency of this finite set is equivalent
to that of the set corresponding to the set (3.1) having tilde for the functions involved. This
concludes the proof since Theorem 1.9 for the linear recurrence {R̃k}k≥0 asserts that the last
finite set is algebraically independent. �

Finally, we prove Theorem 1.13, using the method of Tanaka [9, Proof of Theorem 5].

Proof of Theorem 1.13. Let L be any positive integer and α1, . . . , αL any nonzero distinct
algebraic numbers. It is enough to show that the finite set{

F(l)
i,m0

(αλ)

∣∣∣∣∣∣ 1 ≤ i ≤ r, 0 ≤ l ≤ L, 1 ≤ λ ≤ L
}⋃ {Gi(βi) | 1 ≤ i ≤ r}(3.11)

⋃{
∂l+mHi

∂xl∂ym (αλ, β′i)
∣∣∣∣∣∣ 1 ≤ i ≤ r, 0 ≤ l,m ≤ L, 1 ≤ λ ≤ L

}
is algebraically independent. Let ζi, γ j, and di j (1 ≤ i ≤ r, 1 ≤ j ≤ s) be as in (3.2). Then
the s-tuples (di1, . . . , dis) (1 ≤ i ≤ r) are distinct since none of ai/a j (1 ≤ i < j ≤ r) is a root
of unity. In what follows, let N, p, q, P(z),Ω1,Ω2, and γ be as in the proof of Theorem 1.9.
Define

fi(x; y) �
∞∑

k=q

xk
(
ζRk

i

s∏
j=1

P(Ωk
1y j)di j

)m0

(1 ≤ i ≤ r),

him(x; y) �
∞∑

k=q

xk

⎛⎜⎜⎜⎜⎜⎜⎝ ζRk
i

∏s
j=1 P(Ωk

1y j)di j

1 − β′iζRk
i

∏s
j=1 P(Ωk

1y j)di j

⎞⎟⎟⎟⎟⎟⎟⎠
m+1

(1 ≤ i ≤ r, 0 ≤ m ≤ L),

and

gi(y) �
∞∏

k=q

(
1 − βiζ

Rk
i

s∏
j=1

P(Ωk
1y j)di j

)
(1 ≤ i ≤ r).

Then the algebraic independency of the finite set (3.11) is equivalent to that of{
∂l fi
∂xl (αλ; γ)

∣∣∣∣∣∣ 1 ≤ i ≤ r, 0 ≤ l ≤ L, 1 ≤ λ ≤ L
}

⋃{
∂lhim

∂xl (αλ; γ)

∣∣∣∣∣∣ 1 ≤ i ≤ r, 0 ≤ l,m ≤ L, 1 ≤ λ ≤ L
}⋃ {gi(γ) | 1 ≤ i ≤ r} .

Assume on the contrary that this finite set is algebraically dependent. Similarly to the proof
of Theorem 1.9, changing the indices λ (1 ≤ λ ≤ L) if necessary, we see that at least one of
the following two cases arises:

(i) There exist a positive integer ν with ν ≤ L, algebraic numbers biσ (1 ≤ i ≤ r, 1 ≤
σ ≤ ν), cimσ (1 ≤ i ≤ r, 0 ≤ m ≤ L, 1 ≤ σ ≤ ν), not all zero, and f (y) ∈
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Q[[y]] ∩ Q(y) such that

α
p
1 = · · · = αp

ν

and

f (y) = αp
1 f (Ω2y) +

p+q−1∑
k=q

∑
i,σ

biσα
k
σ

(
ζRk

i

s∏
j=1

P(Ωk
1y j)di j

)m0

(3.12)

+

p+q−1∑
k=q

∑
i,m,σ

cimσα
k
σ

⎛⎜⎜⎜⎜⎜⎜⎝ ζRk
i

∏s
j=1 P(Ωk

1y j)di j

1 − β′iζRk
i

∏s
j=1 P(Ωk

1y j)di j

⎞⎟⎟⎟⎟⎟⎟⎠
m+1

.

(ii) There exist integers ei (1 ≤ i ≤ r), not all zero, and g(y) ∈ Q(y)× such that

(3.13) g(y) =

⎛⎜⎜⎜⎜⎜⎜⎝
p+q−1∏

k=q

r∏
i=1

(
1 − βiζ

Rk
i

s∏
j=1

P(Ωk
1y j)di j

)ei

⎞⎟⎟⎟⎟⎟⎟⎠ g(Ω2y).

Let M be a positive integer and let

y j = (y j1, . . . , y jn) = (zM j

1 , . . . , z
M j

n ) (1 ≤ j ≤ s).

Since (di1, . . . , dis) (1 ≤ i ≤ r) are distinct, we can take M so large that the following two
properties are both satisfied:

(A) Di �
∑s

j=1 di jM j (1 ≤ i ≤ r) are distinct positive integers.
(B) D1, . . . ,Dr ≥ m0 and D1 · · ·Dr ≥ L.

Then by (3.12), (3.13), and Lemma 2.1, at least one of the following two conditions holds:
(i) f ∗(z) � f (zM

1 , . . . , z
M
n , . . . , z

Ms

1 , . . . , z
Ms

n ) ∈ Q[[z]] ∩ Q(z) satisfies

f ∗(z) = αp
1 f ∗(Ωp

1z) +
p+q−1∑

k=q

∑
i,σ

biσα
k
σ

(
ζRk

i P(Ωk
1z)Di

)m0

+

p+q−1∑
k=q

∑
i,m,σ

cimσα
k
σ

⎛⎜⎜⎜⎜⎜⎝ ζRk
i P(Ωk

1z)Di

1 − β′iζRk
i P(Ωk

1z)Di

⎞⎟⎟⎟⎟⎟⎠
m+1

.

(ii) g∗(z) � g(zM
1 , . . . , z

M
n , . . . , z

Ms

1 , . . . , z
Ms

n ) ∈ Q(z)× satisfies

g∗(z) =

⎛⎜⎜⎜⎜⎜⎜⎝
p+q−1∏

k=q

r∏
i=1

(
1 − βiζ

Rk
i P(Ωk

1z)Di
)ei

⎞⎟⎟⎟⎟⎟⎟⎠ g∗(Ωp
1z).

Hence by Lemmas 2.5 and 2.6, at least one of the following two properties is satisfied:
(i) For any k (q ≤ k ≤ p + q − 1),

r∑
i=1

⎛⎜⎜⎜⎜⎜⎜⎝Bi(k)(ζRk
i XDi)m0 +

L∑
m=0

Cim(k)

⎛⎜⎜⎜⎜⎜⎝ ζRk
i XDi

1 − β′iζRk
i XDi

⎞⎟⎟⎟⎟⎟⎠
m+1⎞⎟⎟⎟⎟⎟⎟⎠(3.14)

=

r∑
i=1

⎛⎜⎜⎜⎜⎜⎝Bi(k)(ζRk
i XDi)m0 +

L∑
m=0

Cim(k)
∞∑

h=0

(
h + m

m

)
β′hi (ζRk

i XDi)h+m+1

⎞⎟⎟⎟⎟⎟⎠
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=

r∑
i=1

⎛⎜⎜⎜⎜⎜⎜⎝Bi(k)(ζRk
i XDi)m0 +

∞∑
h′=0

⎛⎜⎜⎜⎜⎜⎜⎝
min{L,h′}∑

m=0

Cim(k)
(
h′

m

)
β′h

′−m
i

⎞⎟⎟⎟⎟⎟⎟⎠ (ζRk
i XDi)h′+1

⎞⎟⎟⎟⎟⎟⎟⎠
= 0,

where Bi(k) �
∑ν
σ=1 biσα

k
σ (1 ≤ i ≤ r) and Cim(k) �

∑ν
σ=1 cimσα

k
σ (1 ≤ i ≤ r, 0 ≤

m ≤ L).
(ii) For any k (q ≤ k ≤ p + q − 1),

(3.15)
r∏

i=1

(1 − βiζ
Rk
i XDi)ei = 1.

Suppose first that (i) is satisfied. We show that Cim(k) = 0 for any i (1 ≤ i ≤ r), m (0 ≤
m ≤ L), and k (q ≤ k ≤ p+q−1). Assume on the contrary that Cim(k′) (1 ≤ i ≤ r, 0 ≤ m ≤ L)
are not all zero for some k′. Let S � {i ∈ {1, . . . , r} | Cim(k′) (0 ≤ m ≤ L) are not all zero}
and let i′ ∈ S be the index such that Di′ < Di for any i ∈ S\{i′}. Note that Ci′m(k′) (0 ≤ m ≤ L)
are determined independently of M. Hence, replacing M if necessary, we may assume that
the following property (C) is satisfied in addition to the properties (A) and (B) above.

(C)
∑L

m=0 Ci′m(k′)
(

D1···Dr
m

)
β′D1···Dr−m

i′ � 0.
Indeed, let m′ be the maximum of m ∈ {0, . . . , L} such that Ci′m(k′) � 0. Since(

x
m

)
=

xm

m!
+ o(xm) (Z � x→ ∞)

for each m ∈ {0, . . . ,m′}, we see that
L∑

m=0

Ci′m(k′)
(

x
m

)
β′x−m

i′ = Ci′m′(k′)
(

x
m′

)
β′x−m′

i′ +

m′−1∑
m=0

Ci′m(k′)
(

x
m

)
β′x−m

i′

=
Ci′m′(k′)
m′!β′m′i′

xm′β′xi′ + o(xm′β′xi′ ) (Z � x→ ∞).

Thus the property (C) is satisfied if M is sufficiently large. Noting the fact that (D1 · · ·Dr +

1)Di′ is not divided by any Di with i ∈ S \ {i′}, we see by the properties (B) and (C) that the
term ⎛⎜⎜⎜⎜⎜⎝ L∑

m=0

Ci′m(k′)
(
D1 · · ·Dr

m

)
β′D1···Dr−m

i′

⎞⎟⎟⎟⎟⎟⎠ (ζRk′
i′ XDi′ )D1···Dr+1

does not cancel in (3.14), which is a contradiction. Hence Cim(k) = 0 (1 ≤ i ≤ r, 0 ≤ m ≤
L, q ≤ k ≤ p + q − 1). Then, since D1, . . . ,Dr are distinct by the property (A), we have
Bi(k) = 0 (1 ≤ i ≤ r, q ≤ k ≤ p + q − 1) by (3.14). Therefore, noting that ν ≤ p, we see that
biσ = 0 (1 ≤ i ≤ r, 1 ≤ σ ≤ ν) and cimσ = 0 (1 ≤ i ≤ r, 0 ≤ m ≤ L, 1 ≤ σ ≤ ν), which is
also a contradiction.

Next suppose that (ii) is satisfied. Taking the logarithmic derivative of (3.15) and then
multiplying both sides by −X, we see in particular that

r∑
i=1

ei
Diβiζ

Rq

i XDi

1 − βiζ
Rq

i XDi

= 0.
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This is a contradiction since ordX=0 Diβiζ
Rq

i XDi/(1 − βiζ
Rq

i XDi) = Di (1 ≤ i ≤ r), and the
theorem is proved. �
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