
Kuwabara, T., Miyachi, H. and Wada, K.
Osaka J. Math.
58 (2021), 103–134

ON THE MACKEY FORMULAS FOR CYCLOTOMIC HECKE
ALGEBRAS AND CATEGORIES  OF RATIONAL

CHEREDNIK ALGEBRAS
Dedicated to Toshiaki Shoji on the occasion of his 70th birthday.

Toshiro KUWABARA, HyoheMIYACHI and KentaroWADA

(Received November 2, 2018, revised September 13, 2019)

Abstract
In this paper, we shall establish the Mackey formulas in the following two setups:

(i) on the tensor induction and restriction functors on the modules over cyclotomic Hecke
algebras (Ariki-Koike algebras) and their standard subalgebras of parabolic subgroups;

(ii) on the Bezrukavnikov-Etingof induction and restriction functors [3] among categories
 [11] of rational Cherednik algebras for the complex reflection group of type G(r, 1, n)
and their parabolic subgroups.

0. Introduction

§ 0. Introduction
The Mackey formula [17], [7, p.273] plays a very important role in representation

theory :

(0.0.1) ResL ◦ IndG(M) �
⊕

w∈L\G/H
IndL ◦ ResL∩wHw−1 (w ⊗ M)

for a finite group G, its subgroups H, L and H-module M. In modular representation theory
of finite groups, Green’s vertex theory is based on this formula [loc.cit].

In finite reductive groups, Dipper and Fleischmann [9, (1.14) Theorem] established the
Mackey formula on the Harish-Chandra induction and restriction for Levi subgroups, and
used it as an important base for their modular Harish-Chandra theory. And, also in finite
reductive groups, the Mackey formula on the Deligne-Lusztig induction and restriction has
a very important implication for the Lusztig conjecture on the characters on these groups
which is developed by C. Bonnafé (see [4]). This is an extension of Mackey formula on the
Harish-Chandra induction and restriction, although it is at the level of characters. So, the
Mackey formula is subject to a subgroup latticeΛ and a family of two kinds of functors IndB

A
and ResB

A labeled by the pairs (A, B) with A ⊂ B in this lattice Λ.
In this paper we shall report yet another Mackey formula for the case where Λ is a set of

parabolic subgroups of a complex reflection group. More precisely, we shall tackle proving
the following conjecture:

Conjecture 0.1 (The Mackey formula for ). For any finite complex reflection group W,
and its parabolic subgroups Wa and Wb, the Mackey formula with respect to the
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Bezrukavnikov-Etingof induction and restriction holds. More precisely, at the level of repre-
sentation categories, we have the following isomorphism of functors :

ResW
Wa
◦ IndW

Wb
�
⊕
u∈aWb

IndWa

Wa∩uWbu−1 ◦ u(−) ◦ ResWb

u−1Wau∩Wb
,

where aWb is a complete set of double coset representatives of Wa\W/Wb.

Here, ResW
W′ (resp. IndW

W′ ) is the Bezrukavnikov-Etingof restriction (resp. induction)
functor [3] and u(−) is the functor naturally induced by a conjugation (automorphism) by
u ∈ W.

We write Wn,r for the complex reflection group of type G(r, 1, n) in Shephard-Todd no-
tation. In this paper, we shall study the Mackey formula for the cyclotomic Hecke algebra
Hn,r = 〈T0, T1, . . . , Tn−1〉 of type G(r, 1, n), also known as the Ariki-Koike algebra (see 3.1
for the precise definition) ∗ and the categories  of cyclotomic rational Cherednik algebras
associated with Wn,r (in so-called t = 1 case) and establish the Mackey formulas in the
following two set ups:

(i) Λ is the set of standard parabolic subgroups of Wn,r and IndB
A is the tensor induction

functor and ResB
A is the restriction functor between Hecke algebras associated with

A and B in Λ.
(ii) Λ is the set of parabolic subgroups of Wn,r. The induction and restriction are the

Bezrukavnikov-Etingof induction Ind and restriction Res [3] respectively among
categories  of cyclotomic rational Cherednik algebras for the complex reflection
group Wn,r and their parabolic subgroups.

The precise statement of (i) is Theorem 3.12. The precise statement of (ii) is Theorem
4.10, which supports Conjecture 0.1. The part (i) is given in a characteristic-free manner,
even holds over Z[q, q−1,Q1, . . . ,Qr], where q,Q1, . . . ,Qr are indeterminate over Z. On the
contrary, the part (ii) heavily depends on the coefficient field C, due to the use of KZ-functor,
Riemann-Hilbert correspondence. In particular, the Mackey formulas for  do not imply the
Mackey formulas for the Ariki-Koike algebras over the field with a positive characteristic.
Rather, we use (i) to prove (ii). So, the statement of (i) is stronger than the statement of
(ii) in this sense. Also, nowadays, the representation theory of Ariki-Koike algebras is an
independent research area (e.g. [1]). So, if one is only interested in Ariki-Koike algebras,
one may only read the proof for the statement of (i), which has not been known since the birth
of Ariki-Koike algebras. It is well known that Ariki-Koike algebras is very strongly related
to affine Hecke algebras of type GL as cyclotomic quotients. Indeed, any finite dimensional
indecomposable module over a fixed affine Hecke algebra of type GL is a module for some
Ariki-Koike algebra. So, via affine Hecke algebras, our result also goes to the representation
theory of p-adic groups. So, we have an application to classical subjects. Next, we make
remarks on the subgroup lattice Λ: Let W be a complex reflection group, and let h be the
reflection C-representation of W. By a parabolic subgroup of W, we mean a stabilizer, in
W, of some point in h. We mean by a standard parabolic subgroup of W a special parabolic
subgroup 〈I〉 of W for some subset I of the set of simple reflections.

Very briefly we remark some known results related to the above (i) and (ii): In [15,
2.29], the Mackey formula on the 1-parameter Iwahori-Hecke algebras can be found. In

∗The Ariki-Koike algebra is in an imprimitive class of the cyclotomic Hecke algebras.



TheMackey Formulas 105

[23], the Mackey formula on the cyclotomic Hecke algebras for the maximal co-rank 1
cases are treated, namely, it is with respect to two identical subgroups Wa = Wn−1,r and
Wb = Wn−1,r of Wn,r. Since in our set up we can take any two standard parabolic subgroups,
the part (i) is a strong generalization of her result. In [21, Lemma 2.5], at the level of the
Grothendieck group the part (ii) is considered. However, this is a consequence of Mackey’s
original formula (0.0.1). Indeed, the KZ functor commutes with inductions and restriction
in  and cyclotomic Hecke algebras. So, at the level of Grothendieck groups, the branching
rule for (co)standard modules in  in terms of (co)standard modules is identical with the
rule for Specht modules over (tensor products of) Ariki-Koike algebras in terms of Specht
modules. And, moreover, at the level of Grothendieck groups, the rule on Ariki-Koike
algebras depends only on the choices of parabolic subgroups. Therefore, one may take
group algebras of complex reflection groups to detect the rule in question. † In [16, Theorem
2.7.2], they established Mackey formula for the categories  of rational Cherednik algebras
of Coxeter groups.

In the case where W is a finite Coxeter group, to obtain the Mackey formula for cor-
responding Hecke algebras, we discuss by using reduced expressions of group elements,
the distinguished minimal coset representatives and their properties. However, in the case
where W is a complex reflection group which is not a Coxeter group, we do not have enough
properties for reduced expressions of group elements, and we do not know a good choice of
coset representatives. These lacks of theory for complex reflection groups cause difficulty to
obtain the Mackey formula for cyclotomic Hecke algebras. In this paper, we give a solution
of this problem for complex reflection groups of type G(r, 1, n).

Regarding applications, as in first paragraph, the role of the Mackey formula in rational
Cherednik algebras similar to the one in [9, 10] is expected. And, as the Bezrukavnikov-
Etingof induction functor sends projective resolutions in  to projective resolutions, an ob-
vious application is for a study of cohomology groups Exti

(W)(
IndW

Wa
(M), IndW

Wb
(N)) via

Eckmann-Shapiro lemma

(0.1.1) Exti
(W)(

IndW
Wa

(M), IndW
Wb

(N))

�
⊕
u∈aWb

Exti
(Wa)(M, IndWa

Wa∩uWbu−1 ◦ u(−) ◦ ResWb

u−1Wau∩Wb
N).

Here, (W ′) is the category  for a complex reflection group W ′ defined in [11]. Especially,
it is useful to study the endomorphism ring of an induced module. When i = 0, Wa = Wb �
W at (0.1.1), finding a basis of the right hand side of (0.1.1) is easier than that of the left hand
side of (0.1.1). For a parabolic subgroup Wb of W with X being finite dimensional simple
in (Wb), the endomorphism ring End(W)( IndW

Wb
(X)) is studied in [16]. They call it a

generalized Hecke algebra (see [16, Theorem 3.2.4, Definition 3.2.5]). Their strategy is very
traditional like [12, 13], Harish-Chandra philosophy, inducing cuspidals and decompose
them by the endomorphism rings, but tactics is new, such as geometrical properties of the
categories . In the case where W is a Coxeter group, they obtained an explicit description
of the generalized Hecke algebra. In their argument, Mackey formula has an important
role to detect the explicit rank of endomorphism ring of an induced cuspidal module: For

†Another way to detect the rule is to deform the Cherednik algebra in question to another algebra so that its
 is semisimple.
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i = 0, a = b, X = M = N, on the right hand side of (0.1.1) one may only need to take the sum
over u ∈ bWb ∩ NW(Wb) since the restriction of X to  on any proper parabolic subgroup
of Wb is zero. We may follow their arguments to calculate the rank of a generalized Hecke
algebra for a complex reflection group Wn,r.

This paper is organized as follows.
In §1, we review some known facts on symmetric groups, and also give a technical result

(Lemma 1.3) which shall be used in §2.
In §2, we shall determine a complete set of representatives of double cosets W1\Wn,r/W2

over two standard parabolic subgroups W1,W2 of Wn,r. Throughout this paper, we use a
expression of elements of Wn,r being along the semidirect product Wn,r = Sn� (Z/rZ)n. This
expression will be used in §3 to construct a basis of the cyclotomic Hecke algebra associated
with Wn,r, so called Ariki-Koike basis. This basis is not standard. (By a standard basis, we
mean a basis which are labeled by a group W and does not depend on the choice of reduced
expressions in terms of a specific set of generator of W.) Our coset representatives are
compatible with this expression, and they have a good behavior in the arguments for Hecke
algebras. One of important properties of our coset representatives appears in Proposition
2.13. In this proposition, for each our representative u of W1\Wn,r/W2, we prove that the
subgroup W1 ∩ uW2u−1 is a standard parabolic subgroup of Wn,r. An advantage for taking
a not only parabolic but also standard one is that we can find the associated subalgebra in
the cyclotomic Hecke algebra. As another important property of our coset representatives,
we may construct a slightly new basis {T̃w} of the Ariki-Koike algebra by multiplying the
Ariki-Koike basis {Tw}. This basis, a priori, depends on two standard parabolic subgroups
W1 and W2. We remark that our coset representatives are not the distinguished minimal
coset representatives in the case where r = 2 (i.e. Wn,r is Weyl group of type Bn). Thus, our
representatives are not a generalization of the distinguished minimal coset representatives
for finite Coxeter groups.

In §3, we shall establish the Mackey formula for Ariki-Koike algebras (cyclotomic Hecke
algebras of type G(r, 1, n)) in Theorem 3.12.

In §4, we discuss the Mackey formula for the categories  of rational Cherednik algebras
associated with parabolic subgroups of Wn,r. By using lifting argument which has been
employed in [16, Theorem 2.7.2] for Coxeter group case, one can lift the Mackey formula
for the Hecke algebras to the Mackey formula for the categories . The Mackey formula for
the categories  is given in Proposition 4.8 and Theorem 4.10. We remark that although we
lack standard basis in the Ariki-Koike algebra, we may make the desired lifting thanks to a
good property of our coset representatives.

In Appendix B, we compare known results on the coset representatives in [20] with the
ones in §2 for some special cases (i.e. the case where μ = (1n−l) and ν = (1n−m)) as a sort of
independent interest. We remark that the coset representatives in [20] follows from notion
of root systems of type G(r, 1, n). However, in [20], they give the coset representatives only
for special cases where μ = (1n−l) and ν = (1n−m), and we do not know whether we can
obtain the coset representatives by using root systems in general. We also remark that our
coset representatives are not generalization of ones in [20] (see Remark B.9). For the reader
being only interested in the Mackey formula, he or she can skip this appendix.
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1. The symmetric groups

§ 1. The symmetric groups
In this section, we review some known results on symmetric groups which follow from the

general theory of Coxeter groups (see e.g. [14], [8, Chapter 4]) except (1.2.1) and Lemma
1.3.

1.1. LetSn be the symmetric group on n letters. We consider the natural left action ofSn on
{1, 2, . . . , n}. So, when x ∈ Sn sends i to j, we denote it by x(i) = j. For i = 1, 2, . . . , n − 1,
let si = (i, i + 1) be the adjacent transposition. Then S = {s1, s2, . . . , sn−1} is a set of simple
reflections ofSn. For x ∈ Sn, we denote the length of x by �(x). We denote the Bruhat order
on Sn by ≥.

For integers k1 ≤ k2 ∈ Z, we denote the interval {k1, k1 + 1, . . . , k2} in Z by [k1, k2]. For
1 ≤ k1 ≤ k2 ≤ n, we denote byS[k1,k2] the subgroup ofSn generated by {sk1 , sk1+1, . . . , sk2−1},
namely S[k1,k2] is the subgroup permuting the set {k1, k1 + 1, . . . , k2}.

A composition of n is a sequence of non-negative integers μ = (μ1, μ2, . . . ) such that∑
i μi = n, and we denote it by μ � n. We also denote |μ| = ∑i μi.
For μ = (μ1, μ2, . . . , μl) � n, let Sμ be the standard parabolic subgroup of Sn associated

with μ, namely Sμ is the subgroup of Sn generated by the reflections

S μ := S \ {s j | j =
k∑

i=1

μi for some k ≥ 1}.

We have Sμ � Sμ1 × · · · ×Sμl . For μ � n, put

Sμ = {x ∈ Sn | �(xs) > �(x) for all s ∈ S μ},
μS = {x ∈ Sn | �(sx) > �(x) for all s ∈ S μ},

then Sμ (resp. μS) is the set of distinguished coset representatives of the coset Sn/Sμ (resp.
Sμ\Sn). In particular, we have

�(xy) = �(x) + �(y) for x ∈ Sμ, y ∈ Sμ,(1.1.1)

�(xy) = �(x) + �(y) for y ∈ μS, x ∈ Sμ.
For μ, ν � n, put μSν = μS ∩Sν, then μSν is a complete set of representatives of the double
cosets Sμ\Sn/Sν.

For x ∈ μSν, let τ(x) � n be the composition determined by the equation S τ(x) = S μ ∩
xS νx−1. Then it is known that Sμ ∩ xSνx−1 is generated by S τ(x). In particular, we have
Sμ ∩ xSνx−1 = Sτ(x). By the general theory of Coxeter groups, we see that w ∈ Sn is
uniquely written as w = yxz (x ∈ μSν, y ∈ (Sμ)τ(x), z ∈ Sν), and we have

�(yxz) = �(y) + �(x) + �(z) (x ∈ μSν, y ∈ (Sμ)τ(x), z ∈ Sν).(1.1.2)

1.2. The distinguished coset representatives Sμ (resp. μS) is described by a standard com-
binatorics as follows. For μ � n, the diagram of μ is the set [μ] = {(i, j) ∈ Z2

≥0 | i ≥ 1, 1 ≤ j ≤
μi}. Here, we take the English fashion for treating the element of [μ], for example, we say
that there are μi boxes in the i-th row of [μ], we also say that (i, 1) is the left most box of the
i-th row if (i, 1) ∈ [μ], etc. For μ � n, a μ-tableau is a bijection t : [μ] → {1, 2, . . . , n}. The
symmetric group Sn acts on the set of μ-tableaux from left by permuting the entries inside a
given tableau, namely, for x ∈ Sn and μ-tableau t,
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(x · t)(i, j) = x(t(i, j)) ((i, j) ∈ [μ]).

We say that a μ-tableau t is row-standard if t(i, j) < t(i, j + 1) for all (i, j) ∈ [μ] such that
(i, j + 1) ∈ [μ], namely if the entries in t increase from left to right in each row.

For μ � n, let tμ be the μ-tableau such that the bijection [μ]→ {1, . . . , n} is given by

tμ(i, j) =
i−1∑
k=1

μk + j ((i, j) ∈ [μ]).

Then, we have

Sμ = {x ∈ Sn | x · tμ is row-standard},(1.2.1)
μS = {x ∈ Sn | x−1 · tμ is row-standard}

(see [18, Proposition 3.3]).
For a convenience in later arguments, for 0 ≤ l ≤ n and μ � n − l, we put (l, μ) =

(l, μ1, μ2, . . . ) � n. Then, we have the following lemma:

Lemma 1.3. For x ∈ (l,μ)S(m,ν) for some 0 ≤ l,m ≤ n, μ � n − l, ν � n − m, put

c = min{i ≥ 0 | x(i + 1) � i + 1 or i = n} and k = min{c, l,m}.
Then we have x ∈ S[k+1,n] and [1, l] ∩ {x(1), x(2), . . . , x(m)} = [1, k].

Proof. If c ≥ min{l,m}, it is clear. Suppose c < min{l,m} (note that k = c in this case), we
have

x(c) = c < c + 1 < x(c + 1) < x(c + 2) < · · · < x(m)(1.3.1)

and there exists b > m such that x(b) = c + 1 since x · t(m,ν) is row-standard by (1.2.1).
If x(c + 1) > l, then x ∈ S[c+1,n] and [1, l] ∩ {x(1), . . . , x(m)} = [1, c] by (1.3.1).
If x(c + 1) ≤ l, we have c + 1 < x(c + 1) ≤ l. Then we deduce that both c + 1 and x(c + 1)

appear in the first row of t(l,μ). On the other hand, we have

x−1(c + 1) = b > m ≥ c + 1 = x−1(x(c + 1)).

This contradicts that x−1 · t(l,μ) is row-standard. Thus this case does not occur. �

2. The complex reflection group of type G(r, 1, n)

§ 2. The complex reflection group of type G(r, 1, n)
In this section, we study the complex reflection group Wn,r of type G(r, 1, n). For standard

parabolic subgroups W(l,μ) and W(m,ν) of Wn,r, we shall find a complete set of representatives
of the cosets Wn,r/W(l,μ) and the double cosets W(l,μ)\Wn,r/W(m,ν). These representatives will
be used in the next section to obtain the Mackey formula for cyclotomic Hecke algebras.

2.1. The complex reflection group of type G(r, 1, n) is the semidirect product Wn,r = Sn �

(Z/rZ)n, where Sn acts on (Z/rZ)n via the permutation of factors. The group Wn,r has a
presentation such that Wn,r is generated by s0, s1, . . . , sn−1 subject to the defining relations

sr
0 = 1, s2

i = 1 (1 ≤ i ≤ n − 1),

s0s1s0s1 = s1s0s1s0, sisi+1si = si+1sisi+1(1 ≤ i ≤ n − 2), sis j = s jsi (|i − j| > 1).
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The relations in the second row are called the braid relations. Put

ti = si−1si−2 . . . s1s0s1 . . . si−2si−1

for i = 1, 2, . . . , n. Then S = {s1, s2, . . . , sn−1} generates Sn, and ti generates Z/rZ, the i-th
factor of (Z/rZ)n. Then we have

Wn,r = {xta1
1 ta2

2 . . . tan
n | x ∈ Sn, a1, a2, . . . , an ∈ [0, r − 1]}.

From the definitions, we have the following relations

tit j = t jti (1 ≤ i, j ≤ n),(2.1.1)

xtix−1 = tx(i) (x ∈ Sn, 1 ≤ i ≤ n).

2.2. For 0 ≤ l ≤ n and μ � n − l, let W(l,μ) be the subgroup of Wn,r generated by

X(l,μ) = {s0, s1, . . . , sn−1} \ {s j | j = l +
k∑

i=0

μi for some k ≥ 0},

where we put μ0 = 0. It is well-known that any parabolic subgroup of Wn,r is conjugate to
W(l,μ) for some 0 ≤ l ≤ n and μ � n − l.

Set

S (l,μ) = X(l,μ) ∩ S , S (l) = {s1, . . . , sl−1}, S [l]
μ = S (l,μ) \ S (l),

where we put S (l) = ∅ if l ≤ 1. We easily see that
• the subgroup generated by {s0, s1, . . . , sl−1} is Wl,r, where we put Wl,r = 1 if l = 0,
• the subgroup generated by S (l,μ) (resp. S (l)) is the parabolic subgroup S(l,μ) (resp.
S(l)) of Sn ⊂ Wn,r associated with (l, μ) (resp. (l)),
• the subgroup generated by S [l]

μ is the parabolic subgroup S[l]
μ of S[l+1,n] associated

with μ.
Note that S[l]

μ is contained in the centralizer of Wl,r, we have

W(l,μ) = Wl,r ×S[l]
μ � (Sl � (Z/rZ)l) ×Sμ,

and

W(l,μ) = {xta1
1 ta2

2 . . . tal
l | x ∈ S(l,μ), a1, a2, . . . , al ∈ [0, r − 1]}.

Set

W (l,μ) = {xtal+1
l+1 tal+2

l+2 . . . t
an
n | x ∈ S(l,μ), al+1, al+2, . . . , an ∈ [0, r − 1]},

(l,μ)W = {tan
n . . . tal+2

l+2 tal+1
l+1 x | x ∈ (l,μ)S, al+1, al+2, . . . , an ∈ [0, r − 1]}.

Lemma 2.3. The set W (l,μ) (resp. (l,μ)W ) is a complete set of representatives of the coset
Wn,r/W(l,μ) (resp. W(l,μ)\Wn,r).

Proof. We prove only the claim for W (l,μ) since the claim for (l,μ)W is proven in a similar
way.

For w = xta1
1 ta2

2 . . . tan
n ∈ Wn,r (x ∈ Sn, a1, . . . , an ∈ [0, r − 1]), we can write

x = x1x2 (x1 ∈ S(l,μ), x2 ∈ S(l,μ)) and x2 = y1y2 (y1 ∈ S(l), y2 ∈ S[l]
μ ).
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Note that y1 ∈ S[1,l] and y2 ∈ S[l+1,n], the relations (2.1.1) imply that

w = xta1
1 ta2

2 . . . tan
n

= x1y1y2ta1
1 ta2

2 . . . tan
n

= x1(ta1
y1(1) . . . t

al
y1(l))(t

al+1
y2(l+1) . . . t

an
y2(n))y1y2

= x1(tal+1
y2(l+1) . . . t

an
y2(n))(t

a1
y1(1) . . . t

al
y1(l))y1y2

= x1(tal+1
y2(l+1) . . . t

an
y2(n))y1y2(ta1

1 . . . tal
l )

= x1(tal+1
y2(l+1) . . . t

an
y2(n))x2(ta1

1 . . . tal
l ),

and we see that x1(tal+1
y2(l+1) . . . t

an
y2(n)) ∈ W (l,μ) and x2(ta1

1 . . . tal
l ) ∈ W(l,μ). Thus, we have

Wn,r =
⋃

u∈W (l,μ)

uW(l,μ).(2.3.1)

On the other hand, note that |Wn,r | = |Sn|rn, |W(l,μ)| = |S(l,μ)|rl and |W (l,μ)| = |S(l,μ)|rn−l, and
thus

[Wn,r : W(l,μ)] = |Wn,r |/|W(l,μ)| = (|Sn|/|S(l,μ)|)rn−l = |S(l,μ)|rn−l = |W (l,μ)|.(2.3.2)

Then, (2.3.1) and (2.3.2) imply the desired result for W (l,μ). �

Remark 2.4. In the case where r = 2, the group Wn,2 is the Weyl group of type Bn. In this
case, W (l,μ) (resp. (l,μ)W) is not the set of distinguished coset representatives in general. For
example, take l = 0 and μ � n such that μ1 > 2. Then W(0,μ) is generated by S μ. In this case,
s1 ∈ S μ, and t2 ∈ W (l,μ). However, we have �(t2) = �(s1s0s1) = 3 and �(t2s1) = �(s1s0) = 2.
Thus, t2 is not a distinguished coset representative.

2.5. For x ∈ (l,μ)S(m,ν) (0 ≤ l,m ≤ n, μ � n − l, ν � n − m), put

I(x) = [m + 1, n] ∩ {x−1(l + 1), x−1(l + 2), . . . , x−1(n)}.
For xtam+1

m+1 . . . t
an
n ∈ W (m,ν) (x ∈ S(m,ν)), we have xtam+1

m+1 . . . t
an
n = tam+1

x(m+1) . . . t
an
x(n)x by (2.1.1).

Thus we deduce that xtam+1
m+1 . . . t

an
n ∈ (l,μ)W ∩ W (m,ν) if and only if x ∈ (l,μ)S(m,ν) and x(k) ∈

[l + 1, n] for k ∈ [m + 1, n] whenever ak � 0. This implies that

(l,μ)W ∩W (m,ν) = {x
∏
i∈I(x)

tai
i | x ∈ (l,μ)S(m,ν), ai ∈ [0, r − 1]}.

For x ∈ (l,μ)S(m,ν), recall that τ(x) is the composition such that

S τ(x) = S (l,μ) ∩ xS (m,ν)x−1,(2.5.1)

and we have Sτ(x) = S(l,μ) ∩ xS(m,ν)x−1.
For z = xyx−1 ∈ Sτ(x) (z ∈ S(l,μ), y ∈ S(m,ν)), we see that y(i) ∈ [m + 1, n] if i ∈ [m + 1, n]

since y ∈ S(m,ν). We also obtain

y(i) ∈ {x−1(l + 1), . . . , x−1(n)} if i ∈ {x−1(l + 1), . . . , x−1(n)}
since yx−1(l + j) = x−1z(l + j) and z ∈ S(l,μ). These imply that
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y(i) ∈ I(x) if i ∈ I(x)(2.5.2)

for z = xyx−1 ∈ Sτ(x). For x ∈ (l,μ)S(m,ν), put

(l,μ)W ∩W (m,ν)(x) = {x
∏
i∈I(x)

tai
i | ai ∈ [0, r − 1]}.

Then, we have

(l,μ)W ∩W (m,μ) =
⋃

x∈ (l,μ)S(m,ν)

(l,μ)W ∩W (m,μ)(x).

Thanks to (2.5.2), we can define an action of Sτ(x) on (l,μ)W ∩W (m,ν)(x) by

z � (x
∏
i∈I(x)

tai
i ) = x

∏
i∈I(x)

tai
y(i)(2.5.3)

for z = xyx−1 ∈ Sτ(x). We remark that, for z = xyx−1 ∈ Sτ(x), we have

z � (x
∏
i∈I(x)

tai
i ) = x

∏
i∈I(x)

tai
y(i) = z(x

∏
i∈I(x)

tai
i )y−1,(2.5.4)

where z ∈ S(l,μ) and y ∈ S(m,ν). Thus, for z ∈ Sτ(x) and u ∈ (l,μ)W ∩W (m,ν)(x), the elements u
and z � u belong to the same (W(l,μ),W(m,ν))-double coset.

For u ∈ (l,μ)W ∩W (m,μ)(x), let O(u) = {z� u | z ∈ Sτ(x)} be the Sτ(x)-orbit under the action
(2.5.3).

For u = x
∏

i∈I(x) tai
i ∈ (l,μ)W ∩W (m,μ), set a(u) = (a1, a2, . . . , an) ∈ [0, r − 1]n, where we

put ai = 0 if i � I(x). Let � be the lexicographic order on Zn. We define a partial order � on
(l,μ)W ∩W (m,ν) by

u � u′ ⇔ x = x′ and a(u) � a(u′)(2.5.5)

for u = x
∏

i∈I(x) tai
i , u

′ = x′
∏

i∈I(x′) ta′i
i ∈ (l,μ)W ∩W (m,ν).

Now we introduce a set (l,μ)W (m,ν) turning out to be a complete set of double coset rep-
resentatives in Proposition 2.8. It plays a key role to establish the Mackey formula for the
Hecke algebra associated with Wn,r, and it is a main new ingredient in this paper.

Definition 2.6. We define

(l,μ)W (m,ν) = {u ∈ (l,μ)W ∩W (m,ν) | u is minimal in O(u)}.

From the definition, any element of (l,μ)W∩W (m,ν) is obtained from (l,μ)W (m.ν) by the action
of Sτ(x) for x ∈ (l,μ)S(m,ν).

Lemma 2.7. If ν = (1n−m), we have (l,μ)W (m,ν) = (l,μ)W ∩W (m,ν).

Proof. For any z = xyx−1 ∈ Sτ(x) (x ∈ (l,μ)S(m,ν)), we have

z � (x
∏
i∈I(x)

tai
i ) = x

∏
i∈I(x)

tai
y(i) = x

∏
i∈I(x)

tai
i

since y ∈ S(m,ν) and I(x) ⊂ [m + 1, n] together with ν = (1n−m). This implies that O(u) = {u}
for any u ∈ (l,μ)W ∩W (m,ν), and we have the lemma. �
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Proposition 2.8. The set (l,μ)W (m,ν) is a complete set of representatives of the double cosets
W(l,μ)\Wn,r/W(m,ν).

Proof. For w = xta1
1 ta2

2 . . . tan
n ∈ Wn,r where x ∈ Sn and a1, . . . , an ∈ [0, r − 1], we can write

x = x1x2x3 (x1 ∈ S(l,μ), x2 ∈ (l,μ)S(m,ν), x3 ∈ S(m,ν)).

The relations (2.1.1) imply that

w = x1x2x3ta1
1 ta2

2 . . . tan
n = x1x2(tam+1

x3(m+1)t
am+2
x3(m+2) . . . t

an
x3(n))x3ta1

1 ta2
2 . . . tam

m ,

where we have {x3(m + 1), x3(m + 2), . . . , x3(n)} = [m + 1, n] since x3 ∈ S(m,ν). Put I(x2)c =

[m + 1, n] \ I(x2). Then, we obtain

w = x1x2(tam+1
x3(m+1)t

am+2
x3(m+2) . . . t

an
x3(n))x3ta1

1 ta2
2 . . . tam

m(2.8.1)

= x1x2(
∏

x3(i)∈I(x2)c

tai
x3(i))(

∏
x3(i)∈I(x2)

tai
x3(i))x3ta1

1 ta2
2 . . . tam

m

= (x1

∏
x3(i)∈I(x2)c

tai
x2 x3(i))(x2

∏
x3(i)∈I(x2)

tai
x3(i))(x3ta1

1 ta2
2 . . . tam

m ),

and

{x2x3(i) | x3(i) ∈ I(x2)c, m + 1 ≤ i ≤ n} ⊂ [1, l](2.8.2)

from the definition of I(x2)c.
Take z = x2yx−1

2 ∈ Sτ(x2) such that z� (x2
∏

tai
x3(i)) is minimal in O(x2

∏
tai
x3(i)), then (2.8.1)

and (2.5.4) imply

w = (x1

∏
x3(i)∈I(x2)c

tai
x2 x3(i))(x2

∏
x3(i)∈I(x2)

tai
x3(i))(x3ta1

1 ta2
2 . . . tam

m )(2.8.3)

= (x1

∏
x3(i)∈I(x2)c

tai
x2 x3(i))z

−1(z � (x2

∏
x3(i)∈I(x2)

tai
x3(i)))y(x3ta1

1 ta2
2 . . . tam

m )

= (x1z−1
∏

x3(i)∈I(x2)c

tai
zx2 x3(i))(z � (x2

∏
x3(i)∈I(x2)

tai
x3(i)))(yx3ta1

1 ta2
2 . . . tam

m ),

where we have {zx2x3(i) | x3(i) ∈ I(x2)c} ⊂ [1, l] by (2.8.2) and z ∈ S(l,μ). From the above
argument, we conclude that

z � (x2

∏
x3(i)∈I(x2)

tai
x3(i)) ∈ (l,μ)W (m,ν),(2.8.4)

(x1z−1
∏

x3(i)∈I(x2)c

tai
zx2 x3(i)) ∈ W(l,μ) and (yx3ta1

1 ta2
2 . . . tam

m ) ∈ W(m,ν).

The equations (2.8.3) and (2.8.4) imply that

Wn,r =
⋃

u∈ (ł,μ)W (m,ν)

W(l,μ)uW(m,ν).(2.8.5)

Finally, we prove that distinct elements of (l,μ)W (m,ν) belong to distinct (W(l,μ),W(m,ν))-
double cosets.

For u = x
∏

i∈I(x) tai
i ∈ (l,μ)W (m,ν) and u′ = x′

∏
i∈I(x′) ta′i

i ∈ (l,μ)W (m,ν), suppose that u
and u′ belong to the same (W(l,μ),W(m,ν))-double coset, namely u′ = w1uw2 for some w1 =
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z
∏l

i=1 tbi
i ∈ W(l,μ) (z ∈ S(l,μ)) and w2 = y

∏m
i=1 tci

i ∈ W(m,μ) (y ∈ S(m,ν)). Then we see that

x′
∏

i∈I(x′)

ta′i
i = (z

l∏
i=1

tbi
i )(x

∏
i∈I(x)

tai
i )(y

m∏
i=1

tci
i ) = zxy

l∏
i=1

tbi

y−1 x−1(i)

∏
i∈I(x)

tai

y−1(i)

m∏
i=1

tci
i .

This implies that

x′ = zxy and
∏

i∈I(x′)

ta′i
i =

l∏
i=1

tbi

y−1 x−1(i)

∏
i∈I(x)

tai

y−1(i)

m∏
i=1

tci
i .(2.8.6)

Note that z ∈ S(l,μ) and y ∈ S(m,ν), and thus x and x′ belong to the same (S(l,μ),S(m,ν))-
double coset. Then we have x = x′ since x, x′ ∈ (l,μ)S(m,μ). We also have [1,m] ∩ I(x) = ∅
and y−1x−1(i) = x−1z(i) ∈ [m+ 1, n] \ I(x) for i ∈ [1, l] by z ∈ S(l,μ) and the definition of I(x).
Thus (2.8.6) implies that

x′ = x = zxy,
∏
i∈I(x)

ta′i
i =
∏
i∈I(x)

tai

y−1(i) and
l∏

i=1

tbi

y−1 x−1(i)

m∏
i=1

tci
i = 1,

and we deduce

u′ = x
∏
i∈I(x)

ta′i
i = x

∏
i∈I(x)

tai

y−1(i) = z � (x
∏
i∈I(x)

tai
i ) = z � u

since z = xy−1x−1 ∈ Sτ(x) = S(l,μ) ∩ xS(m,ν)x−1. Thus we obtain u′ ∈ O(u). On the other
hand, both of u and u′ are minimal in O(u) since u, u′ ∈ (l,μ)W (m,ν), and we conclude that
u = u′ since a minimal element in O(u) is unique by the definition. �

Lemma 2.9. For u = x
∏n

i=1 tai
i ∈ (l,μ)W (m,ν) (ai = 0 if i � I(x)) and y ∈ S(m,ν), we have

the following.

(i) uyu−1 = xyx−1∏n
i=1 tay(i)−ai

x(i) .
(ii) ut ju−1 = tx( j) for j = 1, 2, . . . , n.

(iii) ay(i) = ai = 0 if i ∈ [1,m].
(iv) ai = 0 if x(i) ≤ l.
(v) ay(i) = 0 if x(i) ≤ l and xyx−1 ∈ S(l,μ).

Proof. (i). Note that u−1 =
∏n

i=1 t−ai
i x−1 = x−1∏n

i=1 t−ai
x(i), and we obtain

uyu−1 = (x
n∏

i=1

tai
i )y(x−1

n∏
i=1

t−ai
x(i)) = xyx−1(

n∏
i=1

tai

xy−1(i))(
n∏

i=1

t−ai
x(i)) = xyx−1

n∏
i=1

tay(i)−ai

x(i) .

(ii). For j = 1, 2, . . . , n, we have

ut ju−1 = (x
n∏

i=1

tai
i )t j(

n∏
i=1

t−ai
i x−1) = xt jx−1 = tx( j).

(iii). Note that y ∈ S(m,ν) and [1,m] ∩ I(x) = ∅, and thus ay(i) = ai = 0 if i ∈ [1,m].
(iv). If ai � 0, we have i ∈ I(x). Thus, we can write i = x−1(l + j) for some j ≥ 1. This

implies that x(i) > l if ai � 0.
(v). If ay(i) � 0, we can write y(i) = x−1(l + j) for some j ≥ 1. This implies that

x(i) = xy−1x−1(l + j). Since xy−1x−1 = (xyx−1)−1 ∈ S(l,μ), we conclude that x(i) > l if
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ay(i) � 0. �

2.10. For u = x
∏

i∈I(x) tai
i ∈ (l,μ)W (m,ν), set

c(u) = min{c ≥ 0 | x(c + 1) � c + 1 or c = n} and k(u) = min{c(u), l,m},
Define the set of elements

Γ(u) = (S (l,μ) ∩ {xs jx−1 ∈ xS (m,ν)x−1 | a j = a j+1}) ∪ {t1, t2, . . . , tk(u)},(2.10.1)

where we put ai = 0 if i � I(x).
By the definition of I(x), we have 1, 2, . . . , k(u) � I(x) since k(u) ≤ m, and thus

a1 = a2 = · · · = ak(u) = 0.(2.10.2)

We also see that

s j = xs jx−1 ∈ S (l,μ) ∩ xS (m,ν)x−1 for j = 1, 2, . . . , k(u) − 1(2.10.3)

since k(u) ≤ l,m and x ∈ S[k(u)+1,n] by Lemma 1.3.
On the other hand, we have

xs jx−1(k(u)) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x(k(u) + 1) if j = k(u),

k(u) − 1 if j = k(u) − 1,

k(u) otherwise

for j = 1, 2, . . . , n since x ∈ S[k(u)+1,n] by Lemma 1.3. This implies that

j = k(u) and x(k(u) + 1) = k(u) + 1 if sk(u) = xs jx−1.(2.10.4)

By (2.10.2), (2.10.3) and (2.10.4), we obtain that

{s1, s2, . . . , sk(u)−1} ⊂ Γ(u) and sk(u) � Γ(u),(2.10.5)

where we note that sm � S (m,ν), sl � S (l,μ) and x(c(u) + 1) � c(u) + 1.
We define a composition π(u) of n − k(u) by

S (k(u),π(u)) = Γ(u) ∩ S .(2.10.6)

We remark that

S(k(u),π(u)) ⊂ Sτ(x) = S(l,μ) ∩ xS(m,ν)x−1(2.10.7)

since Sτ(x) is generated by S (l,μ) ∩ xS (m,ν)x−1 (see (2.5.1)).
Thanks to (2.10.5), the subgroup of Wn,r generated by Γ(u) coincides with the standard

parabolic subgroup W(k(u),π(u)) � (Sk(u)� (Z/rZ)k(u))×Sπ(u). We remark that W(k(u),π(u)) is also
a parabolic subgroup of W(l,μ).

2.11. For u = x
∏n

i=1 tai
i ∈ (l,μ)W (m,ν), it is clear that u−1W(k(u),π(u))u is generated by u−1Γ(u)u

as a subgroup of Wn,r. For s j′ = xs jx−1 ∈ Γ(u) ∩ S , we have

(2.11.1) u−1s j′u = x−1s j′ x
n∏

i=1

t
ax−1(i)−ax−1 s j′ (i)
x−1(i) = s j

n∏
i=1

t
ax−1(i)−as j x−1(i)

x−1(i) = s j = x−1s j′ x,
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where we note that ai = asj(i) for all i = 1, 2, . . . , n by s j′ = xs jx−1 ∈ Γ(u). On the other
hand, we see that

u−1tiu = ti for i ∈ [1, k(u)](2.11.2)

by Lemma 2.9 (ii) and the definition of k(u). As a consequence, we have

u−1Γ(u)u = (x−1S (l,μ)x ∩ {s j ∈ S (m,ν) | a j = a j+1}) ∪ {t1, t2, . . . , tk(u)}.(2.11.3)

Moreover, we deduce that

j′ = k(u) and x−1(k(u) + 1) = k(u) + 1 if sk(u) = x−1s j′ x.(2.11.4)

in a similar way to (2.10.4). By (2.10.2), (2.10.3) and (2.11.4), we obtain that

{s1, s2, . . . , sk(u)−1} ⊂ u−1Γ(u)u and sk(u) � u−1Γ(u)u,(2.11.5)

where we note that sm � S (m,ν), sl � S (l,μ) and x−1(c(u) + 1) � c(u) + 1.
We define a composition π�(u) of n−k(u) by S (k(u),π�(u)) = u−1Γ(u)u∩S . Then we conclude

that

S (k(u),π�(u)) = x−1S (k(u),π(u))x(2.11.6)

and

u−1W(k(u),π(u))u = W(k(u),π�(u)) � (Sk(u) � (Z/rZ)k(u)) ×Sπ�(u)(2.11.7)

by (2.11.3) and (2.11.5). In particular, u−1W(k(u),π(u))u is a standard parabolic subgroup of
W(m,ν). Recall the definition of X(l,μ), the set of generators of W(l,μ), from 2.2.

Proposition 2.12. For u = x
∏

i∈I(X) tai
i ∈ (l,μ)W (m,ν), we have W(k(u),π(u)) = uW(k(u),π�(u))u−1

and X(k(u),π(u)) = uX(k(u),π�(u))u−1. In particular, for s j ∈ X(k(u),π(u)), there exists sψ( j) ∈
X(k(u),π�(u)) such that s j = usψ( j)u−1.

Moreover, the identity

s j(si1 si2 . . . sil

∏
i∈I(X)

tai
i ) = (si1 si2 . . . sil

∏
i∈I(X)

tai
i )sψ( j) for s j ∈ X(k(u),π(u))

follows only from the braid relations associated with Wn,r, where x = si1 si2 . . . sil is a reduced
expression of x ∈ Sn.

Proof. For u = x
∏

i∈I(X) tai
i ∈ (l,μ)W (m,ν), we have already seen that W(k(u),π(u)) =

uW(k(u),π�(u))u−1 and X(k(u),π(u)) = uX(k(u),π�(u))u−1. Thus, for s j ∈ X(k(u),π(u)), there exists
sψ( j) ∈ X(k(u),π�(u)) such that s j = usψ( j)u−1. Let x = si1 si2 . . . sil be a reduced expression
of x ∈ Sn.

It is easy to check that the relations

sis j = s jsi if |i − j| > 1,(2.12.1)

tit j = t jti (1 ≤ i, j ≤ n),

sit j = t j si if j � i, i + 1

sititi+1 = titi+1si

follow only from the braid relations associated with Wn,r by direct calculation.
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Note that x ∈ S[k(u)+1,n] by Lemma 1.3 and s0 = t1. So, we have

s0(si1 si2 . . . sil

∏
i∈I(x)

tai
i ) = (si1 si2 . . . sil

∏
i∈I(x)

tai
i )s0

if k(u) � 0 and this identity follows only from the braid relations.
For s j ∈ X(k(u),π(u)) \ {s0}, we have s j = xsψ( j)x−1 and aψ( j) = aψ( j)+1 by (2.11.1). More-

over, we have �(s jx) = �(x) + 1 = �(xsψ( j)) since s j ∈ S(l,μ), sψ( j) ∈ S(m,ν) (see (2.10.1)
and (2.11.3)), and x ∈ (l,μ)S(m,ν) = (l,μ)S ∩ S(m,ν). Thus, the identity s j(si1 si2 . . . sil) =
(si1 si2 . . . sil)sψ( j) follows only from the braid relations associated with Sn by the general
theory of Coxeter groups. So, we conclude that the identity s j(si1 si2 . . . sil

∏
i∈I(X) tai

i ) =
(si1 si2 . . . sil

∏
i∈I(X) tai

i )sψ( j) follows only from the braid relations (by noting that aψ( j) =

aψ( j)+1). �

Proposition 2.13. For u = x
∏

i∈I(x) tai
i ∈ (l,μ)W (m,ν), the subgroup W(l,μ) ∩ uW(m,ν)u−1 of

Wn,r is generated by Γ(u). In particular, we have

W(l,μ) ∩ uW(m,ν)u−1 = W(k(u),π(u)) � (Sk(u) � (Z/rZ)k(u)) ×Sτ(u).

Proof. Put a j = 0 for j � I(x). For w = y
∏m

i=1 tbi
i ∈ W(m,ν) (y ∈ S(m,ν)), we have

uwu−1 = uyu−1
m∏

i=1

(utiu−1)bi = xyx−1(
n∏

i=1

tay(i)−ai

x(i) )(
m∏

i=1

tbi
x(i))

by Lemma 2.9 (i) and (ii). Note that

ay(i) = ai = 0 for i ∈ [1,m](2.13.1)

by Lemma 2.9 (iii), and thus we have

uwu−1 = xyx−1(
m∏

i=1

tbi
x(i))(

n∏
i=m+1

tay(i)−ai

x(i) ).(2.13.2)

Suppose that uwu−1 ∈ W(l,μ) = (Sl � (Z/rZ)l) ×S[l]
μ . Then we deduce

xyx−1 ∈ S(l,μ), ay(i) = ai if x(i) > l, bi = 0 if x(i) > l(2.13.3)

by (2.13.2). Since xyx−1 ∈ S(l,μ), we have

ay(i) = ai = 0 if x(i) ≤ l(2.13.4)

by Lemma 2.9 (iv) and (v). Moreover, we see that

[1, l] ∩ {x(1), . . . , x(m)} = [1, k(u)](2.13.5)

by Lemma 1.3, where x(i) = i for i ∈ [1, k(u)]. As a consequence of (2.13.1), (2.13.2),
(2.13.3), (2.13.4) and (2.13.5), we conclude that

xyx−1 ∈ S(l,μ), ay(i) = ai (1 ≤ i ≤ n) and b j = 0 ( j > k(u))(2.13.6)

if uwu−1 ∈ W(l,μ). On the other hand, it is clear that uwu−1 ∈ W(l,μ) if (2.13.6) holds for
w = y

∏m
i=1 tbi

i ∈ W(m,ν) (y ∈ S(m,ν)). Thus, we may deduce that W(l,μ) ∩ uW(m,ν)u−1 is
generated by
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Γ̂(u) :=(S(l,μ) ∩ {xyx−1 | y ∈ S(m,ν) such that ay(i) = ai (1 ≤ i ≤ n)})
∪ {t1, t2, . . . , tk(u)}.

For z = xyx−1 ∈ Sτ(x) = S(l,μ) ∩ xS(m,ν)x−1, let y = si1 si2 . . . sip be a reduced expression.
Then, xsi j x

−1 ∈ Sτ(x) ( j = 1, 2, . . . , p) since Sτ(x) is generated by S (l,μ) ∩ xS (m,ν)x−1. We
claim that

ai j = ai j+1 (1 ≤ j ≤ p) if ay(i) = ai (1 ≤ i ≤ n).(2.13.7)

Then (2.13.7) implies that Γ̂(u) ⊃ Γ(u), and we easily see that W(l,μ)∩uW(m,ν)u−1 is generated
by Γ(u).

We shall prove the claim (2.13.7). We have

{i1, i2, . . . , ik} =
⋃

i<y(i)

{i, i + 1, . . . , y(i) − 1} ∪
⋃

i>y(i)

{y(i), y(i) + 1, . . . , i − 1}.(2.13.8)

Suppose that i < y(i) and ay(i) = ai. By (2.13.8), we see that xs jx−1 ∈ Sτ(x) (i ≤ j < y(i)),
and we obtain

(xs jx−1) � u = x(ta1
1 . . . ta j−1

j−1 )(ta j+1

j ta j

j+1)(ta j+2

j+2 . . . t
an
n ) ∈ O(u).

If there exists j (i ≤ j < y(i)) such that ai ≤ ai+1 ≤ · · · ≤ a j and a j > a j+1, we have
a(u) � a((xs jx−1)�u). This is a contradiction since u is minimal in O(u). Thus, we conclude
that ai ≤ ai+1 ≤ · · · ≤ ay(i), and ai = ai+1 = · · · = ay(i) by ay(i) = ai. Similarly, we have
ay(i) = ay(i)+1 = · · · = ai if i > y(i) and ay(i) = ai. Then we obtain the desired result (2.13.7).

�

2.14. For u ∈ (l,μ)W (m,ν), the group W(k(u),π(u)) = W(l,μ) ∩ uW(m,ν)u−1 is a standard parabolic
subgroup of W(l,μ) by Proposition 2.13. Put

(W(l,μ))(k(u),π(u)) = {xtak(u)+1

k(u)+1tak(u)+2

k(u)+2 . . . t
al
l | x ∈ (S(l,μ))(k(u),π(u)), ak(u)+1, . . . , al ∈ [0, r − 1]},

where (S(l,μ))(k(u),π(u)) is the set of distinguished coset representatives of the cosets
S(l,μ)/S(k(u),π(u)). Then (W(l,μ))(k(u),π(u)) is a complete set of representatives of W(l,μ)/W(k(u),π(u))

which is proven in a similar way to the proof of Lemma 2.3. We have the following corollary.

Corollary 2.15. For each u ∈ (l,μ)W (m,ν), the multiplication map (in W)

(W(l,μ))(k(u),π(u)) × {u} ×W(m,ν) → W(l,μ)uW(m,ν), (w1, u, w2) �→ w1uw2

is a bijection.

Proof. By definitions, it is clear that the map is surjective. On the other hand, if w1uw2 =

w′1uw′2 for w1, w
′
1 ∈ (W(l,μ))(k(u),π(u)) and w2, w

′
2 ∈ W(m,ν), we have

w−1
1 w′1 = uw2w

′−1
2 u−1 ∈ W(l,μ) ∩ uW(m,ν)u−1 = W(k(u),π(u)).

This implies that w1 = w
′
1 since w1, w

′
1 ∈ (W(l,μ))(k(u),π(u)). Thus we also have w2 = w

′
2, and

therefore the map is injective. �
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3. The Mackey formula for cyclotomic Hecke algebras

§ 3. The Mackey formula for cyclotomic Hecke algebras
In this section, we construct various R-free basis of the cyclotomic Hecke algebra Hn,r

associated with Wn,r which are compatible with the decomposition of Wn,r to the cosets
Wn,r/W(l,μ) and the double cosets W(l,μ)\Wn,r/W(m,ν). Then we establish the Mackey formula
for cyclotomic Hecke algebras.

3.1. Let R be a unital commutative ring, and take parameters q,Q1,Q2, . . . ,Qr ∈ R such that
q is invertible in R. The cyclotomic Hecke algebra (Ariki-Koike algebra) Hn,r = H (Wn,r)
associated with Wn,r is the associative algebra with 1 over R generated by T0, T1, . . . , Tn−1

with the following defining relations:

(T0 − Q1)(T0 − Q2) . . . (T0 − Qr) = 0, (Ti + 1)(Ti − q) = 0 (1 ≤ i ≤ n − 1),(3.1.1)

T0T1T0T1 = T1T0T1T0, TiTi+1Ti = Ti+1TiTi+1 (1 ≤ i ≤ n − 2),

TiT j = T jTi (|i − j| > 1).

The subalgebra of Hn,r generated by T1, T2, . . . , Tn−1 is isomorphic to the Iwahori-Hecke
algebra H (Sn) associated with Sn. For x ∈ Sn, put Tx = Ti1Ti2 . . .Til for a reduced expres-
sion x = si1 si2 . . . sil , and {Tx | x ∈ Sn} is an R-free basis of H (Sn).

Set Li = q1−iTi−1 . . .T1T0T1 . . .Ti−1 for i = 1, 2, . . . , n. For w = xta1
1 . . . tan

n ∈ Wn,r where
x ∈ Sn and a1, . . . , an ∈ [0, r − 1], put Tw = TxLa1

1 La2
2 . . . Lan

n . Then we have that {Tw | w ∈
Wn,r} is an R-free basis of Hn,r by [2, Theorem 3.10].

For a parabolic subgroup W(l,μ) of Wn,r, we define the subalgebra H(l,μ) of Hn,r generated
by T0 (in the case where l ≥ 1) and Tx for x ∈ S(l,μ). It is isomorphic to the cyclotomic
Hecke algebra H (W(l,μ)) associated with W(l,μ). It is easy to see that {Tw | w ∈ W(l,μ)} is an
R-free basis of H(l,μ).

The following properties are well known, and one can check them by direct calculation
using the defining relations.

Lemma 3.2. We have the following.

(i) Li and Lj commute with each other for any 1 ≤ i, j ≤ n.
(ii) Ti and Lj commute with each other if j � i, i + 1.

(iii) Ti commutes with both LiLi+1 and Li + Li+1.
(iv) Lb

i+1Ti = TiLb
i + (q − 1)

∑b−1
c=0 Lc

i Lb−c
i+1 .

(v) Lb
i Ti = TiLb

i+1 − (q − 1)
∑b−1

c=0 Lc
i Lb−c

i+1 .

Lemma 3.2 implies the following lemma:

Lemma 3.3. For k ≥ 0, x ∈ S(k,n−k) and ak+1, . . . , an ∈ [0, r − 1], we have

Tx(Lak+1
k+1 Lak+2

k+2 . . . L
an
n )

= (Lak+1
x(k+1)L

ak+2
x(k+2) . . . L

an
x(n))Tx +

∑
y<x

∑
(bk+1,...,bn)∈[0,r−1]n−k

r(bk+1,...,bn)
y Ty(L

bk+1
k+1 Lbk+2

k+2 . . . L
bn
n )

for some r(b1,...,bn)
y ∈ R.

Proof. We shall prove the lemma by the induction on �(x). If �(x) = 0, it is clear. Suppose
that �(x) > 0. Let x = si1 si2 . . . sil be a reduced expression, and put x′ = xsil . Note that
Tx = Tx′Til , and we have
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Tx(Lak+1
k+1 Lak+2

k+2 . . . L
an
n )

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Tx′(L
ak+1
sil (k+1)L

ak+2
sil (k+2) . . . L

an
sil (n))Til if ail = ail+1,

Tx′(L
ak+1
sil (k+1)L

ak+2
sil (k+2) . . . L

an
sil (n))Til

+(q − 1)
∑ail+1−1

c=ail
Tx′(L

ak+1
k+1 . . . L

ail−1

il−1 )(Lc
il
L

ail+ail+1−c
il+1 )(L

ail+2

il+2 . . . L
an
n )

if ail < ail+1,

Tx′(L
ak+1
sil (k+1)L

ak+2
sil (k+2) . . . L

an
sil (n))Til

−(q − 1)
∑ail−1

c=ail+1 Tx′(L
ak+1
k+1 . . . L

ail−1

il−1 )(Lc
il
L

ail+ail+1−c
il+1 )(L

ail+2

il+2 . . . L
an
n )

if ail > ail+1

by direct calculation using Lemma 3.2. Applying the assumption of the induction to
Tx′(L

ak+1
sil (k+1)L

ak+2
sil (k+2) . . . L

an
sil (n)), we have the lemma. �

Proposition 3.4. For W(l,μ), a parabolic subgroup of Wn,r, the elements

{Tw1Tw2 | w1 ∈ W (l,μ), w2 ∈ W(l,μ)}
is an R-free basis of Hn,r. Moreover Hn,r is a free right H(l,μ)-module with an H(l,μ)-free
basis {Tw | w ∈ W (l,μ)}.

Proof. For w = xta1
1 . . . tan

n ∈ Wn,r with x ∈ Sn, we can write x = x1x2 where x1 ∈ S(l,μ),
x2 ∈ S(l,μ), and x2 = y1y2 where y1 ∈ Sl, y2 ∈ S[l]

μ . Note that �(x) = �(x1) + �(x2) and
�(x2) = �(y1) + �(y2). Then, we have

Tw = TxLa1
1 . . . Lan

n

= Tx1Tx2 La1
1 . . . Lan

n

= Tx1Ty1Ty2 La1
1 . . . Lan

n

= Tx1Ty2 (L
al+1
l+1 Lal+2

l+2 . . . L
an
n )Ty1 (L

a1
1 La2

2 . . . Lal
l ),

where we use Lemma 3.2 (i) and (ii) in the last equation. Note that y2 ∈ S[l]
μ , and we obtain

Ty2 (L
al+1
l+1 Lal+2

l+2 . . . L
an
n )

= Lal+1
y2(l+1)L

al+2
y2(l+2) . . . L

an
y2(n)Ty2 +

∑
z<y2

∑
(bl+1,...,bn)∈[0,r−1]n−l

r(bl+1,...,bn)
z Lbl+1

l+1 . . . L
bn
n Tz

by using Lemma 3.3 repeatedly. Thus, we have

Tw = Tx1 Lal+1
y2(l+1)L

al+2
y2(l+2) . . . L

an
y2(n)Ty2Ty1 (L

a1
1 La2

2 . . . Lal
l )(3.4.1)

+
∑
z<y2

∑
(bl+1,...,bn)∈[0,r−1]n−l

r(bl+1,...,bn)
z Tx1 Lbl+1

l+1 . . . L
bn
n TzTy1 (L

a1
1 La2

2 . . . Lal
l )

= (Tx1 Lal+1
y2(l+1)L

al+2
y2(l+2) . . . L

an
y2(n))(Tx2 La1

1 La2
2 . . . Lal

l )

+
∑
z<y2

∑
(bl+1,...,bn)∈[0,r−1]n−l

r(bl+1,...,bn)
z (Tx1 Lbl+1

l+1 . . . L
bn
n )(Ty1zL

a1
1 La2

2 . . . Lal
l ),

where we note that y1z < x2 = y1y2.
We define a preorder ≥ on W(l,μ) by w = xta1

1 . . . tal
l ≥ w′ = x′ta′1

1 . . . ta′l
l if x > x′. Then we

have
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Tw = Tw1Tw2 +
∑

w′1∈W(l,μ) ,w′2∈W(l,μ)
w′2<w2

rw′1,w′2Tw′1Tw′2

by the equations (3.4.1), where w1 = x1tal+1
y2(l+1)t

al+2
y2(l+2) . . . t

an
y2(n) and w2 = x2ta1

1 . . . tal
l .

This implies that {Tw1Tw2 | w1 ∈ W (l,μ), w2 ∈ W(l,μ)} is an R-free basis of Hn,r, and hence
Hn,r =

⊕
w∈W (l,μ) TwH(l,μ) as right H(l,μ)-modules. �

3.5. Recall that W(k(u),π(u)) = W(l,μ)∩uW(m,ν)u−1 for u = x
∏

i∈I(x) tai
i ∈ (l,μ)W (m,ν), and we have

W(k(u),π(u)) = {zta1
1 ta2

2 . . . tak(u)

k(u) | z ∈ S(k(u),π(u)), a1, . . . , ak(u) ∈ [0, r − 1]}.
Then, the subalgebra H(k(u),π(u)) has an R-free basis

{TzL
a1
1 La2

2 . . . Lak(u)

k(u) | z ∈ S(k(u),π(u)), a1, . . . , ak(u) ∈ [0, r − 1]}.(3.5.1)

Proposition 3.6. For each u = x
∏

i∈I(x) tai
i ∈ (l,μ)W (m,ν), we have the following:

(i) LiTu = TuLi for i = 1, 2, . . . , k(u).
(ii) TzTu = TuTx−1zx for z ∈ S(k(u),π(u)).

In particular, TuH(m,ν) has an (H(k(u),π(u)),H(m,ν))-bimodule structure by multiplications in
Hn,r. More precisely, for TuY ∈ TuH(m,ν), we have

Li(TuY) = Tu(LiY) (1 ≤ i ≤ k(u)), Tz(TuY) = Tu(Tx−1zxY) (z ∈ S(k(u),π(u))).

Proof. Recall the definition of the element Tw ∈Hn,r for w ∈ Wn,r. Then, this proposition
follows from Proposition 2.12 together with (2.11.1) and (2.11.2). �

3.7. For u = x
∏

i∈I(x) tai
i ∈ (l,μ)W (m,ν), recall that W(k(u),π(u)) = W(l,μ) ∩ uW(m,ν)u−1 and

W(k(u),π�(u)) = u−1W(k(u),π(u))u (see (2.11.7)) are parabolic subgroups of Wn,r. Then, the subal-
gebra H(k(u),π(u)) (resp. H(k(u),π�(u))) has an R-free basis

{TzL
a1
1 . . . La(k(u)

k(u) | z ∈ S(k(u),π(u)), a1, . . . ak(u) ∈ [0, z − 1]}
(resp. {TyLa1

1 . . . Lak(u)

k(u) | y ∈ S(k(u),π�(u)), a1, . . . ak(u) ∈ [0, z − 1]}),
where we note that S(k(u),π�(u)) = x−1S(k(u),π(u))x by (2.11.6).

Corollary 3.8. For u = x
∏

i∈I(x) tai
i ∈ (l,μ)W (m,ν), we have the following:

(i) TuH(k(u),π�(u)) has an (H(k(u),π(u)),H(k(u),π�(u)))-bimodule structure by multiplications
in Hn,r.

(ii) We have the isomorphism of (H(k(u),π(u)),H(m,ν))-bimodules

TuH(m,ν) � TuH(k(u),π�(u)) ⊗H(k(u),π�(u))
H(m,ν).

Proof. (i) follows from Proposition 3.6 (note that S(k(u),π�(u)) = x−1S(k(u),π(u))x). Note that
u ∈ (l,μ)W (m,ν) ⊂ W (m,ν), and H(k(u),π�(u)) is a subalgebra of H(m,ν). Then, by Proposition 3.4,
we see that TuH(k(u),π�(u)) �H(k(u),π�(u)) as right H(k(u),π�(u))-modules, and we obtain (ii). �

3.9. By Corollary 2.15, any element w ∈ Wn,r is uniquely written as
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w = w1uw2 (u ∈ (l,μ)W (m,ν), w1 ∈ (W(l,μ))(k(u),π(u)), w2 ∈ W(m.ν)).(3.9.1)

By using this decomposition, we define T̃w ∈Hn,r by T̃w = Tw1TuTw2 .

Proposition 3.10. We have the following.

(i) Hn,r =
∑

u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν).

(ii) {T̃w | w ∈ Wn,r} is an R-free basis of Hn,r.

Proof. We prove (i). First we prove that

Tv ∈
∑

u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν) for any v = x
∏
i∈I(x)

tai
i ∈ (l,μ)W ∩W (m,ν)(3.10.1)

by induction on the order � on (l,μ)W ∩W (m,ν).
If v is minimal in (l,μ)W ∩W (m,ν), it is also minimal in O(v). Then we have v ∈ (l,μ)W (m,ν),

and (3.10.1) is clear.
Suppose that v is not minimal in (l,μ)W ∩ W (m,ν). If v is minimal in O(v), we have v ∈

(l,μ)W (m,ν), and (3.10.1) is clear. We also suppose that v is not minimal in O(v). Then, there
exists s j′ = xs jx−1 ∈ S τ(x) = S (l,μ) ∩ xS (m,ν)x−1 such that a j > a j+1 and j, j + 1 ∈ I(x)
by definitions (see (2.5.2), (2.5.3) and (2.5.5)). Since x ∈ (l,μ)S

(m,ν)
n , we have �(s j′ x) =

�(s j′) + �(x) and �(xs j) = �(x) + �(s j), and thus T j′Tx = Tsj′ x = Txs j = TxT j. Put ai = 0 if
i � I(x). Then we obtain

T j′Tv = T j′(TxLa1
1 La2

2 . . . Lan
n )(3.10.2)

= TxT j(L
a1
1 La2

2 . . . Lan
n )

= Tx(La1
1 . . . La j−1

j−1 )(La j+1

j La j

j+1)(La j+2

j+2 . . . L
an
n )T j

− (q − 1)
a j−1∑

c=a j+1

Tx(La1
1 . . . La j−1

j−1 )(Lc
jL

a j+a j+1−c
j+1 )(La j+2

j+2 . . . L
an
n ),

where we use Lemma 3.2 in the last equation (note a j > a j+1). Since

x(ta1
1 . . . ta j−1

j−1 )(ta j+1

j ta j

j+1)(ta j+2

j+2 . . . t
an
n ) ≺ v,

x(ta1
1 . . . ta j−1

j−1 )(tc
jt

a j+a j+1−c
j+1 )(ta j+2

j+2 . . . t
an
n ) ≺ v (a j+1 ≤ c ≤ a j − 1),

the assumption of the induction implies

Tx(La1
1 . . . La j−1

j−1 )(La j+1

j La j

j+1)(La j+2

j+2 . . . L
an
n ) ∈

∑
u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν),

Tx(La1
1 . . . La j−1

j−1 )(Lc
jL

a j+a j+1−c
j+1 )(La j+2

j+2 . . . L
an
n ) ∈

∑
u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν).

Combining them with (3.10.2), we conclude that

Tv ∈
∑

u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν),

where we note that T−1
j′ ∈H(l,μ) and T j ∈H(m,ν). Thus we proved (3.10.1).

In order to prove (i), it is enough to show that
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Tw ∈
∑

u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν) for any w = xta1
1 ta2

2 . . . tan
n ∈ Wn,r.(3.10.3)

We prove (3.10.3) by the induction on �(x).
If �(x) = 0, we have

Tw = La1
1 La2

2 . . . Lan
n =

⎧⎪⎪⎨⎪⎪⎩
(La1

1 La2
2 . . . Lal

l )(Lal+1
l+1 Lal+2

l+2 . . . L
an
n ) if l ≥ m,

(Lam+1
m+1Lam+2

m+2 . . . L
an
n )(La1

1 La2
2 . . . Lam

m ) if l < m.
(3.10.4)

We see that

(tal+1
l+1 tal+2

l+2 . . . t
an
n ) ∈ (l,μ)W ∩W (m,ν) if l ≥ m,

(tam+1
m+1 tam+2

m+2 . . . t
an
n ) ∈ (l,μ)W ∩W (m,ν) if l < m,

where we note that I(e) = [m + 1, n] ∩ {l + 1, l + 2, . . . , n} for the identity element e ∈ Sn.
Thus we have

(La1
1 La2

2 . . . Lal
l ) ∈H(l,μ),

(La1
1 La2

2 . . . Lam
m ) ∈H(m,ν),

(Lal+1
l+1 Lal+2

l+2 . . . L
an
n ) ∈

∑
u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν) if l ≥ m,

(Lam+1
m+1Lam+2

m+2 . . . L
an
n ) ∈

∑
u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν) if l < m

by (3.10.1). Then, using the above facts together with (3.10.4), we obtain Tw ∈∑
u∈ (l,μ)W (m,ν) H(l,μ)TuH(m,ν).
Suppose that �(x) > 0. We can uniquely write x = x1x2x3 for some x2 ∈ (l,μ)S(m,ν),

x1 ∈ (S(l,μ))τ(x2) and x3 ∈ S(m,ν). It implies �(x) = �(x1) + �(x2) + �(x3) by the general theory
of Coxeter group. Thus we deduce

Tw = Tx1Tx2Tx3 La1
1 La2

2 . . . Lan
n = Tx1Tx2Tx3 (L

am+1
m+1Lam+2

m+2 . . . L
an
n )(La1

1 La2
2 . . . Lam

m ).

Applying Lemma 3.3, we have

Tw = Tx1Tx2 (L
am+1
x3(m+1)L

am+2
x3(m+2) . . . L

an
x3(n))Tx3 (L

a1
1 La2

2 . . . Lam
m )

+
∑
y3<x3

∑
(bm+1,...bn)∈[0,r−1]n−m

r(bm+1,...,bn)
y3

Tx1Tx2Ty3 (L
bm+1
m+1Lbm+2

m+2 . . . L
bn
n )(La1

1 La2
2 . . . Lam

m ).

(3.10.5)

Since Tx1Tx2Tx3 = Tx, we obtain∑
y3<x3

∑
(bm+1,...bn)∈[0,r−1]n−m

r(bm+1,...,bn)
y3

Tx1Tx2Ty3 (L
bm+1
m+1Lbm+2

m+2 . . . L
bn
n )(La1

1 La2
2 . . . Lam

m )(3.10.6)

∈
∑

u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν)

by the assumption of the induction. Note that {x3(m + 1), x3(m + 2), . . . , x3(n)} = [m + 1, n]
by x3 ∈ S(m,ν). By Lemma 3.3, we have

Tx1Tx2 (L
am+1
x3(m+1)L

am+2
x3(m+2) . . . L

an
x3(n)) = Tx1Tx2 (L

a′m+1
m+1La′m+2

m+2 . . . L
a′n
n )
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= Tx1 (L
a′m+1
x2(m+1)L

a′m+2
x2(m+2) . . . L

a′n
x2(n))Tx2

+
∑
y2<x2

∑
(b1,...,bn)∈[0,r−1]n

r(b1,...,bn)
y2

Tx1Ty2 (L
b1
1 Lb2

2 . . . Lbn
n ),

where we put a′i = ax−1
3 (i) for i = m+1, . . . , n. By the assumption of the induction, we deduce

∑
y2<x2

∑
(b1,...,bn)∈[0,r−1]n

r(b1,...,bn)
y2

Tx1Ty2 (L
b1
1 Lb2

2 . . . Lbn
n ) ∈

∑
u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν).

By Lemma 3.3, we also have

Tx1 (L
a′m+1
x2(m+1)L

a′m+2
x2(m+2) . . . L

a′n
x2(n))Tx2 = Tx1 (

∏
m+1≤i≤n

x2(i)≤l

La′i
x2(i))(

∏
m+1≤i≤n

x2(i)>l

La′i
x2(i))Tx2

= Tx1 (
∏

m+1≤i≤n
x2(i)≤l

La′i
x2(i))Tx2 (

∏
i∈I(x2)

La′i
i )

− Tx1 (
∏

m+1≤i≤n
x2(i)≤l

La′i
x2(i))(

∑
y2<x2

∑
(b1,...,bn)∈[0,r−1]n

r(b1,...,bn)
y2

Ty2 (L
b1
1 Lb2

2 . . . Lbn
n ))

∈
∑

u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν)

since Tx1 (
∏

m+1≤i≤n
x2(i)≤l

La′i
x2(i)) ∈ H(l,μ), Tx2 (

∏
i∈I(x2) La′i

i ) ∈ ∑u∈ (l,μ)W (m,ν) H(l,μ)TuH(m,ν) by (3.10.1),

and Ty2 (L
b1
1 Lb2

2 . . . Lbn
n ) ∈ ∑u∈ (l,μ)W (m,ν) H(l,μ)TuH(m,ν) for y2 < x2 again by the assumption of

the induction. As a consequence, we obtain

Tx1Tx2 (L
am+1
x3(m+1)L

am+2
x3(m+2) . . . L

an
x3(n)) ∈

∑
u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν),

and this implies that

Tx1Tx2 (L
am+1
x3(m+1)L

am+2
x3(m+2) . . . L

an
x3(n))Tx3 (L

a1
1 La2

2 . . . Lam
m ) ∈

∑
u∈ (l,μ)W (m,ν)

H(l,μ)TuH(m,ν),(3.10.7)

since Tx3 (L
a1
1 La2

2 . . . Lam
m ) ∈ H(m,ν). Thanks to (3.10.5), (3.10.6) and (3.10.7), we obtain

(3.10.3), and hence we proved (i).
We prove (ii). For each u ∈ (l,μ)W (m,ν), the set of elements

{Tw1Tv | w1 ∈ (W(l,μ))(k(u),π(u)), v ∈ W(k(u),π(u))}
is an R-free basis of H(l,μ) by Proposition 3.4. Note that TuH(m,ν) is a left H(k(u),π(u))-module
by Proposition 3.6, then (i) implies that Hn,r is spanned by

{Tw1TuTw2 | u ∈ (l,μ)W (m,ν), w1 ∈ (W(l,μ))(k(u),π(u)), w2 ∈ W(m,ν)} = {T̃w | w ∈ Wn,r}
as an R-module. Then we can define the surjective homomorphism of R-modules φ : Hn,r →
Hn,r such that φ(Tw) = T̃w (w ∈ Wn,r), and φ is an isomorphism by [19, Theorem 2.4].
Therefore, {T̃w | w ∈ Wn,r} is an R-free basis of Hn,r. �

3.11. For a parabolic subgroup W(l,μ) of Wn,r (resp. W(k(u),π�(u)) of W(m,ν)), we define the
restriction functor
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H ResWn,r

W(l,μ)
: Hn,r -mod→H(l,μ) -mod

(resp. H ResW(m,ν)

W(k(u),π�(u))
: H(m,ν) -mod→H(k(u),π�(u)) -mod)

by the restriction of the action. We also define the induction functor

H IndWn,r

W(l,μ)
=Hn,r ⊗H(l,μ) − : H(l,μ) -mod→Hn,r -mod,

where we regard Hn,r as an (Hn,r,H(l,μ))-bimodule by multiplications.
For u ∈ (l,μ)W (m,ν), we consider the induction functor

H IndW(l,μ)

W(k(u),π(u))
=H(l,μ) ⊗H(k(u),π(u)) − : H(k(u),π(u)) -mod→H(l,μ) -mod,

where we note that H(k(u),π(u)) is a subalgebra of H(l,μ). We also introduce the functor Tu(−) :
H(k(u),π�(u)) -mod→H(k(u),π(u)) -mod by

Tu(−) = TuH(k(u),π�(u)) ⊗H(k(u),π�(u))
− : H(k(u),π�(u)) -mod→H(k(u),π(u)) -mod .

We see that any functor defined in the above is exact by Proposition 3.4. Then now we
obtain the first main theorem of this paper.

Theorem 3.12 (The Mackey formula for cyclotomic Hecke algebras). For 0 ≤ l,m ≤ n,
μ � n − l and ν � n − m, we have the following:

(i) There exists an isomorphism of (H(l,μ),H(m,ν))-bimodules

Hn,r →
⊕

u∈ (l,μ)W (m,ν)

(H(l,μ) ⊗H(k(u),π(u)) TuH(m,ν))

given by T̃w = Tw1TuTw2 �→ Tw1 ⊗ TuTw2 where u ∈ (l,μ)W (m,ν), w1 ∈ (W(l,μ))(k(u),π(u))

and w2 ∈ W(m,ν).
(ii) For a left H(m,ν)-module M, we have a natural isomorphism of left H(l,μ)-modules

Hn,r ⊗H(m,ν) M �
⊕

u∈ (l,μ)W (m,ν)

(H(l,μ) ⊗H(k(u),π(u)) TuH(m,ν)) ⊗H(m,ν) M.

(iii) We have an isomorphism of functors

H ResWn,r

W(l,μ)
◦H IndWn,r

W(m,ν)
�
⊕

u∈ (l,μ)W (m,ν)

H IndW(l,μ)

W(k(u),π(u))
◦Tu(−) ◦ H ResW(m,ν)

W(k(u),π�(u))
.

Proof. We prove (i). Since {T̃w | w ∈ Wn,r} is an R-free basis of Hn,r by Proposition 3.10
(ii), we can define a homomorphism of R-modules

Φ : Hn,r →
⊕

u∈ (l,μ)W (m,ν)

(H(l,μ) ⊗H(k(u),π(u)) TuH(m,ν)),

by T̃w = Tw1TuTw2 �→ Tw1 ⊗ TuTw2 (u ∈ (l,μ)W (m,ν), w1 ∈ (W(l,μ))(k(u),π(u)), w2 ∈ W(m,ν)). In
order to define the inverse map of Φ, for u ∈ (l,μ)W (m,ν), let

Ψ′u : H(l,μ) × TuH(m,ν) →Hn,r,

be the multiplication map in Hn,r. Since TuH(m,ν) (resp. H(l,μ)) is a left (resp. right)
H(k(u),π(u))-module by multiplications in Hn,r (see Proposition 3.6), it is clear that Ψ′u is a
H(k(u),π(u))-balanced map. Thus we have the homomorphism of R-modules
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Ψu : H(l,μ) ⊗H(k(u),π(u)) TuH(m,ν) →Hn,r, X ⊗ Y �→ XY.

Then it is clear that Ψ =
⊕

u∈ (l,μ)W (m,ν) Ψu is the inverse map of Φ, and we see that Φ is
isomorphism. Obviously, Ψ is an isomorphism of (H(l,μ),H(m,ν))-bimodules since actions in
both sides are given by multiplications. Thus Φ is also an isomorphism of (H(l,μ),H(m,ν))-
bimodules. (ii) follows from (i), and (iii) follows from (i) together with Corollary 3.8. �

4. The Mackey formula for the categories  of rational Cherednik algebras of type
G(r, 1, n)

§ 4. The Mackey formula for the categories  of rational Cherednik algebras of
type G(r, 1, n)

In this section, we discuss the Mackey formula for the categories  of the rational Chered-
nik algebras associated with the complex reflection group Wn,r.

4.1. Let W be a finite complex reflection group and let h be the C-vector space on which W
acts by reflections. Let W be the set of reflection hyperplanes, and let hreg

W = h\⋃H∈W
H

be its complement. We denote by W the set of reflections in W. For s ∈ W , write λs for
the non-trivial eigenvalue of s in h∗. For s ∈ W , let αs ∈ h∗ be a generator of Im(s|h∗ − 1)
and let α∨s be the generator of Im(s|h − 1) such that 〈αs, α

∨
s 〉 = 2 where 〈 , 〉 is the standard

pairing between h and h∗. Let (hreg
W ) be the C-algebra of algebraic differential operators on

the smooth affine manifold hreg
W . The action of the group W on h induces an action of W on

the C-algebra (hreg
W ). We denote the smash product of the algebra (hreg

W ) and the group
W by (hreg

W ) �W. The rational Cherednik algebra H(W) = H(W, h) associated with W is a
subalgebra of (hreg

W ) � W which is generated by elements of C[h], elements of W and the
Dunkl operators Dξ for ξ ∈ h:

Dξ = ∂ξ +
∑
s∈W

2cs

1 − λs

αs(ξ)
αs

(s − 1) ∈ (hreg
W ) �W

where {cs}s∈W is the parameter of the algebra H(W).

4.2. The category (W) is a full subcategory of the category of finitely generated H(W)-
modules on which object the Dunkl operators acts locally nilpotently. For a module M ∈
(W), we consider the localization Man = 

an
h

reg
W
⊗C[h] M where 

an
h

reg
W

is the sheaf of holo-

morphic functions on hreg
W . Since we have C[hreg

W ] ⊗C[h] H(W) = (hreg
W ) � W, the algebra

(hreg
W )�W acts on Man. Considering the W-equivariant local system of horizontal sections

together with the monodromy action of the fundamental group π1(hreg
W /W, p̄0) for a certain

fixed point p̄0 ∈ hreg
W /W, we obtain the finite-dimensional vector space KZW(M). By [11],

the monodromy action factors through a Hecke algebra H (W) associated with W with a
parameter q determined by the formula in [11, Section 5.2], and we have the functor

KZW : (W)→H (W) -mod, M �→ KZW(M).

4.3. For a parabolic subgroup W ′ of W, Bezrukavnikov and Etingof introduced the functors
of parabolic restriction ResW

W′ and induction IndW
W′ for modules of the category  in [3].

They are exact functors ResW
W′ : (W) −→ (W ′), IndW

W′ : (W ′) −→ (W) between
the categories  for the rational Cherednik algebras H(W) and H(W ′).
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4.4. For a parabolic subgroup W ′ of W and an element x ∈ W, we have a C-algebra isomor-
phism θ(x)

W′ : H(xW ′x−1) −→ H(W ′) given by f �→ x−1 f x for f ∈ H(xW ′x−1). We define a
functor

Θ
(x)
W′ : (W ′)→ (xW ′x−1), M �→ Mθ(x)

W′ ,

where Mθ(x)
W′ = M as vector spaces and the action is twisted by θ(x)

W′ . We sometimes denote

the functor Θ(u)
W′ by u(−) and also denote Mθ(u)

W′ by uM when we need not notify the subgroup
W ′.

4.5. Consider the parabolic subgroups W(l,μ) and W(m,ν) of Wn,r. For a double coset repre-
sentative u = x

∏
i∈I(x) tai

i ∈ (l,μ)W (m,ν), we have W(l,μ) ∩ uW(m,ν)u−1 = W(k(u),π(u)) by Proposi-
tion 2.13, and u−1W(k(u),π(u))u = W(k(u),π�(u)) by (2.11.7). Recall that we denote by X(k(u),π(u)) ⊂
{s0, s1, . . . , sn−1} (resp. X(k(u),π�(u))) the set of standard generators of the parabolic subgroup
W(k(u),π(u)) (resp. W(k(u),π�(u))).

4.6. Let h = Cn be the reflection representation of the complex reflection group Wn,r. The
group Wn,r is naturally identified with a finite quotient group of the fundamental group Bn,r =

π1(hreg
Wn,r

/Wn,r, p̄0) of hreg
Wn,r

/Wn,r with a fixed base point p̄0 ∈ hreg
Wn,r

/Wn,r. Similarly, the Hecke
algebra Hn,r is the finite-dimensional quotient algebra of the group algebra CBn,r. For u ∈
(l,μ)W (m,ν) and s j ∈ X(k(u),π(u)), we see that the identity s ju = usψ( j) in Proposition 2.12 also
holds in Bn,r since the identity follows only from the braid relations, and so does in Hn,r.
The following lemma follows from the definition of KZ functors and the identity in Bn,r.
Since this lemma is key to prove the Mackey formula for the category  by the lifting
argument and it may not so clear for non-experts, we will give the proof of the lemma later
in Appendix A.

Lemma 4.7. For a double coset representative u ∈ (l,μ)W (m,ν) and a module M ∈
(W(k(u),π�(u))), we have the following isomorphism of functors :

KZW(k(u),π(u)) ◦ u(−) � Tu(−) ◦ KZW(k(u),π�(u))
.

By the above lemma, we obtain the Mackey formula for the categories  as a corollary
of Theorem 3.12.

Proposition 4.8. We have the following isomorphism of functors :

ResWn,r

W(l,μ)
◦ IndWn,r

W(m,ν)
�
⊕

u∈(l,μ)W (m,ν)

IndW(l,μ)

W(k(u),π(u))
◦ u(−) ◦ ResW(m,ν)

W(k(u),π�(u))
.

Proof. The proof is the same with the proof of [16, Theorem 2.7.2]. By [22, Theorem
2.1] and Lemma 4.7, the KZ functors commute with the parabolic restriction functors and
the twisting functors. Thus, we have the isomorphism of functors

KZW(l,μ) ◦ ResWn,r

W(l,μ)
◦ IndWn,r

W(m,ν)
�
⊕

u∈(l,μ)W (m,ν)

KZW(l,μ) ◦ IndW(l,μ)

W(k(u),π(u))
◦ u(−) ◦ ResW(m,ν)

W(k(u),π�(u))

by Theorem 3.12. By [22, Lemma 2.4], this isomorphism implies the isomorphism of the
proposition. �
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4.9. In order to obtain the Mackey formula for Hecke algebras, we should take standard
parabolic subgroups since we use explicit calculations using Ariki-Koike basis of Hn,r. We
also should take standard parabolic subgroups for its lifting to categories  in Proposition 4.8
since we need suitable corresponding identity in Bn,r to one in Proposition 2.12. However,
once we obtain the formula for standard parabolic subgroups in categories , we can extend
it to the formula for any parabolic subgroups as follows. Note that any parabolic subgroup
of Wn,r coincides with xW(l,μ)x−1 for some l ≥ 0, μ � n − l and x ∈ Wn,r. By applying
the twisting functors Θ(x)

W(l,μ)
, Θ(y−1)

yW(m,ν)y−1 to the isomorphism of Proposition 4.8 and using the
equivariance of the parabolic induction and restriction, we finally obtain the second main
theorem of this paper, which supports Conjecture 0.1 :

Theorem 4.10 (The Mackey formula for  over cyclotomic rational Cherednik algebras).
Let Wa,Wb be parabolic subgroups of Wn,r, and aWb be a complete set of double coset
representatives of Wa\Wn,r/Wb. Then we have the following isomorphism of functors :

ResW
Wa
◦ IndW

Wb
�
⊕
u∈aWb

IndWa

Wa∩uWbu−1 ◦ u(−) ◦ ResWb

u−1Wau∩Wb
.

Appendix A Proof of Lemma 4.7

Appendix A. Proof of Lemma 4.7
In this appendix, we discuss the proof of Lemma 4.7. Though the argument is straight-

forward from definitions, we give a proof here for readers who are not so familiar with the
KZ functor. In order to give the proof, we need to review the definition of the monodromy
action of the Hecke algebra on the KZ functor, so most part of this appendix is devoted to
review of the results of [6] and [11].

A.1. First, we review the definition of the action of the Hecke algebra on the KZ functor.
For a module M ∈ (W), we consider the localization Man = 

an
h

reg
W
⊗C[h] M where an

h
reg
W

is the

sheaf of holomorphic functions on hreg
W . Since we have C[hreg

W ]⊗C[h] H(W) = (hreg
W )�W, the

algebra (hreg
W )�W acts on Man. Namely, Man is a vector bundle on hreg

W with a W-equivariant
flat connection. Let (Man)∇ be the W-equivariant local system of horizontal sections of Man.
For any point p ∈ hreg

W , the stalk (Man)∇p at the point p is a finite-dimensional vector space
over C. Fix a point p0 ∈ hreg

W , and then we set KZW(M) = (Man)∇p0
as a vector space. Let

p̄0 ∈ hreg
W /W be the image of p0 under the projection hreg

W −→ hreg
W /W, and let π1(hreg

W /W, p̄0)
be the fundamental group of the space hreg

W /W with the base point p̄0. The vector space
KZW(M) is naturally equipped with the action of the fundamental group π1(hreg

W /W, p̄0) via
monodromy as follows.

Let [0, 1] ⊂ R be the closed interval between 0 and 1 (not an interval in Z). For a
path γ : [0, 1] −→ hreg

W and a germ v ∈ (Man)∇γ(0) at γ(0), we have its analytic continuation
v′ ∈ (Man)∇γ(1) at γ(1) through the path γ. Then, we define an operator of analytic continuation

S M(γ) : (Man)∇γ(0) −→ (Man)∇γ(1), v �→ v′.

Following [6, §2.B.], recall how we obtain a homomorphism of π1(hreg
W /W, p̄0) to W: Note

that, for a loop σ ∈ π1(hreg
W /W, p̄0) and a point p ∈ W p0, we have a unique path pσ̃ :

[0, 1] −→ hreg
W such that pσ̃(0) = p and its image in hreg

W /W coincides with σ. The path pσ̃

in hreg
W is called a lift of the element σ ∈ π1(hreg

W /W, p̄0). As [6], we describe elements of
π1(hreg

W /W, p̄0) by their lifts (see [6, Appendix A]). For the above loop σ, we set σ = w ∈ W
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where w is an element with pσ̃(1) = w(p).
For loops σ, σ′ ∈ π1(hreg

W /W, p̄0), we denote the composition of loops σ and σ′ by σ′ ·σ;
i.e.

(σ′ · σ)(t) =

⎧⎪⎪⎨⎪⎪⎩
σ(2t) (0 ≤ t ≤ 1/2)

σ′(2t − 1) (1/2 ≤ t ≤ 1)

Similarly, for paths γ, γ′ in hreg
W with γ(0) = p, γ(1) = γ′(0) = p′ and γ′(1) = p′′, define the

composite path γ′ · γ by

(γ′ · γ)(t) =

⎧⎪⎪⎨⎪⎪⎩
γ(2t) (0 ≤ t ≤ 1/2)

γ′(2t − 1) (1/2 ≤ t ≤ 1)

It is a path from p to p′′. For a path γ in hreg
W and an element g ∈ W, let g(γ) be a path given

by (g(γ))(t) = g(γ(t)).
For loops σ, σ′ ∈ π1(hreg

W /W, p̄0), the path σ(p0σ̃′) is a lift of σ′ with initial point σ(p0),
and thus the composite path σ(p0σ̃′) · p0σ̃ is a lift of the composite loop σ′ · σ. Then, we
have

(σ(p0σ̃′) · p0σ̃)(1) = σ(σ′(p0)),

and hence σ′ · σ = σσ′ ∈ W. That is, we have a homomorphism of groups ([6, (2.10)])

(−) : π1(hreg
W /W, p̄0)opp −→ W.

Now we consider an action of the fundamental group given by monodromy

T̃M : π1(hreg
W /W, p̄0)opp −→ GL((Man)∇p0

), σ �→ S M((p0σ̃)−1)σ.

By [6, Theorem 4.12] and [11, Theorem 5.13], the linearly extended homomorphism T̃M

factors through an algebra homomorphism T̃M : H (W) −→ EndC((Man)∇p0
). Then we

obtain the functor

KZW : (W)→H (W) -mod, M �→ KZW(M).

A.2. Let W ′ ⊂ W be a parabolic subgroup and let x ∈ W be an element. Recall the functor
Θ

(x)
W′ : H(xW ′x−1) −→ H(W ′) introduced in 4.4. For a module M ∈ (W ′) and a point

p ∈ hreg
W′ , the functor Θ(x)

W′ induces an isomorphism Θ̂(x)
W′ : (Man)∇p −→ (Θ(x)

W′M
an)∇p � (Man)∇x(p)

of vector spaces, and we have the following commutative diagram:

(Man)∇γ(0)
S M(γ) ��

Θ̂
(x)
W′

��

(Man)∇γ(1)

Θ̂
(x)
W′

��
(Man)∇x(γ)(0) S

Θ
(x)
W′ (M)

(x(γ))
�� (Man)∇x(γ)(1)

for a path γ in hreg
W′ . Here x(γ) is the path given by x(γ)(t) = x(γ(t)).

A.3. Now we consider the case of the complex reflection group Wn,r. Consider the parabolic
subgroups W(l,μ) and W(m,ν) of Wn,r. For a double coset representative u = x

∏
i∈I(x) tai

i ∈
(l,μ)W (m,ν), we have W(l,μ)∩uW(m,ν)u−1 = W(k(u),π(u)) by Proposition 2.13, and u−1W(k(u),π(u))u =
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W(k(u),π�(u)) by (2.11.7). Recall that we denote by X(k(u),π(u)) ⊂ {s0, s1, . . . , sn−1} (resp.
X(k(u),π�(u))) the set of standard generators of the parabolic subgroup W(k(u),π(u)) (resp.

W(k(u),π�(u))). We sometimes denote the functor Θ(u)
W(k(u),π�(u))

by u(−) and also denote M
θ(u)

W
(k(u),π�(u))

by uM when we need not notify the subgroup W(k(u),π�(u)).

A.4. Let Bn,r = π1(hreg
Wn,r

/Wn,r, p̄0) be the fundamental group of the space hreg
Wn,r

/Wn,r. It is the
braid group associated with Wn,r. For j = 0, 1, . . . , n − 1, we fix a generator σ j ∈ Bn,r of
the braid group given in [6, §2B] such that σ j = s j. Then the image of σ0, . . . , σn−1 in
Hn,r = H (Wn,r) are T0, . . . , Tn−1 ∈ Hn,r, the generators of the Hecke algebra Hn,r which
we introduced in 3.1. For i = 1, . . . , n, we set γi = σi−1σi−2 . . . σ1σ0σ1 . . . σi−1, an element
in Bn,r. Then, its image in Hn,r is qi−1Li and we have γi = ti. Note that these elements γ1,
. . . , γn mutually commute since the commutativity of t1, . . . , tn ∈ Wn,r is obtained only by
using the braid relations. For the double coset representative u = x

∏
i∈I(x) tai

i ∈ (l,μ)W (m,ν),
we consider an element ω =

(∏
i∈I(x) γ

ai
i
)
σil . . . σi1 ∈ Bn,r where x = si1 . . . sil is a reduced

expression of x ∈ Sn. Then, we have ω = u. By Proposition 2.12, for s j ∈ X(k(u),π(u)), there
exists sψ( j) ∈ X(k(u),π�(u)) such that s j(si1 si2 . . . sil

∏
i∈I(x) tai

i ) = (si1 si2 . . . sil
∏

i∈I(x) tai
i )sψ( j), and

this identity can be lifted to the identity

(A.4.1) ωσ j = σψ( j)ω

in the braid group Bn,r.
By the embedding of [6, §2D], we identify the braid group B(k(u),π(u)) (resp. B(k(u),π�(u)))

associated with the parabolic subgroup W(k(u),π(u)) (resp. W(k(u),π�(u))) with the subgroup of
Bn,r generated by the standard generators {σ j | s j ∈ X(k(u),π(u))} (resp. {σ j | s j ∈ X(k(u),π�(u))}).
See also [22, Section 2.2] for the embedding of parabolic subgroups.

Now we prove Lemma 4.7.

Lemma A.5 (Lemma 4.7). For a double coset representative u ∈ (l,μ)W (m,ν) and a module
M ∈ (W(k(u),π�(u))), we have the following isomorphism of functors :

KZW(k(u),π(u)) ◦ u(−) � Tu(−) ◦ KZW(k(u),π�(u))
.

Proof. Note that an H(k(u),π(u))-module TuN for an H(k(u),π�(u))-module N is isomorphic
to N as a vector space by the map N −→ TuN, v �→ Tuv and the action of Tz ∈ H(k(u),π(u))

corresponding to z ∈ W(k(u),π(u)) on TuN is given by TzTuv = Tu(Tu−1zuv) for v ∈ N. For a
module M ∈ (W(k(u),π�(u))), we define a map

κ(u) : (Tu(−) ◦ KZW(k(u),π�(u))
)(M) −→ (KZW(k(u),π(u)) ◦Θ(u)

W(k(u),π�(u))
)(M),

Tu v �→ Θ̂(u)
W(k(u),π�(u))

◦ S M(u−1((p0ω̃)−1))(v)

for v ∈ KZW(k(u),π�(u))
(M) = (Man)∇p0

. Here we remark that we have ω = u and u−1((p0ω̃)−1) is a
path from p0 to u−1(p0). Obviously κ(u) is an isomorphism of C-vector spaces. We see that
the map κ(u) commutes with the action of the Hecke algebra H(k(u),π(u)) by direct computation
as follows: For v ∈ KZW(k(u),π�(u))

(M) = (Man)∇p0
and Ti ∈ H(k(u),π(u)) corresponding to the

generator si ∈ X(k(u),π(u)), we have
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κ(u)(Ti(Tuv)) = κ(u)(Tu(Tψ(i)v))

= Θ̂
(u)
W(k(u),π�(u))

◦ S M(u−1((p0ω̃)−1))(S M((p0σ̃ψ(i))−1)sψ(i)v)

= S uM((p0ω̃)−1 · u((p0σ̃ψ(i))−1))si ◦ Θ̂(u)
W(k(u),π�(u))

(v).

Here we can deduce that the path (p0ω̃)−1 ·u((p0σ̃ψ(i))−1) = (u(p0σ̃ψ(i))·p0ω̃)−1 = (p0 ˜σψ(i) · ω)−1

is lifted from the element (σψ(i) · ω)−1 ∈ Bn,r, being equal to (ω · σi)−1 ∈ Bn,r by (A.4.1).
Thus, by the uniqueness of lifting from the fixed initial base point (usψ(i))(p0) = (siu)(p0),
we have

S uM((p0 ˜σψ(i) · ω)−1) = S uM((p0ω̃ · σi)−1) = S uM((p0σ̃i)−1 · si((p0ω̃)−1)).

Therefore, we have

κ(u)(Ti(Tuv)) = S uM((p0ω̃)−1 · u((p0σ̃ψ(i))−1))si ◦ Θ̂(u)
W(k(u),π�(u))

(v)

= S uM((p0σ̃i)−1 · si((p0ω̃)−1))si ◦ Θ̂(u)
W(k(u),π�(u))

(v)

= (S uM((p0σ̃i)−1)si)(S uM((p0ω̃)−1) ◦ Θ̂(u)
W(k(u),π�(u))

(v)) = Ti · κ(u)(Tuv).

That is, the map κ(u) is a homomorphism of H(k(u),π(u))-modules. It is clear from the definition
that κ(u) is functorial, and hence we have the desired isomorphism of functors. �

Appendix B A root system for G(r, 1, n)

Appendix B. A root system for G(r, 1, n)
In this appendix, we explain some connection with a root system for the complex reflec-

tion group of type G(r, 1, n) introduced in [5]. We use notation and results given in [20].

B.1. Let V be a complex vector space with a basis {ε1, ε2, . . . , εn}. Let ζ = exp(2π
√−1/r) be

the primitive r-th root of unity. Then Wn,r acts on V by

(xta1
1 . . . tan

n ) · εi = ζ
aiεx(i) (x ∈ Sn, 0 ≤ a1, . . . , an ≤ r − 1, 1 ≤ i ≤ n).

For i = 1, . . . , n−1, a vector εi+1−εi is orthogonal to the reflection hyperplane corresponding
the reflection si, and a vector ε1 is orthogonal to the reflection hyperplane corresponding the
reflection s0. Put

Δ = {εi+1 − εi | 1 ≤ i ≤ n − 1} ∪ {ε1}
and put Φ = Wn,r · Δ. Then we have

Φ = {ζaεi − ζbε j | 1 ≤ i � j ≤ n, 0 ≤ a, b ≤ r − 1} ∪ {ζaεi | 1 ≤ i ≤ n, 0 ≤ a ≤ r − 1}.

B.2. In this appendix, we identify elements a ∈ Z/rZ with integers 0 ≤ a ≤ r − 1. We
consider a set X = {e(a)

i | 1 ≤ i ≤ n, a ∈ Z/rZ}, where e(a)
i is just a symbol indexed by i and

a. One can define an action of Wn,r on X by

(xta1
1 . . . tan

n ) · e(a)
i = e(a+ai)

x(i) (x ∈ Sn, 0 ≤ a1, . . . , an ≤ r − 1, 1 ≤ i ≤ n, a ∈ Z/rZ).

We also define another action of Wn,r on X by

(xta1
1 . . . tan

n ) ∗ e(a)
i = e(a−ai)

x(i) (x ∈ Sn, 0 ≤ a1, . . . , an ≤ r − 1, 1 ≤ i ≤ n, a ∈ Z/rZ).
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We express an element (e(a)
i , e(b)

j ) ∈ X × X as e(a)
i − e(b)

j in the case where i � j. Then we
define a root system Φ for Wn,r by

Φ = {e(a)
i − e(b)

j | 1 ≤ i � j ≤ n, a, b ∈ Z/rZ} ∪ {e(a)
i | 1 ≤ i ≤ n, a ∈ Z/rZ}.

We define subsets Φ0,Ω and Δ of Φ by

Φ0 = {e(a)
i − e(b)

j ∈ Φ | i > j, a = 0} ∪ {e(a)
i − e(b)

j | i < j, b � 0} ∪ {e(0)
i | 1 ≤ i ≤ n},

Ω = {e(0)
i − e(b)

j | 1 ≤ j < i ≤ n, b ∈ Z/rZ} ∪ {e(0)
i | 1 ≤ i ≤ n},

Δ = {e(0)
i+1 − e(0)

i | 1 ≤ i ≤ n − 1} ∪ {e(0)
1 }

Let ϕ : Φ → V be a map such that ϕ(e(a)
i − e(b)

j ) = ζaεi − ζbε j and ϕ(e(a)
i ) = ζaεi, then we

see that ϕ(Φ) = Φ and ϕ(Δ) = Δ.

Remark B.3. (i). In the case where r = 2 (in this case, Wn,2 coincides with the Weyl
group of type Bn), we see that Φ (resp. Δ) coincides with a root system (resp. a set of simple
roots) for the Weyl group of type Bn. Moreover, ϕ(Ω) coincides with the set of positive roots
with respect to Δ of the Weyl group of type Bn.

(ii). In general case, Ω is not a positive root in the sense of [5], but Ω plays the role of
positive roots. Moreover, in this appendix, we follow notion in [20], and the definitions of
Φ and Ω are different from them in [5]. See [20, Remark 1.4] for these differences.

B.4. For 0 ≤ l ≤ n and μ � n − l, we obtain the root system Φ(l,μ) and subsets Ω(l,μ),Δ(l,μ) ⊂
Φ(l,μ) for the parabolic subgroup W(l,μ) of Wn,r by

Φ(l,μ) = {e(a)
i − e(b)

j | 1 ≤ i � j ≤ l, a, b ∈ Z/rZ} ∪ {e(a)
i | 1 ≤ i ≤ l, a ∈ Z/rZ}

∪
�(μ)⋃
p=1

{e(0)
i − e(0)

j | l + |μ|p−1 + 1 ≤ i � j ≤ l + |μ|p},

Ω(l,μ) = {e(0)
i − e(b)

j | 1 ≤ j < i ≤ l, b ∈ Z/rZ} ∪ {e(0)
i | 1 ≤ i ≤ l}

∪
�(μ)⋃
p=1

{e(0)
i − e(0)

j | l + |μ|p−1 + 1 ≤ j < i ≤ l + |μ|p},

Δ(l,μ) = {e(0)
i+1 − e(0)

i | 1 ≤ i ≤ l − 1} ∪ {e(0)
1 | l � 0}

∪
�(μ)⋃
p=1

{e(0)
i+1 − e(0)

i | l + |μ|p−1 + 1 ≤ i ≤ l + |μ|p − 1},

where we put |μ|p = ∑p
k=1 μk with |μ|0 = 0, and {e(0)

1 | l � 0} =
⎧⎪⎪⎨⎪⎪⎩
{e(0)

i } if l � 0,

∅ if l = 0.
We also

define

Ω̃(l,μ) = {e(0)
i − e(b)

j | 1 ≤ j < i ≤ l, b ∈ Z/rZ} ∪ {e(0)
i | 1 ≤ i ≤ l}

∪
�(μ)⋃
p=1

{e(0)
i − e(b)

j | l + |μ|p−1 + 1 ≤ j < i ≤ l + |μ|p, b ∈ Z/rZ}.
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Then we have Ω(l,μ) ⊂ Ω̃(l,μ), and we also have Ω(l,μ) = Ω̃(l,μ) if and only if μ = (1n−l).

B.5. For w ∈ Wn,r, let �(w) be the smallest number k such that w is expressed as a product
w = si1 . . . sik (si j ∈ {s0, s1, . . . , sn−1}).

For 0 ≤ l ≤ n and μ � n − l, we define a subsets (l,μ), ∗(l,μ), 
0
(l,μ) and 

∗0
(l,μ) of Wn,r by

(l,μ) = {w ∈ W | w(Ω(l,μ)) ⊂ Φ0}, 
∗
(l,μ) = {w ∈ W | w−1 ∗Ω(l,μ) ⊂ Φ0},


0
(l,μ) = {w ∈ W | w(Ω̃(l,μ)) ⊂ Φ0}, 

∗0
(l,μ) = {w ∈ W | w−1 ∗ Ω̃(l,μ) ⊂ Φ0}.

Since Ω(l,μ) ⊂ Ω̃(l,μ), we have 0
(l,μ) ⊂ (l,μ) (resp. ∗0(l,μ) ⊂ 

∗
(l,μ)). The following proposition

is proven in [20, Lemma 1.27, Proposition 1.28, Corollary 1.29].

Proposition B.6. For 0 ≤ l ≤ n and μ � n − l, we have the following:

(i) (a) For w ∈ Wn,r, we have w(Ω(l,μ)) ⊂ Φ0 if and only if w(Δ(l,μ)) ⊂ Φ0.
(b) For w ∈ Wn,r, we have w−1 ∗Ω(l,μ) ⊂ Φ0 if and only if w−1 ∗ Δ(l,μ) ⊂ Φ0.

(ii) (a) For w ∈ 0
(l,μ) and w′ ∈ W(l,μ), we have �(ww′) = �(w) + �(w′).

(b) For w ∈ ∗(l,μ) and w′ ∈ W(l,μ), we have �(w′w) = �(w′) + �(w).
(iii) (a) For w ∈ Wn,r, if �(w) is minimal among all elements in wW(l,μ), we have w ∈

(l,μ).
(b) For w ∈ Wn,r, if �(w) is minimal among all elements in W(l,μ)w, we have w ∈


∗
(l,μ).

(iv) (a) In the case where (l,μ) = 
0
(l,μ), the set (l,μ) is a complete set of coset repre-

sentatives for Wn,r/W(l,μ).
(b) In the case where 

∗
(l,μ) = 

∗0
(l,μ), the set ∗(l,μ) is a complete set of coset repre-

sentatives for W(l,μ)\Wn,r.

B.7. Assume that l � 0 and μ = (1n−l). In this case, we have W(l,μ) = Wl,r, Ω(l,μ) = Ω̃(l,μ),
(l,μ) = 

0
(l,μ) and Δ(l,μ) = {e(0)

i+1 − e(0)
i | 1 ≤ i ≤ l − 1} ∪ {e(0)

1 }. For xtal+1
l+1 tal+2

l+2 . . . t
an
n ∈ W (l,μ) and

e(0)
i+1 − e(0)

i (1 ≤ i ≤ l − 1), we have

(xtal+1
l+1 tal+2

l+2 . . . t
an
n ) · (e(0)

i+1 − e(0)
i ) = e(0)

x(i+1) − e(0)
x(i),

and x(i + 1) > x(i) since x ∈ S(l,μ) and si ∈ S (l,μ). We also have

(xtal+1
l+1 tal+2

l+2 . . . t
an
n ) · e(0)

1 = e(0)
x(1).

Thus we see that (xtal+1
l+1 tal+2

l+2 . . . t
an
n )(Δ(l,μ)) ⊂ Φ0 for any xtal+1

l+1 tal+2
l+2 . . . t

an
n ∈ W (l,μ). Then, by

Proposition B.6 (i), we have that W (l,μ) ⊂ (l,μ). On the other hand, W (l,μ) (resp. (l,μ) ) is
a complete set of representatives for W/W(l,μ) by Lemma 2.3 (resp. Proposition B.6 (iv)).
Thus we have W (l,μ) = (l,μ) if μ = (1n−l). Similarly, we have (l,μ)W = 

∗
(l,μ) if μ = (1n−l).

Moreover we have (l,μ)W (m,ν) =(l,μ) W∩W (m,ν) if ν = (1n−m) by Lemma 2.7. As a consequence,
we have the following corollary.

Corollary B.8. Assume that μ = (1n−l) and ν = (1n−m). Then we have (l,μ)W = 
∗
(l,μ) and

W (m,ν) = (m,ν). Moreover, ∗(l,μ)∩(m,ν) =
(l,μ)W∩W (m,ν) is a complete set of representatives

for W(l,μ)\Wn,r/W(m,ν).
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RemarkB.9. (i). In the case where μ � (1n−l), there exists i > l such that e(0)
i+1−e(0)

i ∈ Δ(l,μ).
For e(0)

i+1 − e(0)
i ∈ Δ(l,μ) such that i > l and xtal+1

l+1 . . . t
an
n ∈ W (l,μ), we have

(xtal+1
l+1 . . . t

an
n ) · (e(0)

i+1 − e(0)
i ) = e(ai+1)

x(i+1) − e(ai)
x(i),

and x(i + 1) > x(i) since x ∈ S(l,μ) and si ∈ S (l,μ). Moreover, e(ai+1)
x(i+1) − e(ai)

x(i) � Φ0 if ai+1 � 0.
Thus, we see that W (l,μ) � (l,μ) if μ � (1n−l). Similarly, we have (l,μ)W � 

∗
(l,μ) if μ � (1n−l).

(ii). In general case, we do not know if we can characterize the set W (l,μ) (or another
complete set of representatives for W/W(l,μ)) by using the root system Φ.
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