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Abstract. We provide conditions for a lattice scheme defined on a four points lattice to be linearizable by a point transformation. We apply the obtained conditions to a symmetry preserving difference scheme for the Burgers potential introduced by Dorodnitsyn and show that it is not linearizable.

## 1. Introduction

In a recent article [4] we extended to lattice equations the theorems introduced by Bluman and Kumei [2] for proving the linearizability of nonlinear Partial Differential Equations (PDEs) (for a recent extended review see [1]) based on the analysis of the symmetry properties of linear PDEs.
Here we extend the results of [4] to the case of a lattice scheme, i.e., when the lattice is not a priory given but it is defined by an equation so as to be able to perform a symmetry preserving discretization of a PDE.
In Section 2 we prove a theorem characterizing the symmetries of linear difference schemes on four lattice points and in Section 3 we apply it to find conditions under which a nonlinear difference scheme is linearizable. These conditions are then applied to the symmetry preserving discretization of the Burgers potential.

## 2. Symmetries of Linear Schemes

In this Section we define a difference scheme and provide the symmetry conditions under which such a scheme is linearizable. To do so in a definite way we limit ourselves to the case when the equation and the lattice are defined on four points in the plane, i.e., we consider one scalar equation for a continuous function of two (continuous) variables: $u_{m, n}=u\left(x_{m, n}, t_{m, n}\right)$ defined on four lattice points.


Figure 1. The $\mathbb{Z}^{2}$ square-lattice where the equation is defined.

### 2.1. The Difference Scheme

As we consider one scalar equation for a continuous function of two (continuous) variables, a lattice will be a set of points $P_{i}$, lying in the plane $\mathbb{R}^{2}$ and stretching in all directions with, a priori, no boundaries. The points $P_{i}$ in $\mathbb{R}^{2}$ will be labeled by two discrete labels $P_{m, n}$. The Cartesian coordinates of the point $P_{m, n}$ will be $\left(x_{m, n}, t_{m, n}\right)$ with $-\infty<m<\infty,-\infty<n<\infty$. The value of the dependent variable in the point $P_{m, n}$ will be denoted $u_{m, n} \equiv u\left(x_{m, n}, t_{m, n}\right)$.
A difference scheme will be a set of $b$ equations relating the values of $\{x, t, u\}$ in a finite number of points. We start with one 'reference point' $P_{m, n}$ and define a finite number of points $P_{m+i, n+j}$ in the neighborhood of $P_{m, n}$. They must lie on two different sets of curves, two of which will be intersecting in $P_{m, n}$. Thus, the difference scheme will have the form

$$
\begin{align*}
& E_{a}\left(\left\{x_{m+i, n+j}, t_{m+i, n+j}, u_{m+i, n+j}\right\}\right)=0, \quad 1 \leq a \leq b  \tag{1}\\
& -i_{1} \leq i \leq i_{2}, \quad-j_{1} \leq j \leq j_{2}, \quad i_{1}, i_{2}, j_{1}, j_{2} \in \mathbb{Z} \geq 0
\end{align*}
$$

The situation is illustrated on Fig. 2 in the case of a 7 points lattice. Our convention is that $x$ increases as $m$ grows, $t$ increases as $n$ grows (i.e., $x_{m+1, n}-x_{m, n} \equiv$ $h_{1}>0, t_{m, n+1}-t_{m, n} \equiv h_{2}>0$ ). The scheme on Fig. 2 could be used e.g. to approximate a differential equation of third order in $x$, second in $t$.
The value of $b$, the maximum number of different equations we consider, depends on the kind of problems we are considering. Starting from the reference point $P_{m, n}$ and a given number of neighboring points, it must be possible to calculate the values of $\{x, t, u\}$ in all points in a unique way. This requires a minimum of three equations to calculate the independent variables $(x, t)$ in two directions and the dependent variable $u$ in all points. With one dependent variable in $\mathbb{R}^{2}$, at most


Figure 2. Points on a two dimensional lattice.
we can set $b=5$. Of the five equations in (1), four determine completely the lattice, one the difference equation. If we choose $b=3$ than two define the lattice and one the difference equation and we are solving an initial value problem when both the equation and the lattice are defined from given initial conditions. If a continuous limit exists, (1) represent a PDE in two variables. The equations determining the lattice will reduce to identities (like $0=0$ ).
As an example of difference scheme, let us consider the simplest and most standard lattice, namely a uniformly spaced orthogonal lattice and a difference equation approximating the linear heat equation on this lattice. The five equations (1) in this case are

$$
\begin{align*}
& x_{m+1, n}-x_{m, n}=h_{1}, \quad t_{m+1, n}-t_{m, n}=0  \tag{2}\\
& x_{m, n+1}-x_{m, n}=0, \quad t_{m, n+1}-t_{m, n}=h_{2}  \tag{3}\\
& \frac{u_{m, n+1}-u_{m, n}}{h_{2}}=\frac{u_{m+1, n}-2 u_{m, n}+u_{m-1, n}}{\left(h_{1}\right)^{2}} \tag{4}
\end{align*}
$$

where $h_{1}$ and $h_{2}$ are two constants.
This example is simple as the lattice equations can be solved explicitly to give

$$
\begin{equation*}
x_{m, n}=h_{1} m+x_{0}, \quad t_{m, n}=h_{2} n+t_{0} . \tag{5}
\end{equation*}
$$

The usual choice is $x_{0}=t_{0}=0, h_{1}=h_{2}=1$ and then $x$ is simply identified with $m, t$ with $n$. The above example however suffices to bring out several points


Figure 3. Four points in the case of the heat equation.

1. Four equations are needed to describe completely the lattice but in this case there is a compatibility condition. In the whole generality two equations are sufficient and provide the lattice starting from some initial conditions.
2. Four points are needed for equations of second order in $x$, first in $t$. Only three figure in the lattice equation, namely $P_{m+1, n}, P_{m, n}$ and $P_{m, n+1}$. To get the fourth point, $P_{m-1, n}$, we shift $m$ down by one unit the equations (2-4).
3. An independence condition is needed to be able to solve for $x_{m+1, n}, t_{m+1, n}$, $x_{m, n+1}, t_{m, n+1}$ and $u_{m, n+1}$.

We need the more complicated two index notation to describe arbitrary lattices and to formulate the symmetry algorithm.

### 2.2. Symmetries of the Difference Scheme

We are interested in point transformations of the type

$$
\begin{equation*}
\tilde{x}=F_{\lambda}(x, t, u), \quad \tilde{t}=G_{\lambda}(x, t, u), \quad \tilde{u}=H_{\lambda}(x, t, u) \tag{6}
\end{equation*}
$$

where $\lambda$ is a group parameter, such that when $(x, t, u)$ satisfy the system (1) then $(\tilde{x}, \tilde{t}, \tilde{u})$ satisfy the same system. The transformation acts on the entire space $(x, t, u)$, at least locally, i.e., in some neighborhood of the reference point $P_{m, n}$, including all points $P_{m+i, n+j}$ figuring in equation (1). That means that the same functions $F, G$ and $H$ determine the transformation of all points. The transformations (6) are generated by the vector field

$$
\begin{equation*}
\hat{X}=\xi(x, t, u) \partial_{x}+\tau(x, t, u) \partial_{t}+\phi(x, t, u) \partial_{u} \tag{7}
\end{equation*}
$$

The symmetry algebra of the system (1) is the Lie algebra of the local symmetry group of local point transformations. An infinitesimal symmetry (7) is a symmetry of (1) if (1) is invariant under a transformation (6). To check it we must prolong the action of the vector field $\hat{X}$ from the reference point $\left(x_{m, n}, t_{m, n}, u_{m, n}\right)$ to all points figuring in the system (1). Since the transformations are given by the same functions $F, G$ and $H$ at all points, the prolongation of the vector field (7) is obtained simply by evaluating the functions $\xi, \tau$ and $\phi$ at the corresponding points. In other words, we have

$$
\begin{align*}
\operatorname{pr} \hat{X}=\sum_{m, n}[ & \xi\left(x_{m, n}, t_{m, n}, u_{m, n}\right) \partial_{x_{m, n}} \\
& \left.\quad+\tau\left(x_{m, n}, t_{m, n}, u_{m, n}\right) \partial_{t_{m, n}}+\phi\left(x_{m, n}, t_{m, n}, u_{m, n}\right) \partial_{u_{m, n}}\right] \tag{8}
\end{align*}
$$

where the summation is over all points figuring in the system (1). The invariance requirement is formulated in terms of the prolonged vector field as

$$
\begin{equation*}
\left.\operatorname{pr} \hat{X} E_{a}\right|_{E_{c}=0}=0, \quad 1 \leq a, c \leq b . \tag{9}
\end{equation*}
$$

Just as in the case of PDE's [6], we can turn equation (9) into an algorithm for determining the symmetries, i.e., finding the coefficients in vector field (7) [5].

### 2.3. Symmetries of a Linear Partial Difference Scheme

To be able to linearize a difference scheme using the knowledge of its symmetries we must be able to characterize the symmetries of a linear scheme. To do so in this subsection we prove a theorem on the structure of the symmetries of a linear partial difference scheme.

Theorem 1. Necessary and sufficient conditions for the three difference equations $\mathfrak{E}_{m, n}=0, \mathfrak{F}_{m, n}=0$ and $\mathfrak{G}_{m, n}=0$ defined on four points $\{(m, n),(m+$ $1, n),(m, n+1),(m+1, n+1)\}$ for a scalar function $u_{m, n}\left(x_{m, n}, t_{m, n}\right)$ and the lattice variables $x_{m, n}$ and $t_{m, n}$ to be linear is that they are invariant with respect to the following infinitesimal generator

$$
\begin{equation*}
\hat{X}_{m, n}=v_{m, n} \partial_{u_{m, n}}+\chi_{m, n} \partial_{x_{m, n}}+\eta_{m, n} \partial_{t_{m, n}} \tag{10}
\end{equation*}
$$

where the discrete functions $v_{m, n}, \chi_{m, n}, \eta_{m, n}$ satisfy three linear equations, i.e., $v_{m+1, n+1}=\mathfrak{e}_{m, n}, \chi_{m+1, n+1}=\mathfrak{f}_{m, n}$ and $\tau_{m+1, n+1}=\mathfrak{g}_{m, n}$. The functions $\mathfrak{e}, \mathfrak{f}$ and $\mathfrak{g}$ depend just on the functions $\left(v_{m, n}, \chi_{m, n}, \eta_{m, n}\right)$ in the points $(m, n),(m+1, n)$
and $(m, n+1)$ and are given by

$$
\begin{align*}
\mathfrak{e}_{0,0}= & a_{1} v_{0,0}+a_{2} v_{0,1}+a_{3} v_{1,0}+a_{4} \chi_{0,0}+a_{5} \chi_{0,1}+a_{6} \chi_{1,0}+a_{7} \eta_{0,0} \\
& +a_{8} \eta_{0,1}+a_{9} \eta_{1,0} \\
\mathfrak{f}_{0,0}= & b_{1} v_{0,0}+b_{2} v_{0,1}+b_{3} v_{1,0}+b_{4} \chi_{0,0}+b_{5} \chi_{0,1}+b_{6} \chi_{1,0}+b_{7} \eta_{0,0} \\
& +b_{8} \eta_{0,1}+b_{9} \eta_{1,0}  \tag{11}\\
\mathfrak{g}_{0,0}= & c_{1} v_{0,0}+c_{2} v_{0,1}+c_{3} v_{1,0}+c_{4} \chi_{0,0}+c_{5} \chi_{0,1}+c_{6} \chi_{1,0}+c_{7} \eta_{0,0} \\
& +c_{8} \eta_{0,1}+c_{9} \eta_{1,0}
\end{align*}
$$

where $a_{1}, \ldots, c_{9}$ depend only on the lattice indices and where, here and in the following, for the sake of simplicity we set in any discrete variable on the square $z_{m+i, n+j}=z_{i, j}$. The linear equations $\mathfrak{E}_{m, n}=0, \mathfrak{F}_{m, n}=0$ and $\mathfrak{G}_{m, n}=0$ have the form

$$
\begin{align*}
u_{1,1}= & a_{1} u_{0,0}+a_{2} u_{0,1}+a_{3} u_{1,0}+a_{4} x_{0,0}+a_{5} x_{0,1}+a_{6} x_{1,0}+a_{7} t_{0,0} \\
& +a_{8} t_{0,1}+a_{9} t_{1,0} \\
x_{1,1}= & b_{1} u_{0,0}+b_{2} u_{0,1}+b_{3} u_{1,0}+b_{4} x_{0,0}+b_{5} x_{0,1}+b_{6} x_{1,0}+b_{7} t_{0,0}  \tag{12}\\
& +b_{8} t_{0,1}+b_{9} t_{1,0} \\
t_{1,1}= & c_{1} u_{0,0}+c_{2} u_{0,1}+c_{3} u_{1,0}+c_{4} x_{0,0}+c_{5} x_{0,1}+c_{6} x_{1,0}+c_{7} t_{0,0} \\
& +c_{8} t_{0,1}+c_{9} t_{1,0}
\end{align*}
$$

Proof: To prove this Theorem we require that a generic $\mathrm{P} \Delta \mathrm{E} F_{m, n}=0$, depending on a scalar function $u_{m, n}\left(x_{m, n}, t_{m, n}\right)$ and the lattice variables $x_{m, n}$ and $t_{m, n}$ in the four points $\{(m, n),(m+1, n),(m, n+1),(m+1, n+1)\}$, i.e., 12 variables, be invariant under the prolongation of (10), as given by (8). The invariance condition (9), when $\xi_{m, n}(x, t, u)=\chi_{m, n}, \tau_{m, n}(x, t, u)=\eta_{m, n}$ and $\phi_{m, n}(x, t, u)=v_{m, n}$ implies that $F_{m, n}$ should depend on a set of 11 independent invariants of $v_{m, n}$, $\chi_{m, n}$ and $\eta_{m, n}$

$$
\begin{align*}
& L_{1}=v_{0,0} u_{0,1}-v_{0,1} u_{0,0}, \quad L_{2}=v_{0,0} u_{1,0}-v_{1,0} u_{0,0} \\
& L_{3}=v_{0,0} u_{1,1}-\mathfrak{e}_{0,0} u_{0,0}, \quad L_{4}=v_{0,0} x_{0,1}-\chi_{0,1} u_{0,0} \\
& L_{5}=v_{0,0} x_{1,0}-\chi_{1,0} u_{0,0}, \quad L_{6}=v_{0,0} x_{1,1}-\mathfrak{f}_{0,0} u_{0,0}  \tag{13}\\
& L_{7}=v_{0,0} t_{0,1}-\eta_{0,1} u_{0,0}, \quad L_{8}=v_{0,0} t_{1,0}-\eta_{1,0} u_{0,0} \\
& L_{9}=v_{0,0} t_{1,1}-\mathfrak{g}_{0,0} u_{0,0}, \quad L_{10}=v_{0,0} x_{0,0}-\chi_{0,0} u_{0,0} \\
& L_{11}=v_{0,0} t_{0,0}-\eta_{0,0} u_{0,0} .
\end{align*}
$$

As $F_{m, n}$ should not depend on the functions ( $v_{m, n}, \chi_{m, n}, \eta_{m, n}$ ) in the points $(m, n),(m+1, n)$ and $(m, n+1)$ we have nine constraints given by the equations
$\partial F_{m, n} / \partial v_{m+i, n+j}=0, \partial F_{m, n} / \partial \chi_{m+i, n+j}=0$ and $\partial F_{m, n} / \partial t a u_{m+i, n+j}=0$ with $(i, j)=(0,0),(0,1),(1,0)$. These are first order partial differential equations for the function $F_{m, n}$ with respect to the 11 invariants which we can solve on the characteristics to define three invariants

$$
\begin{align*}
& K_{1}=v_{0,0}\left\{u_{1,1}-\left[\mathfrak{e}_{0,0, v_{0,1}} u_{0,1}+\mathfrak{e}_{0,0, v_{1,0}} u_{1,0}+\mathfrak{e}_{0,0, \chi} \chi_{0,0} x_{0,0}+\mathfrak{e}_{0,0, \chi} \chi_{0,1} x_{0,1}\right.\right. \\
& \left.\left.+\mathfrak{e}_{0,0, \chi_{1,0}} x_{1,0}+\mathfrak{e}_{0,0, \eta_{0,0}} t_{0,0}+\mathfrak{e}_{0,0, \eta_{0,1}} t_{0,1}+\mathfrak{e}_{0,0, \eta_{1,0}} t_{1,0}\right]\right\}-u_{0,0}\left\{\mathfrak{e}_{0,0}\right. \\
& -\left[\mathfrak{e}_{0,0, v_{0,1}} v_{0,1}+\mathfrak{e}_{0,0, v_{1,0}} v_{1,0}+\mathfrak{e}_{0,0, \chi} \chi_{0,0} \chi_{0,0}+\mathfrak{e}_{0,0, \chi_{0,1}} \chi_{0,1}+\mathfrak{e}_{0,0, \chi_{1,0}} \chi_{1,0}\right. \\
& \left.\left.+\mathfrak{e}_{0,0, \eta_{0,0}, 0} \eta_{0,0}+\mathfrak{e}_{0,0, \eta_{0,1}} \eta_{0,1}+\mathfrak{e}_{0,0, \eta_{1,0}} \eta_{1,0}\right]\right\} \\
& K_{2}=v_{0,0}\left\{u_{1,1}-\left[\mathfrak{f}_{0,0, v_{0,1}} u_{0,1}+\mathfrak{f}_{0,0, v_{1,0}} u_{1,0}+\mathfrak{f}_{0,0, \chi} \chi_{0,0} x_{0,0}\right.\right. \\
& \left.\left.+\mathfrak{f}_{0,0, \chi_{1,0}} x_{1,0}+\mathfrak{f}_{0,0, \eta_{0,0}} t_{0,0}+\mathfrak{f}_{0,0, \eta_{0,1}} t_{0,1}+\mathfrak{f}_{0,0, \eta_{1}, 0} t_{1,0}\right]\right\}-u_{0,0}\left\{\mathfrak{f}_{0,0}\right. \\
& -\left[f_{0,0, v_{0,1}} v_{0,1}+\mathfrak{f}_{0,0, v_{1,0}} v_{1,0}+\mathfrak{f}_{0,0, \chi} \chi_{0,0} \chi_{0,0}+\mathfrak{f}_{0,0, \chi} \chi_{0,1} \chi_{0,1}\right.  \tag{14}\\
& \left.\left.+\mathfrak{f}_{0,0, \chi_{1,0}} \chi_{1,0}+\mathfrak{f}_{0,0, \eta_{0,0}} \eta_{0,0}+\mathfrak{f}_{0,0, \eta_{0,1}} \eta_{0,1}+\mathfrak{f}_{0,0, \eta_{1,0}} \eta_{1,0}\right]\right\} \\
& K_{3}=v_{0,0}\left\{u_{1,1}-\left[\mathfrak{g}_{0,0, v_{0,1}} u_{0,1}+\mathfrak{g}_{0,0, v_{1,0}} u_{1,0}+\mathfrak{g}_{0,0, \chi 00,0} x_{0,0}+\mathfrak{g}_{0,0, \chi} \chi_{0,1} x_{0,1}\right.\right. \\
& \left.\left.+\mathfrak{g}_{0,0, \chi_{1,0}} x_{1,0}+\mathfrak{g}_{0,0, \eta_{0,0}} t_{0,0}+\mathfrak{g}_{0,0, \eta_{0,1}} t_{0,1}+\mathfrak{g}_{0,0, \eta_{1,0}} t_{1,0}\right]\right\}-u_{0,0}\left\{\mathfrak{g}_{0,0}\right. \\
& -\left\{\mathfrak{g}_{0,0, v_{0,1}} v_{0,1}+\mathfrak{g}_{0,0, v_{1,0}} v_{1,0}+\mathfrak{g}_{0,0, \chi}, \chi_{0,0} \chi_{0,0}+\mathfrak{g}_{0,0, \chi} \chi_{0,1} \chi_{0,1}\right. \\
& \left.\left.+\mathfrak{g}_{0,0, \chi_{1,0}} \chi_{1,0}+\mathfrak{g}_{0,0, \eta_{0,0}} \eta_{0,0}+\mathfrak{g}_{0,0, \eta_{0,1}} \eta_{0,1}+\mathfrak{g}_{0,0, \eta_{1,0}} \eta_{1,0}\right]\right\} .
\end{align*}
$$

By construction the three invariants $K_{i}, i=1,2,3$ are independent and the three equations $\mathfrak{E}_{m, n}=0, \mathfrak{F}_{m, n}=0$ and $\mathfrak{G}_{m, n}=0$ must be defined in terms of them. The three invariants $K_{3}, L_{3}$ and $M_{3}$ still depend on the functions ( $v_{m, n}, \chi_{m, n}$, $\eta_{m, n}$ ) in the points $(m, n),(m+1, n)$ and $(m, n+1)$ while they should depend just on the variables $\left(u_{m, n}, x_{m, n}, t_{m, n}\right)$ in the points $(m, n),(m+1, n),(m, n+1)$ and $(m+1, n+1)$. The derivatives $F_{m, n, K_{i}}, i=1,2,3$ will satisfy a set of nine linear equations whose coefficients will form a matrix $\mathfrak{A} 9 \times 3$. The matrix $\mathfrak{A}$ can have rank 3,2 or 1 . In the case of rank 3 we have $F_{m, n, K_{i}}=0, i=1,2,3$, i.e., the function $F_{m, n}$ does not depend on the 3 invariants. If the rank of $\mathfrak{A}$ is 2 or 1 we can have at most two independent invariants. If we want to have three invariants we need to require that the coefficients of the matrix $\mathfrak{A}$ be zero, i.e., defining $\alpha_{1}=v_{0,0}, \alpha_{2}=v_{0,1}, \alpha_{3}=v_{1,0}, \ldots, \alpha_{9}=\eta_{1,0}$ we have $\frac{\partial K_{p}}{\partial \alpha_{q}}=0 p=$ $1,2,3, q=1, \ldots, 9$. The equations $\frac{\partial K_{p}}{\partial \alpha_{q}}=0$ are linear homogeneous expressions in the veriables $u_{i, j}, x_{i, j}$ and $t_{i, j}$ with coefficients depending on $v_{i, j}, \chi_{i, j}$ and $\eta_{i, j}$, for appropriate values of $i$ and $j$. Consequently (12). Than $\frac{\partial K_{p}}{\partial \alpha_{q}}=0$ turn out to be a set of 159 overdetermined partial differential equations for the functions $\mathfrak{e}_{m, n}, \mathfrak{f}_{m, n}$ and $\mathfrak{g}_{m, n}$ whose solution (11) is obtained using Maple. It depends on 27 integration constants which must be set equal zero if (12) does not depend on $v_{i, j}$, $\chi_{i, j}$ and $\eta_{i, j}$.

A few remarks can be derived from Theorem 1 and must be stressed.
Remark 1. The equation for $u_{m, n}$ and those for the lattice variables $x_{m, n}$ and $t_{m, n}$ are independent, however the functions appearing in the symmetry (10) do not satisfy equations independent from those satisfied by the lattice scheme. In fact these symmetries correspond to independent superposition laws for the equation and the lattice.

Remark 2. If the linear equation for $u_{m, n}$ is autonomous than the coefficients $\left\{a_{4}, \ldots, a_{9}\right\}$ are zero. The variable $v_{m, n}$ will satisfy a similar equation but the lattice equations can depend linearly on $u_{m, n}$.

Remark 3. The proof of Theorem 1 does not depends on the position of the four lattice points considered, i.e., $\{(m, n),(m+1, n),(m, n+1),(m+1, n+1)\}$. The same result is also valid if the four points are put on the triangle shown in Fig. 3, i.e., $\{(m, n),(m+1, n),(m-1, n),(m, n+1)\}$.

## 3. Linearizable Nonlinear Schemes

In this article each equation of a difference scheme is an equation for the continuous variable $u_{m, n}, x_{m, n}$ and $t_{m, n}$. If the equations for the lattice variables, $x_{m, n}$ and $t_{m, n}$, are solvable we get

$$
\begin{equation*}
x_{m, n}=\mathcal{X}\left(m, n, c_{0}, c_{1}, \ldots\right), \quad t_{m, n}=\mathcal{T}\left(m, n, d_{0}, d_{1}, \ldots\right) \tag{15}
\end{equation*}
$$

and then the remaining equation for the variable $u_{m, n}$ depends explicitly on $n$ and $m$, on the integration constants contained in (15) and turns out to be an algebraic, maybe transcendental, equation of $u_{m, n}$ in the various lattice points involved in the equation. So the difference scheme reduce to a non autonomous equation on a fixed lattice and for its linearization we can apply the results of [4].
If the equations for the lattice are not solvable the difference scheme can be thought as a system of coupled equations for the variables $u_{m, n}, x_{m, n}$ and $t_{m, n}$ on a fixed lattice. In this way we can apply to the equations of the scheme the results of [4] and, taking into account the results of the previous section, we can propose the following linearizability theorem

Theorem 2. A nonlinear difference scheme (1) involving $i_{1}+i_{2}$ different points in the $m$ index and $j_{1}+j_{2}$ in the $n$ index for a scalar function $u_{m, n}$ of a 2 -dimensional space of coordinates $x_{m, n}$ and $t_{m, n}$ will be linearizable by a point transformation

$$
\begin{gather*}
w_{m, n}\left(y_{m, n}, z_{m, n}\right)=f\left(x_{m, n}, t_{m, n}, u_{m, n}\right) \\
y_{m, n}=g\left(x_{m, n}, t_{m, n}, u_{m, n}\right), \quad z_{m, n}=k\left(x_{m, n}, t_{m, n}, u_{m, n}\right) \tag{16}
\end{gather*}
$$

to a linear difference scheme of the kind of (12) for $w_{m, n}, y_{m, n}$ and $z_{m, n}$ if it possesses a symmetry generator

$$
\begin{gather*}
\hat{X}=\xi(x, t, u) \partial_{x}+\phi(x, t, u) \partial_{t}+\psi(x, t, u) \partial_{u}  \tag{17}\\
\xi(x, u)=\alpha(x, t, u) y, \quad \phi(x, t, u)=\beta(x, t, u) z, \quad \psi(x, t, u)=\gamma(x, t, u) w
\end{gather*}
$$

with $\alpha, \beta$ and $\gamma$ given functions of their arguments and $y, z$ and $w$ an arbitrary solution of (11).

In the following we will consider the application of this theorem to a difference scheme which one would hope that it is linearizable as is a symmetry preserving discretization of a linearizable PDE, the Burgers potential equation [6].

### 3.1. Application

We consider here the discretization of the Burgers potential presented by Dorodnitsyn et al [3] and show that, even if it is reducible by a point transformation to the discrete scheme of the heat equation, it is not linearizable by a point transformation. As a consequence we have also that the symmetry preserving discretization of the heat equation presented by Dorodnitsyn et al is not a linear difference scheme. The symmetry preserving discretization of the Burgers potential is given by the following scheme

$$
\begin{align*}
\frac{\Delta x}{\tau} & =\frac{1}{h^{+}+h^{-}}\left[\frac{h^{-}}{h^{+}}\left(w_{+}-w\right)+\frac{h^{+}}{h^{-}}\left(w-w_{-}\right)\right]  \tag{18}\\
\mathrm{e}^{\hat{w}-w-\frac{\Delta^{2} x}{2 \tau}} & =1+\frac{2 \tau}{\left(h^{+}\right)^{2}}\left[\frac{w_{+}-w}{h^{+}}-\frac{w-w_{-}}{h^{-}}\right]  \tag{19}\\
\tau & =t_{m, n+1}-t_{m, n}, \quad t_{m+1, n}=t_{m-1, n}=t_{m, n}=t \tag{20}
\end{align*}
$$

where $\tau$ is a constant and

$$
\begin{gathered}
w=w_{m, n}\left(x_{m, n}, t_{m, n}\right), \quad \hat{w}=w_{m, n+1}, \quad w_{-}=w_{m-1, n}, \quad w_{+}=w_{m+1, n} \\
\Delta x=x_{m, n+1}-x_{m, n}, \quad h^{+}=x_{m+1, n}-x_{m, n}, \quad h^{-}=x_{m, n}-x_{m-1, n}
\end{gathered}
$$

Equations (18), (19) are written in terms of the discrete invariants $\mathcal{I}_{2}, \mathcal{I}_{3}, \mathcal{I}_{4}$ on the stencil defined in terms of ( $\tau, x, \Delta x, h^{+}, h^{-}, w, \hat{w}, w_{+}, w_{-}$) of the finite point symmetries of continuous Burgers potential equation

$$
\begin{equation*}
w_{t}=w_{x x}-\frac{1}{2} w_{x}^{2} \tag{21}
\end{equation*}
$$

$$
\begin{align*}
\hat{X}_{1}=\partial_{t}, \quad \hat{X}_{2}=\partial_{x}, \quad \hat{X}_{3}=t \partial_{x}+x \partial_{t}, \quad \hat{X}_{4}=2 t \partial_{t}+x \partial_{x} \\
\hat{X}_{5}=\partial_{w}, \quad \hat{X}_{6}=t^{2} \partial_{t}+t x \partial_{x}+\left(\frac{1}{2} x^{2}+t\right) \partial_{w}  \tag{22}\\
\mathcal{I}_{1}=\frac{H^{+}}{h^{-}}, \quad \mathcal{I}_{2}=\frac{\tau^{1 / 2}}{h^{+}} \mathrm{e}^{\frac{1}{2}(w-\hat{w})+\frac{\Delta^{2} x}{4 \tau}} \\
\mathcal{I}_{3}=\frac{1}{4} \frac{h^{+2}}{\tau}+\frac{h^{+2}}{h^{+}+h^{-}}\left[\frac{w_{+}-w}{h^{+}}-\frac{w-w_{-}}{h^{-}}\right]  \tag{23}\\
\mathcal{I}_{4}=\Delta x \frac{h^{+}}{\tau}-\frac{2 h^{+}}{h^{+}+h^{-}}\left[\frac{h^{-}}{h^{+}}\left(w_{+}-w\right)+\frac{h^{-}}{h^{+}}\left(w-w_{-}\right)\right]
\end{align*}
$$

and goes into it in the continuous limit.
Equations $(18,19)$ are related to a symmetry preserving discretization of the heat equation for $u_{m, n}$ by the point transformation $w_{m, n}=-2 \log \left(u_{m, n}\right)$. However it is not completely obvious if $(18,19)$ are reducible to a linear discrete equation, i.e., if it possess, as its continuous counterpart (21), an infinite dimensional symmetry $\hat{X}=u(x, t) e^{-w} \partial_{w}$ with $u(x, t)$ solution of the linear heat equation $u_{t}=u_{x x}$.
We can apply on the lattice scheme $(18,19,20)$ the symmetry generator

$$
\begin{equation*}
\hat{X}=\psi(x, t, w) u \partial_{w}+\phi(x, t, w) s \partial_{t}+\xi(x, t, w) y \partial_{x} \tag{24}
\end{equation*}
$$

with $(x, t, w)$ satisfying $(18,19,20)$ while $(y, s, u)$ are solutions of the linear scheme prescribed by Theorem 1

$$
\begin{align*}
u_{m, n+1}= & a_{1} u_{m, n}+a_{2} u_{m-1, n}+a_{3} u_{m+1, n}+a_{4} y_{m, n}+a_{5} y_{m-1, n}+a_{6} y_{m+1, n} \\
& +a_{7} s_{m, n}+a_{8} s_{m-1, n}+a_{9} s_{m+1, n} \\
y_{m, n+1}= & c_{1} u_{m, n}+c_{2} u_{m-1, n}+c_{3} u_{m+1, n}+c_{4} y_{m, n}+c_{5} y_{m-1, n}+c_{6} y_{m+1, n} \\
& +c_{7} s_{m, n}+c_{8} s_{m-1, n}+c_{9} s_{m+1, n}  \tag{25}\\
s_{m, n+1}= & b_{1} u_{m, n}+b_{2} u_{m-1, n}+b_{3} u_{m+1, n}+b_{4} y_{m, n}+b_{5} y_{m-1, n}+b_{6} y_{m+1, n} \\
& +b_{7} s_{m, n}+b_{8} s_{m-1, n}+b_{9} s_{m+1, n}
\end{align*}
$$

where $\left(a_{j}, b_{j}, c_{j}, j=1, \ldots, 9\right)$ are parameters at most depending on $n$ and $m$. By a long and tedious calculation carried out using a symbolic calculation program we get that

$$
\begin{align*}
\psi(x, t, w) & =\psi_{0}(t)+\psi_{1}(t) x+\psi_{2}(t) x^{2} \\
\phi(x, t, w) & =\phi_{0}(t)+\phi_{1}(t) x+\phi_{2}(t) x^{2}  \tag{26}\\
\xi(x, t, w) & =\xi_{0}(t)+\xi_{1}(t) x
\end{align*}
$$

Introducing (26) into the determining equations for the symmetries of the discrete Burgers potential scheme $(18,19,20)$ we get 1672 equations for the functions $\left(\psi_{j}(t), \phi_{j}(t), \xi_{j}(t), j=0,1,2\right)$ depending on the coefficients $\left(a_{j}, b_{j}, c_{j}, j=\right.$ $1, \ldots, 9) .168$ of those equations do not depend on the coefficients $\left(a_{j}, b_{j}, c_{j}\right.$, $j=1, \ldots, 9)$ and on $\left(\psi_{j}(t+\tau), \phi_{j}(t+\tau), \xi_{j}(t+\tau), j=0,1,2\right)$ and can be solved imposing that $\tau \neq 0$ we get $\psi_{j}(t)=0$ for $j=0,1,2, \phi_{k}=0$ for $k=1,2$ and $\xi_{k}=0$ for $k=0,1$. Introducing this result in the remaining 1508 equations, we get the following 9 equations

$$
\begin{aligned}
& b_{1} \phi_{0}(t+\tau)=b_{2} \phi_{0}(t+\tau)=b_{3} \phi_{0}(t+\tau)=b_{4} \phi_{0}(t+\tau)=b_{5} \phi_{0}(t+\tau) \\
& \quad=b_{6} \phi_{0}(t+\tau)=\phi_{0}(t)-b_{7} \phi_{0}(t+\tau)=b_{8} \phi_{0}(t+\tau)=b_{9} \phi_{0}(t+\tau)=0
\end{aligned}
$$

If we require $\phi_{0}(t)$ be not identically null, the coefficients $b_{j}, j=1, \ldots 6,8,9$ must be all zero and $b_{7} \neq 0$. As a consequence $\phi_{0}(t)=b_{7}^{-n} \bar{\phi}$, with $\bar{\phi}$ an arbitrary constant. In this case we have a symmetry generator $\hat{X}=b_{7}^{-m} s \partial_{t}$ which is a consequence of the linearity of (20). So we can conclude that the Burgers potential scheme $(18,19)$ is not linearizable and that the corresponding discretization of the heat equation [3] is not given by a linear scheme. The linearity of the lattice equation for $t_{m, n}(20)$ is confirmed by the presence of the symmetry $\hat{X}=b_{7}^{-n} s \partial_{t}$.
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