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WEIGHTED SPECTRAL LARGE SIEVE INEQUALITIES FOR
HECKE CONGRUENCE SUBGROUPS OF SL(2,Z[i])

NIGEL WATT

Abstract: We prove new bounds for weighted mean values of sums involving Fourier co-
efficients of cusp forms that are automorphic with respect to a Hecke congruence subgroup
I' < SL(2,Z[i]), and correspond to exceptional eigenvalues of the Laplace operator on the space
L2(T\SL(2,C)/SU(2)). These results are, for certain applications, an effective substitute for the
generalised Selberg eigenvalue conjecture. We give a proof of one such application, which is an
upper bound for a sum of generalised Kloosterman sums (of significance in the study of certain
mean values of Hecke zeta-functions with groessencharakters).

Our proofs make extensive use of Lokvenec-Guleska’s generalisation of the Bruggeman-Motohashi
summation formulae for PSL(2,Z[i])\PSL(2,C). We also employ a bound of Kim and Shahidi
for the first eigenvalues of the relevant Laplace operators, and an ‘unweighted’ spectral large
sieve inequality (our proof of which is to appear separately).

Keywords: spectral theory, large sieve, mean value, Hecke congruence group, Gaussian number
field, Gaussian integers, sum formula, automorphic form, cusp form, non-holomorphic modu-
lar form, Fourier coefficient, Kloosterman sum, inverse Bessel transform, eigenvalue conjecture,
grossencharakter, Hecke character.

0. Outline of results and methods

In [4] Bruggeman and Motohashi have obtained summation formulae for
PSL(2,Z[i))\PSL(2,C), analogous to the summation formulae for
PSL(2,Z)\PSL(2,R) of Bruggeman [2] and Kuznetsov [15,16]. Their first formula
shows that a certain wide class of sums involving Fourier coefficients of modular
forms may be expressed in terms of sums of ‘generalised’ Kloosterman sums; their
second formula does the reverse (and is a partial inverse of their first formula).
In order to distinguish these two types of summation formula, we shall use the
terminology ‘spectral to Kloosterman summation formula’, and ‘Kloosterman to
spectral summation formula’. Subsequently, in [19], Lokvenec-Guleska succeeded
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in generalising this work of Bruggeman and Motohashi, so as to obtain, for each
imaginary quadratic number field F = Q(v/D), and for each Hecke congruence
subgroup T" of the special linear group SL(2,9Dr) (where O denotes the ring of
integers of F'), the corresponding summation formulae for T\SL(2,C). Our aim
in this paper is to describe several applications of the case F' = Q(i) of these
generalised summation formulae. Hence we assume, in what follows, that I" is one
of the Hecke congruence subgroups of the group SL(2,Z][i]); these subgroups, and
the ‘levels’ with which they are associated, are defined at the beginning of the next
section. Our applications of the summation formulae include new bounds for mean
values of sums involving Fourier coefficients of modular forms, and new bounds
for sums of generalised Kloosterman sums. Our results depend, in part, upon the
best available lower bound for the absolute value Ay = A1(I") of the first non-zero
eigenvalue of the Laplace operator A on the space L*(I'\SL(2,C)/SU(2)). This
is currently the bound A\, > 77/81 of Kim and Shahidi [13,14].

In the spectral theory of L?(T'\SL(2, C)) utilised in [19] the fundamental build-
ing blocks are not so much individual modular forms as whole subspaces V' that
are irreducible and invariant with respect to the right-actions of all elements of
SL(2,C), and that are also ‘cuspidal’ (in that the T'-automorphic functions they
contain have, at each cusp of I', a Fourier expansion in which the ‘constant’ term
is zero). Associated with each of these subspaces V' there is a pair of ‘spectral
parameters’ (vy,py) € C x Z satisfying either vy € [0, 00), or else vy € (0,2/9)
and py = 0 (these are the parameters appearing in the equations (1.1.4) below).
Moreover, for each V, and each cusp ¢ € Q(i) U {oo}, there are associated Fourier
coefficients ¢, (m) (0 # m € Z[i]), which occur in the Fourier expansion at ¢ of
every one of a certain system of generators of the space V (for details see (1.1.5)—
(1.1.9) below). To state our results it is convenient to define the ‘modified Fourier
coefficient’ ¢{, (m; vy, pv) to be equal to (w|m|)*v (m/|m|)~PV e, (m).

A countably infinite set of pairwise orthogonal cuspidal subspaces V' arise in
the spectral decomposition of L?(T'\SL(2,C)), but do not generate the whole of
that space: indeed, the complete form of this spectral decomposition involves, in
addition to the subspaces V', certain subspaces generated by continuously weighted
mean values of Eisenstein series (for more details see (1.1.2), (1.1.3), (1.1.12) and
(1.1.19) below). On one side of the summation formulae (of Bruggeman and
Motohashi, or Lokvenec-Guleska) stand sums and integrals defined in terms of
the spectral data and Fourier coefficients discussed above; on the other side are
sums of ‘generalised Kloosterman sums’ Sq p(m,n;c), where the cusps a, b and
m,n € Z[i] — {0} are fixed, and where the summation is over all ¢ lying in a cer-
tain countably infinite set °C® C C* with no point of accumulation in C (see
(1.1.13)—(1.1.15) and (1.1.1) for the relevant definitions).

In the paper [22] (to appear) the case F' = Q(¢) of the spectral to Kloosterman
formula for T obtained in [19] is slightly generalised, so as to apply for arbitrary
pairs of cusps a,b (rather than just for a = b = c0); by means of that gener-
alised formula, and bounds for the relevant generalised Kloosterman sums, we
obtain in [22, Theorem 1] the spectral large sieve inequality which is reproduced
as ‘Theorem 2’ in this paper. In the present paper it is instead the Kloosterman
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to spectral summation formula, Theorem 1 below, that has the more prominent
part to play (though we use the spectral to Kloosterman summation formula in
proving Theorem 12).

To understand what motivates much of our work one has only to consider the
application of this Kloosterman to spectral summation formula with the ‘test-
function’ f = Fx given by

Fx(z) = ®(X[|2]*)  (2€C"),

where X > 2, and the function @ is infinitely differentiable on (0, c0), with support
[1/2,2] and range [0,1], say. By (1.2.1), we have

&) Sa.p (m,n;c) 2m\/mn
>, = Fx

|c]? ¢
ceact

()

=73 o (mivv,pv) el (msvv,py) KFx (vy,py) + -+, (0.1)
14

where the transform K f(v,p) is given by (1.2.2)—(1.2.4), while the ellipsis ‘-’
signifies a sum involving modified Fourier coefficients of Eisenstein series, and the
suffix ‘(T")’, placed above both summation signs, serves only as a reminder that
the set °C°, the Kloosterman sum Sq p(m,n;c) and the relevant set of cuspidal
subspaces V are dependent on the Hecke congruence subgroup I' C SL(2,Z][i]).
Note that, since ® has support [1/2,2], the first summation in (0.1) is effectively
a sum over the finitely many ¢ € °C® which satisfy X’/2 < |c[? < 2X’, where
X' = 47?|mn|X. By Lemma 2.2 of this paper, one moreover has

KFx(v,p) <o Qlog X)X Pl(1 )™  for (v,p) €iR x Z. (0.2)

Since the relevant spectral parameters (vy, py) are either contained in iR X Z, or
else have py =0 and 0 < v < 2/9, it follows by (0.1), (0.2) and the spectral large
sieve inequality (Theorem 2 below) that

& Sa,p(m,n;c) 2my/mn
> x| =

7lel?

, ceect
X7<|c\2<2x’
(T)
= Og mn(log X) + Z cf,(m;vy,0) cf/(n; vy, 0) KFx(vy,0), (0.3)

vy >0
where (see the discussion around (1.1.11) below) the last summation is certainly

finite, and each relevant V' (if there be any) corresponds to an eigenvalue Ay
of the (symmetric and positive) operator —A on the space L?(I'\SL(2,C)/SU(2))
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satisfying Ay = 1 — v < 1. If the generalised Selberg eigenvalue conjecture (for
which see [7, Chapter 7, Part 6]) is correct, then the sum over V in (0.3) is empty.
In the absence of any proof of this conjecture it remains relevant to note that, by
Lemmas 2.2 and 2.3 of this paper,

v1XY <5 KFx(1,0) <o v ' X" for 0<v<1/2 and X — +oo. (0.4)

In particular, if it is the case that the eigenvalue \; (T") is both ‘exceptional’ (i.e.
less than 1) and of multiplicity 1, and if 11 = /1 — A;(T") and V; is that cuspidal
subspace V which occurs in the spectral decomposition of L?(I'\SL(2,C)) and has
(vv,pv) = (¥1,0), then, provided that cf{, (m;v1,0) # 0 and C€/1 (n;v1,0) # 0, it
follows by (0.3) and (0.4) that one has

O Sa.p(m,n;c) 2my/mn
>, = Fx

ceect lel® ¢

X7/<|c\2<2x’
|c{‘/1 (m;v1,0) e}, (n;v1, 0)’

=o V X as X — +oo. (0.5)
1

It is therefore reasonable to expect that, in the event of the sum over V in (0.3)
being non-empty, that sum will be the crucial determinant of the asymptotic be-
haviour (as X — +00) of the sum of Kloosterman sums appearing in (0.3). By
the bound Ay > 77/81 of Kim and Shahidi, one has 0 < 14 < 2/9 in (0.5), and
0 < vy < 2/9 in the sum over V in (0.3).

We follow the pattern set by Deshouillers and Iwaniec [5], in considering
weighted mean values (over m and n) of the sum of Kloosterman sums appearing
on the left-hand sides of (0.5). Their results on sums of generalised Kloosterman
sums associated with Hecke congruence subgroups of SL(2,7Z) had (see [5, Subsec-
tion 1.5]) numerous applications to problems concerning the multiplicative number
theory of the rational integers: so one motivation for this paper is to obtain re-
sults that may help to similarly advance the multiplicative number theory of the
Gaussian integers. Bearing in mind the equation (0.3), and the bounds in (0.4),
we are led (via the Cauchy-Schwarz inequality) to investigate what upper bounds
may be obtained for the sums

(To(q)) 2
od(b,N;X)= > X™| > buch (n;0v,0)
>0 X <in2<n

(0#q € Zli], a € Qi) U{oc}), (0.6)
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where N, X > 1, C' > 1 and I'y(q) is the Hecke congruence subgroup of SL(2,Z][i])
of level ¢, while the coefficients b,, (0 # n € Z[i]) are arbitrary complex numbers
(collectively represented by the symbol ‘b’). Usually we have either C' = 2, or
C = 4. Note, moreover, that ‘n’, in the above, is a Gaussian integer variable
of summation (i.e. it ranges over all values in Z[i] permitted by the conditions
attached to the summation sign). Indeed, since most of the summations that
appear in this paper are summations over Z[i], it has suited us to make it our
convention that, where there is nothing to indicate the contrary, variables of sum-
mation are understood to be Gaussian integer variables.

Our principal results presuppose a uniform bound of the form

Re(my) <9 < =, (0.7)

Neg il V)

such as follows (with ¥ = 2/9) from the lower bound Ay > 77/81 of Kim and
Shahidi. By combining the bound (0.7) with a carefully targeted application of the
Kloosterman to spectral summation formula, we obtain, in Theorem 5 below, an
upper bound for U;‘(b, N; X). The proof of this result, and those of Theorems 6, 7
and 8 are modelled on the proofs of the analogous results in [5].

In Theorems 6-10 we specialise to the case a = oo, and consider the mean
value, over levels ¢ € Z[i] satisfying a condition of the form Q/2 < |¢|? < Q, of
the sum o.° (a, N; X): note that Theorems 9 and 10 apply only when the relevant
coefficients a,, (0 # n € Z[i]) are of a special type. Theorems 7 and 8 are a key
tool in our proofs (by induction) of Theorems 6 and 10: they enable one to relate
the mean value

S(QX,N)= > oraN;X)

9 cjqP<q

to other mean values of the same form, but with X and @ replaced by other
numbers (and, in the case of Theorem 8, with each coefficient a,, replaced by the
corresponding product a,|n|?®, where t is some real number independent of n).
In cases where both @/N and X/(Q/N) are sufficiently large, the result (1.3.7)
of Theorem 6 is a sharper upper bound than that which follows directly from
Theorem 5 and (0.7).

We consider Theorem 10, which is an analogue of [21, Theorem 2], to be the
foremost achievement of this paper. Indeed, both Theorems 9 and 10 play a crucial
part in a significant application that we will come to shortly (after some discussion
of Theorem 9, and of the proof of Theorem 10).

Theorem 9 is (as shown towards the end of Subsection 1.3) an easy corollary
of Theorem 10. There is, of course, a direct proof of Theorem 9 (one considerably
shorter than that of Theorem 10), but we have not included it in this paper. A
measure of the strength of Theorem 9 is that, in respect of cases where 1 < X <
Q?/N and the coefficients a,, satisfy the required hypotheses (i.e. with H = N),
it yields the same bound for the mean value S(Q,X,N) as would follow (by
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Theorems 4 and 5), were it known to be the case that, for every € > 0, one
has A1(T') > 1 — ¢ for all but finitely many of the Hecke congruence subgroups
I' = To(q) < SL(2,Z[i]).

Our proof of Theorem 10 resembles that of the analogous result [21, Theorem 2]
in having three distinct phases. In the first phase (to which Sections 5 and 6 are
devoted) we obtain, ultimately through Lemmas 6.1-6.3, a bound for a sum of the
form

R=> 0plpl>> 1al™>> 60 Y > S(hk,l;pg) p(h, k,L,p,q) Yo,
k 4

p#0 q#0 h

where S(u,v;w) denotes the ‘simple Kloosterman sum’ defined in (1.3.6), and
where it is supposed that 0,,, ¢, = O(1) for 0 # m € Z[i]; that T, € C for
¢ € Z[i]; and that the function ¢ : C° — C is ‘sufficiently smooth’ (in the sense
made clear at the start of Section 6) and, for some Zi,...Z5 > 1, has its support
Supp(y) contained in the set {z € C°: Z;/2 < |z;|* < Z; for j =1,...,5}.

The steps in the proof of Lemma 6.1 are similar to steps in the initial part
of the proof of |21, Proposition 2.1]. The only (rather minor) novelty there is
the use of Poisson summation over Z[i], instead of Poisson summation over Z.
Although it would require some additional hypotheses concerning the coefficients
on and Ty, the entire proof of [21, Proposition 2.1] could be adapted for the current
context: this would not yield identically the same bound for R as that obtained
in Lemma 6.3, but would nevertheless produce a result from which Theorem 10
could be deduced. Rather than do this, we instead take the opportunity to try
out some new ideas, in the hope of achieving a proof in which the key features
are less obscured by lengthy computations than is the case in respect of the proof
of [21, Proposition 2.1].

Our primary innovation (in the estimation of R) is to be found in the proof of
Lemma 6.2. There we apply, in conjunction with the Cauchy-Schwarz inequality,
a ‘special analytic large sieve for Z[i]’, which is obtained in Lemmas 5.8 and 5.9 (as
a corollary of Huxley’s more general large sieve estimates in [9, Theorem 1]). This
ultimately results in the bound for R that we obtain in Lemma 6.3. That bound,
however, is not quite adequate for our purposes, for it is only obtained subject
to quite stringent conditions (these being the same conditions as appear in the
hypotheses of Lemma 6.1). The hypothesis that @ > max{HK, L}, is the most
irksome of these conditions; it causes Lemma 8.4 to be conditional upon having
R > N; and if we had no means of setting aside this last constraint, then we would
be unable to deduce the case 1 < @ < N of the result in Lemma 8.5, which would
(at best) make the deduction of the result of Theorem 10 more difficult. These
considerations prompt our work in Section 7, which is an application of the Parseval
identity [19, Theorem 8.1] pertaining to a certain subspace of L?(T'o(¢)\SL(2,C)).
In Lemma 7.3 we find that

S(R,X,N) < (log R1) (S (R1,X,N) + S (2R1,X,N))  for 1< R<2R,.
(0.8)
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Hence, at the (acceptable) cost of increasing our final bounds on S(Q, X, N)
by a factor O(log N), we are effectively able to nullify the condition R > N of
Lemma 8.4, and so compensate for the above mentioned inadequacy of the bound
for R obtained in Lemma 6.3.

Lemma 8.5 marks the end of the second phase of our proof of Theorem 10. At
the end of Section 8 comes the third and final phase, in which it is shown (with
the help of Lemma 4.2, a corollary of Theorems 7 and 8) that Theorem 10 follows
by induction from Lemma 8.5.

In the paper [23] (to appear), an analysis of the contribution of ‘off-diagonal
terms’ to a certain mean value of groessencharakter zeta-functions (a smoothly
weighted majorant of the mean value J(D, N) defined in (1.4.22) below) leads
to a sum of generalised Kloosterman sums Sq (m,n;c), in which a = 1/s, with
0 # s € Z[i], and b = oo, while the relevant discrete subgroups of SL(2,C) are
Hecke congruence subgroups I'g(rs) < SL(2,Z[i]), with 0 # r € Z[i] and r coprime
to s. This is analogous to the situation which obtained in respect of the proofs of
both [6, Theorems 1 and 2| and the later result [21, Theorem 1|; and it provides
the motivation for Theorem 11 of the present paper, in which we obtain a bound
for the sum of generalised Kloosterman sums in question that is (if one allows
for the stronger lower bounds for A;(I') now available) analogous to the bound
obtained in [21, Proposition 4.1].

See the end of Subsection 1.4 for a brief description (with some history) of
the main result obtained in [23|. Note, in particular, that the proof, in [23], of
the bound (1.4.23) for J(D,N) depends critically on the result that we obtain
in Theorem 11. Since Theorem 11 is essentially a corollary of Theorems 4, 5, 9
and 10, the part it plays in [23] therefore constitutes a significant application of
those results.
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1. Definitions and statements of the results

1.1. The space L?(I'\G), Kloosterman sums and Fourier coefficients of
cusp forms

Let © = Z[i] (the ring of Gaussian integers). Then, for each non-zero ¢ € O, the
Hecke congruence subgroup of SL(2,9) of level ¢ is the group

To(q) = {(Z Z) € SL(2,0):ce qD},

endowed with the associative binary operation of matrix multiplication; and all
Hecke congruence subgroups of SL(2,9) are contained in the set {I'g(q) : 0 # ¢ €
O} ={To(q) : ¢ € O, Re(q) > 0 and Im(q) > 0}.

Let T" be a Hecke congruence subgroup of SL(2,9). Then I is a discrete and
cofinite (but not cocompact) subgroup of the Lie group G = SL(2,C). A function
f G — C is said to be I'-automorphic if and only if it is such that

f(vg)=f(g) for y€T and g€G.

In preparation for further discussion of I'-automorphic functions we next define
a coordinate system and measure for G.
The maximal compact subgroup of G is

K =S8U(2) = {k[a,8]: a, € C and la> + 8% = 1}
where
_B o

One has G = NAK (the Iwasawa decomposition) where N = {n[z] : z € C} and
A ={a|r] : r > 0}, with

nfz] = (é i) (z€C)  and  afr] = (*é; 1;%) (r>0).

Moreover, each k = k[a,8] € K has a factorisation of the form
k = h[e™/?]v[i0)h[e'¥/?], where ¢,0,1 € R,

hfu] = (g uol) and  w[if] = (Z-C;i((ee//é)) icS;:(f//;)))'

klov, 8] = (O‘ 5) (a, 8 € C).

Each g € G has Iwasawa coordinates (2, 7,6, ¢,1%) € C x (0,00) x R? such that 6 €
[0,7), ¢ £ ¢ € [0,47) and n[z]a[r]h[e*¥/?]v[if]h[e"¥/?] = g; when 0 < 6 < T these
coordinates are uniquely determined by g. In terms of the Iwasawa coordinates
(and with = Re(z), y = Im(z)) the subgroups N, A and K have left and right
Haar measures dn = dyz = dody, da = r~1dr and dk = 27372 sin(0) dp df dup,
respectively. Note that dk here is normalised so that [ r dk = 2. Similarly
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dg =r~2?dndadk = r3dzdydrdk
(9 =nlz+iyla[rlk, z,y e R, r>0 and k€ K)
is a left and right Haar measure for G.
By [7, Chapter 7, Proposition 3.9], a fundamental domain for the action of

SL(2,9) upon G is the set
G
Fow = Fank

where
Z)—{n 12 €C,r >0,[z]>+7% > 1 and |Re(2)],Im(2) € [0,1/2]}
and

K+:{h[ei@/ﬂv[io}h[eiw/ﬂ 0<O<m0<p—1<drand0< g0+1/1<27r}

(the latter set being a fundamental domain for the action of the group {h[1], h[—1]}
on K). Since the group I' = I'y(q) is of finite index in SL(2,0) = I'y(1), there
exist representatives vi,...,sr(2,0).1) of the right cosets of I' in SL(2,9) such
that the set

[SL(2,0):T] [SL(2,0):T]
U ’Yk}—&i) = U Wk}_&gK+ =Fne (say)
k=1 k=1

is a fundamental domain for the action of I' upon G.

Since T' 3 h[—1], the '-automorphic functions f are even (i.e. they satisfy
f(h]=1]g) = f(gh[—1]) = f(g), for g € G). Given any measurable I'-automorphic
function f : G — C, one defines

f(g)dg=/f f(g)dg
r\G

NG

if the latter integral exists (note that this integral is independent of our particular
choice of fundamental domain Fp\¢). Such a function f is said to be ‘square
integrable’ if and only if

|f(9)?dg < oo.
NG

We define L?(T'\G) to be the set of all square integrable I'-automorphic functions
f: G — C. This set L>(T'\G) is a Hilbert space with inner product

ke = [ SOy (fhe AONG)
We now define what is meant by ‘Fourier expansion at a cusp’: this concept

will prove useful in discussing the decomposition of the space L?(I'\G). When
3= [71,22] € P1(C) = CU{oo} (the Riemann sphere) and

a b
g(C d)GGv
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one may define g3 = [az1 + bza, cz1 + dz2] € P}(C) (so that goo = oo = [1,0] if
and only if ¢ = 0). This (since I' < G) determines an action of I' on the Riemann
sphere. The ‘cusps’ of I' are the points ¢ € P1(Q(i)) = Q(i) U {oo}. For a cusp ¢
of I', the corresponding stabiliser and ‘parabolic stabiliser’ subgroups,

Fc={y€eTl:ywc=c¢ and TL={yel :Tr(y)=2}

(where Tr(7y) denotes the matrix trace of y) are both infinite, with [I', : T'] € {2, 4};
and it is possible to choose a ‘scaling matrix’ g. € G such that g.oco = ¢ and

g g = {nja] :a € O} = BT (say). (1.1.1)

We assume henceforth that each cusp ¢ of I' has assigned to it just such a scaling
matrix g.. When f : G — C is T-automorphic one has f(gn[alg) =
f (gcn[a]gc’lgcg) = f(gc9), for g € G and a € O. Hence if f is (for example)
a I-automorphic function that is differentiable (with respect to the Iwasawa coor-
dinates) on G, then one has a Fourier expansion at the cusp c:

Flgeg) =D (FSf)(9)  (9€@),
weO

where, for w € O, the function Ff : G — C is continuous on G and satisfies

(FGf) (nlz]g) = e (Re(wz)) (F5f) (9) (g€ G, 2€C),

with ‘e(x)’ being a convenient notation for exp(2mix).

Let °L?(I'\G) denote the closure in L?(I'\G) of the subspace spanned by cusp
forms (we define the term ‘cusp form’ below (1.1.10)). Then, by the discussion
in [19, Chapter 8|, the Hilbert space L?(I'\G) has a decomposition into mutually
orthogonal subspaces,

L*T\G) =Ca L*(I"\G) @ °L*(T\G), (1.1.2)
where C denotes the 1-dimensional space of constant functions, while
OL2(\G) = EBV (1.1.3)

with V' running over a countably infinite set of mutually orthogonal ‘cuspidal’
proper subspaces (in the terminology of representation theory each V' here is both
invariant and irreducible with respect to the right-actions of the elements of G).
To classify the spaces V' we need the two Casimir operators associated with G,

which are 2, and Q_ = Q, where in terms of the Iwasawa coordinates (and with
0/0z = (1/2)(0/0x — i0/0y) and 0/0%z = 0/0z = (1/2)(0/0x + i0/y)) one has:
1 20 0 1 oo 1. ,,00 1 . 0 0
_ 1,299 2 e B 1 A P g9
Q=g s tarettB)y 5o~ giret g 5p g ret ey o
1282 100 19 10 1.0
e T

8 Or2 4 9rdp 809p2 8 8T+ZZ%'
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By the discussion in [19, Subsection 3.2.2], each V occurring in the decomposition

(1.1.3) has associated with it a unique pair of ‘spectral parameters’ (vy,py) €
(1[0, 00) x Z) U ((0,1) x {0}) such that

0.7 =3 (vsp)-1)7  for feV; (1.1.4)

and each has, itself, a decomposition into mutually orthogonal proper subspaces:

oo £
@ @ Vi 0, (1.1.5)

t=lpv| a=—¢

with Viceg € {f €V : Qxf=—1(l+1)lf and (8/0v)f = —iqf} for q,¢ € Z,
¢ > |pyv| and |g| < ¢, where Qg (the Casimir operator associated with K = SU(2))
is given by

1 0? 0? 0? 10 1 0
O = = csc? — 4+ ) - -2 4=
K csc?(0) ( + (911)2) csc(f) COt(e)&paw +3 902 + cot( >69

We follow [4] and [19] in our use of the symbols ‘¢’, ‘py” and ‘¢’ in the above: it
may therefore be worth clarifying that ‘q’, in the context of the spaces Vi ¢, in
(1.1.5), denotes a rational integer valued variable that is independent of the (as
yet unspecified) level of the group I'. But, from Subsection 1.2 onwards (where
there is little need to discuss the spaces Vi ¢ 4 or related matters, unless it be in
respect of the case ¢ = py = ¢ = 0) we generally have I' = I'y(g), so that ¢ then
denotes some non-zero Gaussian integer ‘level’. As explained below [19, Equation
(8.3)], each factor Vi ¢ 4 in the decomposition (1.1.5) is a 1-dimensional space over
C, and so contains some generator fX q 7 0 such that

Viceq =Cf/, (1.1.6)

(we take this generator qu to equal the ‘Ty ¢ ¢(vy, py)’ of [19, Chapter 8]).
The Fourier expansions at cusps of the generators of the above spaces Vi ¢ 4
are a central concern of this paper. In order to best describe (and compare)
these Fourier expansions we now define certain ‘Jacquet integrals’. For k =
klo, f] € K and p,q, ¢ € Z with ¢ > max{|p|, |q|}, let @, , (k[a,S]) be the co-
efficient of X’ in the polynomial (X — B)*~9(BX + @)*T?. Then the sys-
tem {®) , :p,q,0 € Z and £ > max{|pl,|q|} } is a complete orthogonal basis of the
Hilbert space L2, (K) endowed with the inner product (f,h)x = [, f(k)h(k)dk
(i.e. the space of even functions f : K — C such that [, |f|*dk < c0). One has

2 1 2 20\
ot = [ tobaooPa= o () ()

for p,q,¢ € Z and ¢ > max{|p|,|q|}.
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For w,v € C, with Re(v) > 0, and ¢,p,q € Z with ¢ > max{|p|,|¢|}, one defines
©e,q(v,p) : G — C and the corresponding Jacquet integral J, ¢¢,(v,p) : G — C
by:

©u,q(v,p) (nafrlk) = rlJ”’(I)f),q(k) (neN,r>0keK); (1.1.7)

(Jueq(v,p)) (9) = /(CW,q(V7 p) (k]0, —1]n[z]g) e(—Re(wz))dn[z] for g € G.

The last integral converges absolutely when Re(r) > 0: though it fails to do so
when Re(v) < 0, it is shown by [4, Lemma 5.1] that if ¢,p,q,¢9 and w # 0 are
given then the function v — (J,¢r (v, p)) (¢9) has an entire analytic continuation.
Through this one defines the function J, ¢4 (vv,pv) : G — C when (vy,py)
are the spectral parameters of an arbitrary irreducible subspace V C °L?(I'\G).
As noted in [22, Subsection 1.7] (see, in particular, [22, Relations (1.7.10) and
(1.5.17)]), each term F(f in the Fourier expansion at any cusp ¢ of any func-
tion f € Vik,q is a constant multiple of the corresponding Jacquet integral,
Juweq (vv,pv) : G — C. Indeed, it is even possible to choose, for the subspace
factors Vi ¢4 in (1.1.5), a system of generators,

BIV(' = {ff‘,/q € VK,E,q - {0} : €7q € Z7Z = |pV| and |q| < g} (Sa'Y)7

such that at each cusp ¢ of I' one has Fourier expansions

a(geg) = D v (@) Fuprg (v,pv)) (9) (g€ G, L= |pv] and |q| < 0),
0#weD
(1.1.8)
with coefficients ¢, (w) that, in addition to being independent of g, are also inde-
pendent of ¢ and g. The system B}, may be normalised so that, for £, q € Z with
¢ > |py| and |g| < ¢, one has

2
vz L% all if (v, pv) €[0,00) X Z, .
1ealleve = {Egﬁﬁgggg |@5.,]1% it 0 <y < 1andpy =0. (1.1.9)

Subject to this normalisation, the function ¢f, : © — C is determined, up to an
arbitrary constant multiplier e?® of absolute value 1, by V and g, alone; the same
is true of the system B};.

It is implicit in the equation (1.1.8) that at all cusps ¢ of I" one has F(ffz‘,/q (g)=0
for g € G. Moreover, it follows by [19, Lemma 5.2.1] that each f}/, € By satisfies,
at every cusp ¢ of I', a growth condition

qu (genalrlk) <vpq.e r /e (neN,keK and r>R(f),¢)),
(1.1.10)
where R(f,¢) > 0 depends only upon f and c¢. Any such I'-automorphic eigen-
function of both Casimir operators Q4 is commonly termed a ‘cusp form’ (hence
the designation of V as a ‘cuspidal’ subspace).
The spectral parameters (vy,py) associated with the decomposition (1.1.3)
merit some further consideration. Let V' be one of the relevant cuspidal subspaces.
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Then, as indicated prior to (1.1.4), V is either of the ‘unitary principal series’ (i.e.
has vy € i[0,00) and py € Z), or else is of the ‘complementary series’ (having
0 < vy <1andpy =0). If py = 0, then the generator fg{o of Vi 0,0 satisfies
—Afé{o = /\Vfgfo, where Ay = 1—v2 and A is the hyperbolic Laplacian operator:

0? 0? 0? 0

A :4(Q+ —|—Q,) ‘COO(G/K) :T2 (aIQ + ain + 67"2) _7’57
with C*°(G/K) signifying the space of infinitely differentiable functions f : G — C
which, for k € K, r > 0 and z = z + iy € C, satisfy f(n[z]a[r]k) = f(n[z]a[r]).
By [7, Theorem 1.7] the operator —A is symmetric and positive on the space
{f € L*\G) N C®(G/K) : Af € L*(I'\G)} D Vk,0,0, which of itself implies
1 —v¢ = Ay > 0 (partially explaining why we have vy € i[0,00) U (0,1) when
pv = 0). Recent work of Kim and Shahidi [14], [13, Theorem 4.10] has shown that
Ay > 77/81, so that one has

(vv,pv) € (0,2/9) x {0} if V is of the complementary series.  (1.1.11)

Eigenvalues Ay < 1 (and these only) are termed ‘exceptional’. Since the group
T here is (in the terminology of [7, Chapter 2, Definition 2.3]) cofinite but non-
cocompact, at most finitely many of the factors V in the decomposition (1.1.3)
correspond to such exceptional eigenvalues of —A. Indeed, by [7, Chapter 4,
Corollary 5.3] one has 37, A\;;> < oo (the asterisk indicating summation over
those of the cuspidal subspaces V' occurring in (1.1.3) that have py = 0).

The generalised Selberg eigenvalue conjecture, if true, would (in the present
context) entail the complete absence of any exceptional eigenvalues: so that all
V' occurring in the decomposition (1.1.3) would necessarily be of the unitary
principal series. Whilst the generalised Selberg eigenvalue conjecture has nei-
ther been proved, nor disproved, it is known that certain discrete groups, such as
I'o(1) < SL(2,C), are not associated (in the manner described above) with any ex-
ceptional eigenvalues: see [7, Chapter 7, Proposition 6.2] for other examples. Yet
the current state of knowledge does not, for example, rule out the possibility that
there may exist an infinite sequence of distinct Gaussian primes, w;, ws, ... , such
that each group in the sequence I'g (1), ['o(w02), . . . is associated with at least one
exceptional eigenvalue of —A. It is fair to say that any proof of the generalised
Selberg eigenvalue conjecture (or of just those cases of it that are relevant) would
render much of this paper obsolete.

The subspace °L?(I'\G) in (1.1.2) is a special case of the space referred to in
[19, Chapter 8] as ‘L%°"(I'\G, x)’, and (as noted there) is generated by integrals
of certain Eisenstein series. In determining a suitable set of such generators it
helps to note that, by the relation of I'-equivalence of cusps (whereby a is deemed
I-equivalent to b if and only if ya = b for some v € T'), the set P*(Q(4)) of cusps of
T is partitioned into finitely many I'-equivalence classes, each of form {yc:~vy € I'}
for some ¢ € P*(Q(i)). We shall use the notation a £ b to signify that a is I'-
equivalent to b. Let € be a complete set of representatives of the I'-equivalence
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classes of cusps in P1(Q(4)). Then, for ¢ € €, ¢,p,q € Z with £ > |p|,|q| and v € C
with Re(v) > 1, the Eisenstein series Ej  (v,p) : G — C is given by:

B, (00)(0) =

c

> ) (97M9)  (9€G),  (1.112)

[yel\l

where ¢ 4(v, p) is as defined in (1.1.7). By virtue of (1.1.1), the sum in (1.1.12) is
well-defined. Moreover, a property of the function ¢, 4(v, p) : G — C ensures that
if . # I', and if p is odd, then the terms of that sum cancell one another out;
since [['; : '] € {2,4} for ¢ € P}(Q(i)), one therefore has

Ef ,(v,p)#0  onlyif pe i :T}]Z.

The condition Re(r) > 1 ensures absolute convergence of the sum in (1.1.12):
this, and more delicate issues of convergence, are discussed in [22, Subsection 1.8]
(but see also [7, Chapter 3|, [4, Section 5] or [19, Subsection 3.3|). Here it suffices
to record that the Eisenstein series given by (1.1.12) are infinitely differentiable
I-automorphic functions on G, and inherit from ¢, ,(v,p) the property of be-
ing eigenfunctions of both Casimir operators {21+ with corresponding eigenvalues
L(wFp?-1).

In parallel with the Fourier expansions (1.1.8) we shall need also the Fourier
expansions of the Eisenstein series. Preparatory to this we now define certain
‘generalised Kloosterman sums’. Given any pair of cusps a, b € P*(Q(3)), let

TO(c) = {fy el :g;'vge = (Z I)} for ce C, (1.1.13)

and put
°©C* ={ceC—{0}:°T"c) #0}. (1.1.14)

Then, for ¢ € °C* and w,w’ € O, the generalised Kloosterman sum Sq p (w,w’; )
is given by:

oy s(v) ., d0)
Sap (w,w'se) = Z e(Re(w - +w ) (1.1.15)
DAL ETG\ T (o) /T

gll”é’l’:(Sg) d?’v))

where e(z) = exp(2miz). If a,b € €, and if ¢,p,q € Z and v € C are such that
¢ > |pl,lgq| and Re(r) > 1, then at the cusp b the Eisenstein series Ef (v,p) has
the Fourier expansion

. 1
E} ,(v,p) (969) = 63 620.4(v:P)(9) + =77 DE(0;v,p)
[[q:T]
ml'(lp|+v) TU+1-v)
X
Fl+1+v) T(lp|+1-v)

1
tr. T > DE(W5v,p) Jupe(v,)(9), (1.1.16)
¢ otyen

v0,q(=v,—p)(9)
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where
1 ifafp
or = ’ 1.1.17
@b { 0 otherwise, ( )
and
(v, p) Z Sap(0, 05 ¢) [e| 20 (¢/|c))* (1.1.18)
ceace

(all the sums here being absolutely convergent). Using an evaluation of Sq 5(0, ¥; ¢)
(analogous to the classical evaluation [8, Theorem 271] of Ramanujan’s sum) it
can be shown that when 0 # ¢ € O the right-hand side of (1.1.18) converges ab-
solutely for Re(r) > 0. It may, on the other hand, be deduced from (1.1.12) that
when a, ¢, p, ¢ and g are given, the function v — E} (v,p) (g) is holomorphic for
Re(v) > 1 (see [7, Chapter 3, Proposition 2.5] for the case p = ¢ = £ = 0); and it
is known that this function of v has a meromorphic continuation to all of C, with
a simple pole at ¥ = 1 if and only if p = ¢ = £ = 0, and with no other poles in the
closed half plane {v € C: Re(v) > 0}. This may be shown by application of Lang-
lands’ general theory [18], or by expressing the coefficients D°(y;v,p) (¢ € O)
in terms of Hecke zeta-functions: [4, Lemma 5.2] being a prototypic example of
the latter approach. Applying this meromorphic continuation one obtains, when
Re(v) > 0 and (v,p) # (1,0), an infinitely differentiable Il-automorphic function
Ezq(l/, p):G— (C satisfying Q. E} q(l/ p) = (( Fp)? - 1)Ezq(1/, D).

Because of the behaviour (as the Iwasavva coordinate r tends to oo) of first
two terms on the right-hand side of (1.1.16), one has Ef (v,p) ¢ L*(T'\G). Nev-
ertheless, by averaging E7 q(w p) over a range of values of v € iR one can obtain
a suitable generator in the space °L?(I'\G). Indeed, by an extension of |7, Chap-
ter 6, Theorem 3.2], one has:

‘L?*(T\G) = @ b P { /Eg’q(it,p)(g)H(t)dt: He L?(o,oo)}.
0

ceC (,q€Z pel [F FJZ
Sl i<

(1.1.19)
Equations (1.1.2), (1.1.3), (1.1.5), (1.1.6) and (1.1.19) describe the spectral de-

composition of L2(I'\G): for the subspace

2O\t = {£e 20\a) e = ana 7= —iar
(1.1.20)
(where we assume that £,q € Z and £ > |q|), one has a corresponding Parseval
identity [22, Theorem A], which is a special case of [19, Theorem 8.1].
Apart from the coefficient d; , in (1.1.16) possibly being replaced by €”d; ¢, fi
some € € O*, the Fourier expansion (1.1.16)—(1.1.18) is valid for arbitrary cusps
a,b of ' (i.e. not only for a,b € €). Indeed, when ¢ & 0, there will exist a unit
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€ € O such that Ef (v,p) = €’E} (v,p) for {,p,q € Z with £ > max{|pl,[q|}
and all v € C that are not poles of E,fﬁq(u, p) (the set of poles of the function
v Ej (v,p)(g) being independent of the variable g).

The meromorphic continuation of the function v — EY q(y, p)(g) implies a cor-
responding meromorphic continuation of each term (F£E§ 4(:p))(g) occurring in
the Fourier expansion of the Eisenstein series Ef (v,p) at the (arbitrary) cusp b,
and hence the meromophic continuation over C of the function v — DE(¢; v, p),
given (for Re(r) > 1) by (1.1.18). Let this meromorphic continuation define
DE(¢;v,p) when Re(v) < 1 and v is not a pole. Then (from the above dis-
cussion) the function v + DE(v);v,p) either has no poles in the closed half plane
{v € C : Re(v) > 0}, or has there just the one simple pole, at v = 1: it is, in
particular, holomorphic at all points v € iR.

In the next three subsections we present our main results. These may be more
concisely expressed in terms of modified Fourier coefficients, ¢, (w;vy,py) and
B (3;v,p), which, for a,b,c € P1(Q(i)), 0 # w € O, any cuspidal subspace V
occurring as a factor in (1.1.3), any p € Z and any v € C that is not a pole of
D! (w; v, p), are given by:

cv (wivy,pv) = (rlw)™ (w/lw) ™ ¢} (w)  and

’ (1.1.21)

Bg(w;v,p) = (nlw])” (w/|w]) ™ Dg(w; v, p).
Note that these modified coefficients, and the generalised Kloosterman sums de-
fined by (1.1.13)—(1.1.15), are to a large extent determined by the I'-equivalence
classes of the relevant cusps (rather than by the cusps themselves, or by the choice
of scaling matrices). This follows from the fact that a £ b if and only if the subset
°T'*(0) C T given by (1.1.13) is non-empty. For, given the requirement that (1.1.1)
holds for all cusps ¢, one can (by a calculation) show that if *T*(0) > ~; and
®T°(0) > 7o then, for some B1, 2 € C, some €1, €5 € OF and some 7,7, € C* with
n: =¢; (j =1,2), one will have

g ' mgu =hmin(Bi], g5 'vege =h[p]n[B]  and  MC° =mn°C°

(where the sets ®C®,*C" are defined by (1.1.14)) and, for wy,ws, € O and 0 # w €
9, the identities:

Sup (w1, wa;¢1) = e (Re (Bowz — frw1)) Sa,p (T w1, & we, T2 €1) (c1 €4CY),

cv(wivv,py) = e (Re(frw)) ¢}, (T w; vy, pv)
and

Byl (w;v,p) = € e (Re (Bow)) By (@ w;v,p)

(the latter pair being valid for any cuspidal subspace V occurring in (1.1.3), and
any (v,p) € C x Z such that v is not a pole of Bf (w;v,p)).
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1.2. A Kloosterman to spectral sum formula and other key ingredients

An essential underlying component of the proofs of the principal new results of this
paper is the following ‘Kloosterman to spectral’ summation formula for SL(2,C),
which is analogous to (though in some ways simpler than) the summation formula
for SL(2,R) of Kuznetsov [15,16]. Before stating this formula it is worth clarifying,
firstly, that when D is an open subset of C, a function f : D — C may be
termed ‘smooth’ if and only if each of the functions u(z,y) = Re(f(x + iy)) and
v(z,y) = Im(f(z +4y)) (both having the set D' = {(z,y) € R? : x + iy € D} as
their domain) is such that, for all n € N, every one of its 2™ partial derivatives of
order m is a continuous real-valued function on D’. Secondly, for o € R, we use
the subscript ‘(o)’ to denote integration from o —ico to o + ioco along the contour
Re(z) = o, so that if f is a complex function such that the function ¢t — f(o -+ it)
is Lebesgue integrable on (—oo, c0) then

oo

/f(Z)dZ=z'/f(a+z't)dt.

(@) -

Theorem 1 (a Kloosterman to spectral sum formula). Let f : C* — C
be an even smooth function compactly supported in C*. Suppose moreover that
q,w1,ws € O = Z[i], with quiws # 0; and that € is a complete set of representatives
for the T'-equivalence classes of cusps for the Hecke congruence subgroup I' =
To(q) < SL(2,9D). Then, for all pairs of cusps a,b of T (and all associated pairs
of scaling matrices gq, gy € SL(2,C) such that (1.1.1) holds for ¢ = a and for
¢="0), one has

% Sus (or,mi0) | (%ﬂW) (1.2.1)

|ef? ¢
(r)

=1y (wivv,pv) ey (wovv,pv) Kf (vy,pv) +
14

ceact

(")
Y g Y[ Bl B ) K )

1Y
cee © peF[LeTLZ (o

where °C® and the generalised Kloosterman sums Sap (w1,ws;¢) are as defined in
(1.1.18)~(1.1.15); where the system of irreducible cuspidal subspaces V C L*(T\G),
spectral parameters (vy,py) € C x Z and modified Fourier coefficients
¢ (wyvy,py) and B? (w;v,p) are as described in (1.1.2)—(1.1.11) and (1.1.16)-
(1.1.21), while the subgroups T, < T'. < T are as defined above (1.1.1); and where
(as in [4, Theorem 10.1]) one defines the K-transform by:

Kf(va) = - ’Cu,p(z)f(z) dxz, (122)
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with dyz = |2|72dy2 = |2|72dady (for 0 # z = x + iy and x,y € R),

Tv,-p(2) = Tup(2)

sin(mv)

—2k
’Cu,p(z) = ) \:7}1. k ’ 2 ’ <Z|> ;—k(z)‘];—i-k (E) )

(1.2.3)

- e ) (w/2)2m
T (w _Z:OF (m+1DL(E+m+1) (124)

Nothing more than (1.1.1) need be assumed in respect of the scaling matrices g. €
SL(2,C) chosen for ¢ € €, even when €N{a,b} # 0. Similarly, g, may differ from
g, even when a = b.

Proof. This theorem is a minor extension of Lokvenec-Guleska’s result [19, The-
orem 12.3.2], which applies only to the case a = b = oo (though being, in other
important respects considerably more general than our theorem). The proof is
a straightforward application of [22, Theorem B] (a spectral to Kloosterman sum-
mation formula, generalising [4, Theorem 10.1] of Bruggeman and Motohashi, and
extending [19, Theorem 11.3.3] of Lokvenec-Guleska), in combination with Brugge-
man and Motohashi’s one-sided B-transform inversion formula [4, Theorem 11.1]
and ‘annihilation lemma’ [4, Lemma 11.1]. The B-transform in question maps any
suitable complex-valued two-variable function h(v, p) to the function Bh : C* — C

given by:
- [ Koaletn) (62 - %) av.

(0)

Subject to our hypotheses concerning f, we have (see [4, Theorem 11.1]) the one-
sided inversion formula:

BKf = f. (1.2.5)

In addition, [4, Lemma 11.1] shows that

Z /Kf(y,p) (p2 — 1/2) dv =0, (1.2.6)

PEZ (0)

To prove our theorem we need only verify that, for some o > 1/2, the function
h = K satisfies the conditions (i)—(iii) of [22, Theorem B|: for then the equa-
tion (1.2.1) follows by the direct use of (1.2.6) and (1.2.5) to effect appropriate
substitutions in the case h = Kf of [22, Theorem B, Equation (1.9.1)]. Those
hypotheses are satisfied by h = Kf if, when S, = {v € C : |Re(v)| < o}, one has
all of the following:

(i) Kf(v,p) = Kf(-v,—p) for (v,p) € So x Z;
(ii) v +— K f(v,p) is holomorphic on a neighbourhood of the strip S;
(iif) Kf(v,p) g0 (14 Im@))~*(1+ |p)~* (say) for (v,p) € Sy x Z.
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Note firstly that by (1.2.3) and (1.2.4) the functions p — J, x(z) are entire.
Moreover, by using the relations Je = (—1)J_¢ (£ € Z) satisfied by the J-Bessel
function Je(z) = (2/2)¢J¢(2), one may show that J_,,, = J,, when both p
and v are integers. By this and the first equation in (1.2.3) it follows that the
functions v — K, ,(2) are entire (the singularities at v € Z being removable). In
addition, since it is also the case that the functions z — J¢(z) are entire, each
function z — J, x(2) is continuous on C*; and so the same is true of the functions
2+ K, ,(2). Therefore (given that f is compactly supported in C*) it follows by
the definition (1.2.2) and the holomorphicity of the functions v — K, ,(z) that,
for each p € Z the function v — Kf(v,p) is entire. This has verified that the
condition (ii) above is satisfied.

By [19, Lemma 12.1.1, Estimate (12.24)], the condition (iii) is satisfied for all
o > 0. Finally, since the condition (ii) has already been verified, the condition (i)
is a trivial consequence of (1.2.2) and the relation K, ), = K_, _, implicit in the
first equation of (1.2.3). The proof is now complete, for it has been shown that
the conditions (i), (ii) and (iii) hold for all ¢ > 0 (and so certainly for some
o>1/2) |

Remark 1. The above inversion of the summation formula [22, Theorem B] is one-
sided (i.e. non-surjective): for it contains no ‘diagonal term’ (i.e. no counterpart
of the term in [22, Equation (1.9.1)] with coefficient 6%°,,,), whereas, as is pointed
out in [4, Section 11], there exist test functions h satisfying the conditions (i)—(iii)
of [22, Theorem B] that do produce a non-zero diagonal term on the right-hand
side of [22, Equation (1.9.1)].

We next state the principal new result of [22], followed by a very useful corollary
(our Theorem 3).

Theorem 2. Lete > 0,0# g€ O =7Z[i], I =To(q) < SL(2,9) and K, P,N > 1
Suppose further that b, € C for n € © — {0}, and that u,w € O satisfy w # 0
and (u,w) ~ 1 (i.e. that uw and w are coprime). Then, when a is a cusp of T' with

a L u/w, and when E§ (¢, P,K; N,b) and Ef (¢, P, K; N,b) are given by

()

2
l?(c)l (an7K7Na b) = Z ’ Z b C%/ (n;uv,pv) s (127)
%
lpvI<P, lvvI<K N/2<|€n|2<N
(") )
E (g, P, K; N, b) = Z = F T > / b B2 (st p)|
ireriz” nGD

|p|<P N/2<|n|?<N

(1.2.8)

(where the terminology used has the same meaning as in Theorem 1), one has the
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upper bounds:

E} (¢, P,K;N,b)

1+e
< (P4 &) (PE + O s @) ) bl (G=0.1 (129)
where p(a) € {1/a:0+# o € O},
1 (wag q

i@~ whq) ~ (@ )a)(w.q) (1.2.10)

and

1/2
bl = < > |an2> : (1.2.11)

neo
0<|n|?<N

Proof. This is [22, Theorem 1]: the modification, in (1.2.11), of the notation

defined in [22, (1.9.16)] is of no significance here, but does help in stating other
results below (Theorems 6, 8, 11 and 12 for example) |

Remark 2. Since [I'; : T',] € {2,4} for all cusps ¢ of I', one may omit the factor
(4r [T : T4)~tin (1.2.8).

Remark 3. The factor |u(a)[? in the bound (1.2.9) has its origin in [22, Propo-
sition 2, (1.9.24)], where it is established that, for each cusp a of T', the set *C*®
defined by (1.1.14) satisfies

1
“C*c — O —{0}. 1.2.12
GO -10) (121
For p(a) as in (1.2.10), the ideal (1/p(a))O and absolute value |u(a)| are deter-
mined by the I'-equivalence class of the cusp a. Since oo £ 1/q (for I' = I'g(q)),
one has in particular 1/u(co) ~ 1/u(1/q) ~ gq.

Theorem 3. Let all the hypotheses of the case wy = wy = 1 of Theorem 1 hold.
Suppose, moreover, that A > 1, ¢ >0, M,N > 1 and X > 2; and suppose that
one has

f@)=¢(z)  (z€C), (1.2.13)
where the function ¢ : (0,00) — C is infinitely differentiable, and has its support
contained in the interval [A='X~Y/2 AX~Y/2]. Put

Y = X %/2max ‘ap(?’) (r)’ . (1.2.14)

>0

Then, for all pairs of cusps a,b of T, for all choices of scaling matrices gq, gy €
SL(2,C) such that (1.1.1) holds for ¢ = a and for ¢ = b, and for arbitrary complex
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coefficients Gy, by (0 £ m,n € O), one has

()

oo Y Y S“"’il’ﬁ"”%ﬂf”@) (1.2.15)

M/2<|m|2<M N/2<|n|2<N  ceaC®

(')

=7 > Kf(w,00 Y amf (miwy,0) Y bach (n;v,0)
\%

M/2<|m|2<M N/2<|n|2<N

vy >0

+ 0. ((0g X)Y (140 (lu(a) M+4/2))
< (140- (1n)INT2) ) el b))

where, in the first sum on the right-hand side, one sums over just those factors V
of the orthogonal decomposition (1.1.3) that lie in the complementary series (i.e.
have spectral parameters vy € (0,1) and py = 0); and where all other terminology
either has the same meaning as in Theorem 1, or else is defined by the relations
(1.2.10) and (1.2.11) of Theorem 2.

Proof. For any non-zero Gaussian integers m,n, an application of Theorem 1
yields the case w; = m, wy = n of the summation formula (1.2.1). Upon multi-
plying both sides of this summation formula by @, b,,, and then summing over all
pairs m,n € O such that M/2 < |m|?> < M and N/2 < |n|> < N, one arrives at an
expression for the left-hand side of (1.2.15) in terms of a sum involving Fourier co-
efficients %, (m; vy, pv), & (n; vy, pyv), BS(m;v, p) and B (n;v,p), and transforms
Kf(vv,py) and Kf(v,p). The result (1.2.15) is deduced from this expression by
applying the upper bound

Kf(v,p) < (log X)Y (A2/X)" (p) 21+ )™ (weiR, peZ) (1.2.16)

in combination with bounds for the sums S;(H,r) which, for r € NU {0}, H €
{2’C 1k e N} and j = 0, &4, are given by:

D

vy €iR, |pv|=r
HJ2< vy | +1<H

Yo amcy (mivv,py)
%<\m|2<M

X S bucd (v, py)|, if j=0;
%<|n\2§N
Sj (H, 7‘) =
) H-1
IO X anBi(mijtp)
oo Bt S <mpan
X SO b,BY (n;jt,p)|dt, otherwise.

T<inpz<n
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The bound (1.2.16) is proved in Section 2 (see the remark following Lemma 2.2
there). As for the relevant bounds on the above sums S;(H,r): it follows by the
Cauchy-Schwarz inequality, Remark 2 (above) and the case P=r+1, K =H —1
of the bounds (1.2.9) of Theorem 2 that

Si(H,r) < (2 + H?) (r+ 1) H (14 O, (M**<|u(a)2)) "
1/2
X (140 (N**=u(0)]?)) " llanly [oally
for r € NU{0}, H = 21,2223 ... and j = 0,+i. On the other hand, for

(v,p) € iR x Z with |v|+1 > H/2 > 1 and |p| = r, the bound (1.2.16) implies
Kf(v,p) < (log X)Y (A2/2)"(r1)"1(r +1)73H~* (given that X > 2). Verification
of the O-term in (1.2.15) may therefore be completed by noting that

24 g2 >, (A2/2)"
T+H2<<1 (for r > 0) and Z%

H(r 1 1) = e (47/2)

H=2%: keN r=0

Remark 4. Let ¢ : (0,00) — C be a function which is infinitely differentiable
on (0,00), and has compact support (i.e. support which is a compact subset of
(0,00)). Suppose moreover that the function f : C* — C satisfies f(z) = ¢(|z]),
for all z € C*. Then, as an almost immediate corollary of Lemma 9.4 (below), it
follows that the function f is smooth and has compact support: to verify this, one
has only to check, firstly, that the function Q(u) = p(y/u) is infinitely differentiable
on (0, 00), and compactly supported, before then applying that lemma with X = 1,
t =0 and any B > 1 such that [B~!, B] D Supp(Q).

The bound (1.2.16) for Kf(v,p) does not apply in the ‘complementary series’
case (i.e. when p=0and 0 < v < 1), so it is of no help in estimating the factors
K f(vv,0) which occur in the sum on the right-hand side of (1.2.15). In Section 2,
Lemma 2.3, we show that if A > 1 and X > 2, and if f(2) = ¢(]z]) (z € C*), where
the function ¢ : (0, 00) — C is continuous and supported in [A*IX*1/2, AX’l/z},
then

Kf(v,0) <<A/ |go(r)|gmin{logX,l/*1}X” for 0 <v<1/2 (1.2.17)
0 T

(note that, by (1.1.11), we do not require information about K f (v, 0) for v > 1/2).
This upper bound is near to being best-possible: for if A, X, f and ¢ remain as
just described, if AX~1/2 < 1/c, with ¢ > 2¢7 (where 7 is Euler’s constant), and
if the range of ¢ is a subset of [0,00), then, by the remark following Lemma 2.3
in Section 2, one will have

o0
d
Kf(©,0) >4, / o(r) < min {logXx, v '} X¥ for 0 <v<1/2. (1.2.18)
0 r
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Upon combining (1.2.17) with Theorems 2 and 3, one obtains (under the same
conditions as those under which (1.2.15) is obtained) the upper bound

(F) . C T/ TN
Yoo Y Y S“"’(:'g”’ )f<2 F) (1.2.19)

M/2<|m|2<M  N/2<[n|?’<N  ceoC® ¢
Cae YXOO (log X) (1+ (@) M) (14 u(0) N2 [l | Bl
with the exponent ©(q) being defined by:
©(q) = max{Re (vy) : V occurs in the case I' = Ty(q) of (1.1.3)}  (1.2.20)

(so that, by (1.1.11) and the points noted in the same paragraph,
O(q) = y/max{0,1 — X\;(To(q))}, where A\{(I') = min{A\y : V occurs in (1.1.3)
and py = 0}). Many of our new results depend on the constant

¥ = sup O(q) (1.2.21)
0#£g€O

If the generalised Selberg eigenvalue conjecture is correct then ¢ = 0. In this paper
we seek unconditional results, and so make do with the following theorem, which
is an immediate corollary of the result in (1.1.11).

Theorem 4 (the Kim-Shahidi bound). For 0 # g € O, one has

0<O(g) <V < (1.2.22)

O N

1.3. New results on sums over exceptional eigenvalues

In this section we state our principal new results concerning estimates for mean
values involving Fourier coefficients of cusp forms (relevant results from [4], [13]
and [22] having already been covered in the previous subsection). In stating these
results we have chosen not to include very much in the way of ad hoc comments
on the definitions and terminology already introduced in Subsections 1.1 and 1.2:
such definitions and terminology are taken as understood.

We start with a theorem on a sum over exceptional eigenvalues pertaining to
a single level, q.

Theorem 5. Let ¢ > 0, 0 # g € O = Z[i] and N,X > 1. Then, for each
cusp a of the group T = Ty(q) < SL(2,9D), and arbitrary complex coefficients by,
(n € O —{0}), one has

() 2

SXE N bach (nv,0) (1.3.1)
14 N/2<|n|?2<N
vy >0

_ 1
< (1+ XM N)®D (140, (MgN'))! oW b ll5 log (2 + MN) :
a
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where My = |u(a)|?, while ||[bn|,, p(a) and ©(q) are as indicated in (1.2.10),
(1.2.11) and (1.2.20).

This theorem is analogous to a result [5, Theorem 5| of Deshouillers and
Iwaniec; and is proved using the same basic idea (a choice of function f, in apply-
ing Theorem 3, by which the sum of Kloosterman sums in (1.2.15) is effectively
made void). Full details of the proof appear in Section 3.

In Theorems 6, 9 and 10 below we obtain some improvement, on average over
the level ¢, of the bound (1.3.1). These theorems are each concerned with esti-
mating, for given complex coefficients a,, (n € O), t € R, Q,N > 0 and X > 1,
the sum

(To(q)) 2

SQX.N)= > D> XML Y anlnleF (nwv,0)| , (1.3.2)

Q/2<|q|*’<Q V. N/4<|n|2<N
vy >0

where we now assume the fixed choice of scaling matrix

oo = (é (1)) (1.3.3)

Note that, when 0 # ¢ € O and I' = T'4(g), the above choice of g, guaran-
tees that (1.1.1) will hold for ¢ = oo; and, with regard to the Kloosterman sum
Soo,00 (W, w'; ¢) given by (1.1.13)—(1.1.15), the choice (1.3.3) also ensures that

C*® =qO — {0} (1.3.4)
and
Soo,00 (w,w's lg) = S(w,w'; £q) (0£ L€ D), (1.3.5)

where, for u,v € O and 0 # w € O, we define the ‘simple Kloosterman sum’

S(u, v;w) by:
Suvw)= > e(Re <“dw+“i>> (1.3.6)

d mod wO
(d,w)~1

with d* denoting an arbitrary Gaussian integer solution of the congruence dd* =
1 mod w® (and with e(x) = exp(2miz), as in the equation (1.1.15)).

In Theorems 6, 7 and 8 the relevant complex coefficients a,, (n € O) may be
arbitrary, but Theorems 9 and 10 require that these coeflicients satisfy additional
special hypotheses.

Theorem 6. Let € > 0. Then, for X > 1, Q,N >0 and t € R, one has
Si @, X, N) <. (QN)* (Q+ Q"' N'X” + NX") [|lan]3 . (1.3.7)
where ¥ is the absolute constant defined by (1.2.20) and (1.2.21).

Theorem 6 is analogous to [5, Theorem 6]. For its proof (at the end of Section 4)
we need the next two results.
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Theorem 7 (change of weight). Let ¥ be given by (1.2.10) and (1.2.22). Then,
for XY 21, Q,N >0 andt € R, one has

5@, X,N) <max {1, (X/Y)"} S:(Q,Y,N). (1.3.8)

Theorem 8 (swapping of levels). Let X > 1, Q,N > 0,t € R, ¢ > 0 and
7 >=2; and let

Q* = 641> X N/Q. (1.3.9)
Then there exists an L € {Q*, Q*/2,Q% /2%, ..., Q*/29} such that
S,(Q, X, N) < O. ; 75 (L, X, N) — 3% (1.3.10)
t 3 <Xy X VYe,j t+u s <Xy (1—|—|u|)J ..

— 0o

+0. (X2 (Q+ Q"+ N'™) Janl)

Given (1.2.20), (1.2.21) and the definition of S¢(Q, X, N) in (1.3.2), Theorem 7
is a trivial corollary of Theorem 4 (the Kim-Shahidi bound). For proof of this it
suffices to note that when 0 < v < 1 one has:

v [/ .
X = YXT) < {Y (X/Y)" 0 <Y < X;
Yv if0< X Y.
Theorem 7, and the use subsequently made of it, are modelled on steps in some
of the proofs in [5]. Theorem 8 is modelled on [5, Lemma 8.1] and (like that
lemma) may be proved by exploiting the symmetrical nature of a relevant sum of
Kloosterman sums. We give the proof of Theorem 8 in Section 4.

Theorems 7 and 8 are useful for more than just the proof of Theorem 6: they
also help us to deduce, from certain elementary estimates for sums of Kloosterman
sums, the following two theorems (in which 9 € [0,2/9] is given by (1.2.20) and
(1.2.21)).

Theorem 9. Let H > 1 > 6 > 0. Suppose that a, = a(n) for 0 #n € O, where
the function o« : C — C is smooth, has its support contained within the annulus
{z€C:H/2<|2]* < H}, and satisfies

(8|z4iy|) TF alz+iy) = 0 5(1), for j,ke€{0,1,2,...} and z,y€R.

OxI Oyk

(1.3.11)

Then, for all Q,X > 1, allt € R and all £ > 0, one has:

11 X v
-1 1+¢
Si(Q, X, H) <e (67" + [t]) <1 + Z(@H)) (Q+ H)'" H, (1.3.12)
where
Q2

Z(Q,H) = —=— + H. (1.3.13)

H
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Theorem 10. Let HLK > 1 > 6 > 0. Suppose that N = HK and that, for
0#n €9, one has

an::EZanﬁ(%>, (1.3.14)

h|n

where the functions o, : C — C are smooth, have both Supp(a) C {z e C:
H/2 < |2]* < H} and Supp(B) € {z € C: K/2 < |2> < K} (where Supp(f)
denotes the support of f), and, at all points (z,y) € R?, satisfy

Hitk

(8|z + dy|)7 T Inax{‘axjayk a(z +1iy)

itk
) ’W B(z +zy)‘} =0;x(1)

(j,k e NU{0}). (1.3.15)

Then, for all Q,X > 1, allt € R and all € > 0, one has:

11 X 9 ¥ o\
SH@ X, N) < (67" +[t]) <<1 + QQN_1> Q+ (1 + H+K) N) Q Nt
(1.3.16)

Theorem 9 is an analogue of [21, Theorem 3]. We think it worth noting
that [21, Theorem 3] is a corollary of a deeper result [5, Theorem 7] obtained
by Deshouillers and Iwaniec. By analogy with [5, Theorem 7|, one might expect
the results (1.3.12)—(1.3.13) also to be valid in cases where, for some N > 1, one
has:

: 2 .
an{l if N/2 <|n|]* < N; (1.3.17)

0 otherwise.

Although good bounds for S;(Q, X, N) in these cases would be interesting, we do
not require (or prove, or claim) any such bounds in this paper: what work we have
done in this area falls well short of giving (1.3.12)—(1.3.13), subject to (1.3.17),
and is in too much of an unfinished state to be worth recording here.

Though it might have been instructive to have included an independent proof
of Theorem 9, we prefer just to point out that Theorem 9 is trivially implied by
Theorem 10. To see that this is indeed so, observe firstly that if K = /2 (say),
and if 0 < 0 < 1, then there exists a function 5 : C — C which, while satisfying
the hypotheses of Theorem 10, is also such that © N Supp(B) = {1}. For such K
and 3 the definition (1.3.14) simplifies to give just a, = a(n), for n € O — {0}.
This shows that the hypotheses concerning S;(Q, X, N) in Theorem 9 justify the
application of Theorem 10 (i.e. with K = /2, N = v/2H and 3 as just described).
Hence (after simplifying the relevant case of (1.3.16)) one obtains:

5/(Q. X, H) = 5,(Q. X.VaH)
<e (5_1 + |t|)11 (Q +H+ \/ﬁ)w (Q + H)H2==2p,
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Upon substituting /2 for € here (as one may), the result (1.3.12)—(1.3.13) of
Theorem 9 follows immediately, since (1+VXH/(Q+H))?> < 1+ XH/(Q+H)? <
1+ XH/(Q*+ H?).

We prove Theorem 10 at the end of Section 8, following extensive preparation
undertaken in the first part of that section, and (before that) in Sections 5, 6 and 7.
This (given the observations of the preceding paragraph) makes it unnecessary to
include a separate proof of Theorem 9. It is nevertheless worth mentioning that
we could prove Theorem 9 independently of Theorem 10, by taking as a starting
point the case 8 = @ of the elementary upper bound

) ST alh)k) Rk S (h, ki)

H/2<|h|?<H K/2<|k|?<K

<. |e]PHE + [¢[***(log H)(log K) (6~ + [u])®  (1.3.18)

(valid when v € R, e > 0 and «, 8, H, K and ¢ are as in Theorem 10). Our proof of
(1.3.18) is omitted from this paper, since there is nothing very novel about it, and
since the other results in this paper are obtained independently of (1.3.18). The
corresponding starting point for the proof of Theorem 10 is the estimate for a sum
of Kloosterman sums obtained in Lemma 6.3. Our work in Section 7 enables us
to compensate for the inconveniently restrictive conditions under which the result
of Lemma 6.3 is obtained.

Although Theorem 10 is analogous to our result in [21, Theorem 2], the proof we
give of Theorem 10 is not obtained by adapting, in its entirety, the corresponding
proof in [21]; the relevant innovations are discussed in our ‘Outline of results
and methods’, above (see the paragraph containing the bound (0.8), and the two
paragraphs preceding it).

1.4. A sum of Kloosterman sums and an application

As just mentioned, estimates for sums of Kloosterman sums play a part in proving
Theorems 9 and 10. Conversely, Theorem 3 makes it possible to deduce, from
our new results on sums over exceptional eigenvalues, some results on sums of
generalised Kloosterman sums that are genuinely new (in that they do not follow
directly from (1.2.19) and Theorem 4). In this paper we obtain just one such
result, which is Theorem 11 below; for its proof we require also an auxilliary result,
Theorem 12. The complete proofs of Theorems 11 and 12 appear in Section 9 (here
those proofs are only outlined briefly).

We work, as before, with Hecke congruence subgroups I' = I'y(q) < SL(2,C),
where 0 # ¢ € O = Z[i]. Given ¢ (and hence the group I'), the associated
generalised Kloosterman sums that Theorem 11 relates to are those of the form
S1/s,00(w,w'; ¢), where s divides ¢ and is coprime to the Gaussian integer r = ¢/s.
To completely determine the values of these sums one must specify scaling matrices
for the cusps 1/s and oco. We choose the scaling matrix g, as in (1.3.3); and for
each pair r, s of non-zero coprime Gaussian integers such that rs = ¢, we choose
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the scaling matrix for the cusp 1/s of I'g(q) to be

9i/s = (S\/j; Z\‘}f) , (1.4.1)

where the square root is chosen arbitrarily, while ¢ = ¢(r, s) and v = u(r, s) may
be any pair of Gaussian integers with

ru—st=1 (1.4.2)

(so that gi,s € SL(2,C)). A suitable choice of v and ¢ may be determined by
means of the Euclidean algorithm for Z[i]. Then (see Lemmas 9.1 and 9.2) the
condition (1.1.1) holds both for ¢ = oo and for ¢ = 1/s; while the set 1/5C> and
generalised Kloosterman sum S /5 (w,w’; c) defined in (1.1.13)—(1.1.15) satisfy

sgoe = {ps\/f“ :0#£peO and (p,r) ~ 1} (1.4.3)

and

517500 (w,w'spsy/T) = S (r*w,w’; ps)
(w,w' €O and 0#pe O with (p,r) ~1), (1.44)

with 7* = r*(r, ps) being an arbitrary Gaussian integer such that rr* = 1 mod
ps®, and with S(u, v; w) being the Kloosterman sum defined in (1.3.6).

We are now ready to state Theorem 11: a new result concerning the Klooster-
man sums in (1.4.4).

Theorem 11. Let 9 be the real absolute constant given by (1.2.20) and (1.2.21);
let e > 0; and let NNL > 1 >0 > 0. Let a, € C forn € O — {0}; and let
A : C — C be a smooth function which satisfies

itk
)i tE
(3l +ig) 7 5o

Az +1iy) = 0, x(1) (J,k e NU{0} and z,y € R),

(1.4.5)
and which has Supp(A) C {z eC:L/2< |22 < L}. Let P,Q,R,S > 1 and
X > 0 satisfy

Q= RS > max {VN, VL} (1.4.6)
and VE
PSVR

Let also b be a complex-valued function with domain

B(R,S)={(r,s) €D x9D: R/2<[r?<R, S/2<|s|*< S and (r,s) ~ 1};
(1.4.8)
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and, for each pair (r,s) € B(R,S), let grs : (0,00) = C be an infinitely differen-
tiable function which satisfies

97(72 (z) < a7 (7 €eNU{0} and = > 0), (1.4.9)

and which has Supp(grs) C [P/2, P]. Put

A= > brs) > an > A(DE..(n,0), (1.4.10)

(r,s)EB(R,S) N/4a<|n|2<N  L/2<|€]2<L
where
K, s(n,t) = Z grs(Ip|?) S(r*n, ¢; ps) (1.4.11)
0#£peD
(p,r)~1

(with r* = r*(r,ps) and S(u,v;w) as described below (1.4.4)). Then

A <. Q7 [Ibl5 lan |3 LP*Slog?(X) (L + Q)(N + Q)

9
X —11
) <1+ (1+QN_1)(1+QL—1>2L> o7, (1.4.12)

where

1/2
|b||2=( 3 b(r,sw) , (1.4.13)

(r,s)eB(R,S)

and where the terminology ‘||Xarll2” is that introduced in (1.2.11). If it is moreover
the case that the hypotheses of Theorem 10 concerning a,, (n € O—{0}), N, H, K €
[1,00) and «, B : C — C are satisfied, then one has also

A? <. QU ||b|)2, NLP?Slog?(X) (1.4.14)

X2 !
X (L+Q) <1+ (H+K)(1+QL—1)2L> N

+| 1+ X ﬂQ 522
Q*N-1(1+ QL)L ’

where
b = b . 1.4.15
bl =, max o) (14.15)
Remark. The implicit constants in (1.4.12) and (1.4.14) may of course depend

on those in the conditions (1.4.5) and (1.4.9); and the one in (1.4.14) may also
depend on the implicit constants in (1.3.15).
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To prove Theorem 11 we first use (1.4.4) and Theorem 3 to bound the sum
A, given by (1.4.10) and (1.4.11), in terms of an acceptable O-term plus a sum
over exceptional eigenvalues Ay = 1 — vZ. It is then almost (but not quite)
straightforward to deduce the results in (1.4.12)—(1.4.15) from Theorems 4, 5, 9
and 10, via the Cauchy-Schwarz inequality: the one (minor) problem that we
encounter, in carrying this out, is the necessity of dealing with sums involving
Fourier coeflicients at cusps 1/s, whereas Theorems 9 and 10 apply only to sums
involving Fourier coefficients at the cusp oo (which is T'g(g)-equivalent to 1/s only
if ¢ | s). In addressing the problem just mentioned we rely on an idea of Iwaniec,
which applies here through the observation that, if I', q, 7, s, g1/, and g, are as
assumed in (1.4.1)—(1.4.2) and (1.3.3), then, in addition to (1.4.3) and (1.4.4), one
will have
sgl/s — oo — g0 — {0} (1.4.16)

and, for w,w' € D and 0 £ € O,
S1/s1/s (W, w'54g) = S (W, w5 £q) = Soo 00 (W, w5 £q) (1.4.17)

(see Lemmas 9.1 and 9.2 for the proofs). By combining these facts with the
spectral to Kloosterman summation formula and spectral large sieve inequalities
of [22, Theorem B and Theorem 1| we obtain the following theorem, which is
analogous to a result of Iwaniec in [11], and through which we solve the above
mentioned problem of dealing with sums involving Fourier coefficients at cusps
that are not I'-equivalent to oc.

Theorem 12. For alln € O — {0}, let b, € C. Let X > 0 and N > 1; let
q,r,s € O — {0} satisfy

qg=rs and (r,s) ~ 1. (1.4.18)

Let I' = To(q) < SL(2,9); let goor 9175 € SL(2,C) be as stated in (1.3.3) and
(1.4.1)—(1.4.2); and, for a € {o0,1/s}, let

() 2
p* = pg(b, N; X) = Z (X" + X) exp (V7)) Z bney (n; vy, 0)
>0 T ini<n
(1.4.19)

Then, when € > 0, one has
P — p> < (14 0. (g 2N™9)) by, (1.4.20)
where ||byl||, is as defined in (1.2.11).

In a forthcoming paper [23] we show that Theorem 11 has a significant ap-
plication in respect of mean values involving certain Hecke zeta-functions. This
echoes the way in which the results [5, Theorems 10 and 11], which bound sums
involving the classical analogue of the Kloosterman sum S(r*w,w’; ks) in (1.4.4),
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were used by Deshouillers and Iwaniec to obtain, in [6], new upper bounds for the

mean value
1 (7
I(T,M) = —/
T Jo

where ((s) is Riemann’s zeta-function, and (a,,) an arbitrary complex sequence.

2
¢ (L +it)|*at,

E amm—zt

0<m<M

Ideas proposed by Iwaniec in [11] inspired the work [21], where (by building
upon the approach of Deshouillers and Iwaniec) it was shown that when & > 0 one
has

I(T, M) < T°M max lam|>  for M* < T. (1.4.21)

Our Theorems 9, 10 and 11 are analogues of the results [21, Theorem 3, Theorem 2
and Proposition 4.1], respectively. In [23] we prove, with the help of Theorem 11,
a new upper bound for the mean value

D 2

> @ mnl) (¢ (5 +it X[t

0<|n|2<N

1
J(D.N) = 53 >
—~D<k<D_"p
(1.4.22)
where the coefficients «,, (0 # n € Z[i]) are arbitrary complex numbers and \*
denotes the ‘grossencharakter’ given by A (n) = (n/|n[)** (0 # n € O), while
¢(s, A\F) denotes that Hecke zeta function which satisfies

(s, AF) = Z M (n)|n| 728 (Re(s) > 1),

n;ﬁO

and is thereby uniquely defined, through analytic continuation, for all s € C—{1}
(the point s = 1 is excluded here solely due to it being a simple pole of the
Dedekind zeta function (g(;)(s) = ¢(s,A")). The principal result of [23] contains
the natural analogue of the result in (1.4.21), which is the bound

J(D,N) <. D°N max |ay,|? for N2 < D. (1.4.23)
0<|n|2<N

1.5. Notation and conventions

Notation in common use requires no comment, so our Index (below) covers only
the more unusual or potentially ambiguous notation and conventions (even in this
respect it is not comprehensive). Some of the notation not listed in the index is
discussed in supplementary paragraphs.
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Index of notation:

Symbol
V-w

aLlb

181l

(@)m

b ll2
182, [1B]l
Jove fl9)dg

| f(z)dz
(o)

0/0z2m, 0/0%m

Description

equal to viwy + - - - + vywy, the inner
product of vectors v,w € C"

the relation of T-equivalence (for cusps
a,b)

(when m,n € O): the relation ‘n is
divisible by m’

(when m,n € O): the relation ‘n is an
associate of m’

a highest common factor (of m,n €
9)

the greatest rational integer less than
or equal to x

the distance from B € C to the nearest
Gaussian integer

the Pochhammer symbol,
ala+1)---(a+m—1)
the Euclidean norm of a vector involv-
ing coefficients b, (0#£n € D)

the ‘Euclidean’ and ‘Sup’ norms of the
function b: B(R,S) — C

a right-invariant integral of a T'-
automorphic measurable function f
integral along a ‘vertical’ contour line
in C

Fourier transforms for F € S(R”),
fes(cn)

equal to

direct sum over representatives of the
T'-equivalence classes of cusps

Hecke  congruence  subgroups  of
SL(2,9) (To(q) is of ‘level’ q)
‘stabiliser’ and ‘parabolic stabiliser’
subgroups (for the cusp c)

a ‘Bruhat cell’

Euler’s Gamma function, defined for
zeC-40,-1,-2,... }

usually an element of T'; sometimes
Euler’s constant, 0.5772157 ...

the hyperbolic Laplacian operator on
L*(I'\G/K)

Complex partial differentiation opera-
tors

Where defined

above (1.1.12)

this subsection

above (5.7)

in (2.1)

in (1.2.11)
(1.4.13), (1.4.15)
beginning of §1.1
beginning of §1.2

in (5.1)-(5.3)

as in (1.1.19)
beginning of §1.1
above (1.1.1)

in (1.1.13)

above (1.1.11)

in (5.19)
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*
5u,b

a,b
60.},(».1'

the ‘delta symbol’ for I'-equivalence of
the cusps a and b

the ‘delta symbol’ of the ‘spectral to
Kloosterman’ sum formula

the ‘delta-symbol’ for equality of the
complex numbers w and z

equal  to y/max{0,1— \;(To(q))}
(congecturally zero for ¢ € © —{0})
the least wupper bound for the set
{©(q) : 0#q € O}

equal to 1 — v (an eigenvalue of the
operator —A on L*(I'\G/K) )

the first eigenvalue of the operator —A
on L*(T\G/K)

1/|u(a)] is a useful lower bound for the
set {|c| : c € °C*}

the ‘Gaussian’ Mdbius function

the spectral parameters of the cuspidal
space V

(with S(c) = Sap(m,n;c)): here °C°
and S(c) are dependent on T’

sum over irreducible cuspidal sub-
spaces V C L*(I'\G)

sum over representatives of the T'-
equivalence classes of cusps

a weighted mean value for the group
Lo(q)

the Casimir
with G
vectors in R™ or C"; sets of coeffi-
cients (see ‘b, and b’ in (1.2.7))
cusps of T, or (more generally) points
in P}(C) = CU {c0}
A={a[r]:r>0} <G

a ‘generalised annulus’ in R?>™, deter-
mined by the set I C [0, 00)

the group {nfa] :a € O} < N <G

a modified Fourier coefficient of an
Eisenstein series

a bounded subset of O x O —{(0,0)}
a complete set of representatives of the
T'-equivalence classes of cusps

operators —associated

in (1.1.17)

in (9.11)
below (9.11)
in (1.2.20)

in (1.2.21)
above (1.1.11)
below (1.2.20)
in (1.2.10)

in (5.4)
in (1.1.4)

as in (1.2.1)

as in (1.2.1)

as in (1.2.1)
(0.6), §3, (4.16)

above (1.1.4)

above (1.1.1)

beginning of §1.1
in (8.1)

in (1.1.1)
in (1.1.21)

in (1.4.8)
above (1.1.12)
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acb
¢y (w)
¢y (wivv, pv)
cq(b hi k)
Dg (w;v,p)
dyz, dxz
dg

Ef(q, P,K;N,b)

the set of arguments of a generalised
Kloosterman sum

a Fourier coefficient of a cuspidal sub-
space

a modified Fourier coefficient of a cus-
pidal subspace

a generalisation of the Ramanujan
sum

a Fourier coefficient of an FEisenstein
series

the standard Lebesgue measure on C,
and a Haar measure for C*

a normalised left and right Haar mea-
sure on G

a spectral mean, for cusp forms (j =
0), or Eisenstein series (j =1)

equal to exp(2mix), a character for the
additive group R/7Z

the ‘m-th order’ term in the Fourier
expansion of f at a cusp ¢

a scaling matriz for the cusp ¢

the special linear group, SL(2,C)

hlu] € G for u € C*; and hlu] =
klu, 0] when |u] =1

equal to (2/2)7VJ,(z) when z > 0
(J.(z) being Bessel’s J-function)
functions related to Bessel functions of
representations of PSL(2,C)

a Jacquet integral

the special unitary group, SU(2) < G,
and one of its elements

the K-transform of f

a component of the K-transform
equal to log,(x), the natural logarithm
second order differential operators on
s(cn)

equal to |u(a)
the M-transform of ¢ (a variant of the
Mellin transform,)
N={nlz]:2€C} <G

equal to Z[i], the ring of integers of the
Gaussian number field Q(i)

a projective line, identified with the
Riemann sphere, CU {oo}

| 2

in (1.1.14)

in (1.1.8)—(1.1.9)
in (1.1.21)

in (5.31)

in (1.1.18)

below (1.2.2)
beginning of §1.1
in (1.2.7)—(1.2.8)
below (1.1.15)
below (1.1.1)
this subsection
beginning of §1.1
beginning of §1.1
in (1.2.4)

in (1.2.3)

below (1.1.7)
beginning of §1.1

in (1.2.2)-(1.2.4)
in (2.6)

in (5.12)

below (1.3.1)
in (2.2)

beginning of §1.1
beginning of §1.1

above (1.1.1)
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P (Q(4)) a projective line, identified with Q(i)U above (1.1.1)
{o0}, the set of all cusps

R a certain sum of simple Kloosterman in (6.1)-(6.5)
sums

S(u, v;w) the simple Kloosterman sum in (1.3.6)

smooth f a complex function, all partial deriva- beginning of §1.2
tives of which are continuous

Supp(f) the support of f, with respect to the —
topology of the Euclidean metric

Sap (W1,ws;€) a generalised Kloosterman sum in (1.1.15)

So the strip {v € C: |Re(v)| < o} below (1.2.6)

Si(Q, X, N) a weighted mean value, with averaging (1.3.2)—(1.3.3)

over the level of the group T’
S(R"), S((C”) the Schwartz space on R™, and the beginning of §5

Schwartz space on C™

Vv an irreducible cuspidal subspace of  below (1.1.3)
YL*(T\G)
\ 4P a one dimensional subspace of V' below (1.1.5)

The L2-spaces. We define L?(I'\G) to be the Hilbert space of all square-
integrable I'-automorphic functions f : G — C. See the first five paragraphs
of Subsection 1.1 for the definitions of the terms ‘T-automorphic’ and ‘square-
integrable’, and for the definition of the Hilbert-space inner product (f, h)r\¢ (for
which the corresponding norm is || f|lmg = /(f, fir\a )-

We define the term ‘cusp form’ immediately below (1.1.10). The space "L?(T'\G)
is the closure of the subspace of L?(I'\G) spanned by cusp forms. The space
¢L?(T'\G) is the orthogonal complement in L?(I'\G) of the subspace C&°L?(I'\G)
(with ‘C’ here signifying the 1-dimensional space of constant functions). More
general spaces, L2“%P(I'\G,x) and L*°"(I'\G, x), are discussed in [19, Chap-
ter 8. When I' = T'y(q) and xo is the trivial character on (9O/¢O)*, one has
L?%P(I\G, x0) = °L3(T'\G) and L% (T'\G, xo) = °L*(I'\G).

The scaling matrices for cusps. The notation ‘g.” denotes an element of G
satisfying both the equation g.co = ¢ and the condition (1.1.1); we call any such
element of G a ‘scaling matrix for the cusp ¢’.

Set-theoretic notation. We denote the cardinality of any set A by |A], so
that [{x € R : 22 = 1}| = 2 (for example). Given suitable functions f and
g, we define g o f to be the function obtained by composing f with g, so that
(go f)(z) = g(f(x)) whenever g(f(x)) is defined.

Algebraic notation. If R is a ring with identity, then R* denotes the group
of units of R. When U, V and W are groups, the notation U < W (resp. U < W)
is used to indicate that U is a subgroup (resp. proper subgroup) of W. If U
and V are subgroups of the group W, then W/V, U\W and U\W/V denote
the relevant sets of left cosets, right cosets and double cosets (respectively); and
[W : U] denotes the index of U in W, so that [W : U] = |W/U|. This notation
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for ‘quotients’, such as U\W and U\W/V, may apply in more general contexts.
For example, if U is a subgroup of W, and if S is a subset of the elements of the
group W such that uS C S for all w € U, then S can be expressed as a disjoint
union of certain of the right cosets of U in W, and so the notation U\S makes
sense (as shorthand for the set of right cosets occurring in that disjoint union).
Similar considerations apply in the case of quotients S/V and U\S/V, provided
that the set S is suitably invariant (either under left-multiplication by elements of
U < W, or under right-multiplication by elements of the group V < W).

Notation for upper and lower bounds. The greatest element of a set
X C R (where there is such an element) will be denoted by max X’; similarly
(and with a similar caveat) we use min X’ to denote the least element of X. Any
notation of the form max,,) f(x), in which A(z) is some statement about z,
has the same meaning as max{f(x) : A(x) is true}. Similarly, min 4, flx) =
min{ f(x) : A(x) is true}.

Where B > 0, we use the notation Oy, ..., (B) to denote a complex-valued
variable § satisfying a condition of the form |3] < C(ay,...,a,)B, in which the
‘implicit constant’ C(ayq,...,«q,) is positive and depends only on previously de-
clared constants and ay, ..., a,. As alternatives to an expression of the form ‘¢ =
Oa,.....a, (B)’, we may prefer to follow Vinogradov in using either ‘¢ <q,.... 0, B’
or ‘B >q,. . .a, & Where A >0 and B > 0, the notation A <,, . o, B may be
used to signify that one has both A <4, o, B and B <q,, .., A: we may also
sometimes write this as ‘A <o, 0, B <aq,....0n A

Epsilon. The part played by ‘€’ in our results is effectively that of an ‘arbi-
trarily small positive constant’. Indeed, although ¢ is technically a variable, any
practical application of our main results would involve a case in which ¢ is as-
signed a value equal to some small absolute constant, such as the constant 10710,
for example (this is because implicit constants associated with the bounds in those
results are dependent on €). The value of € may vary from result to result, but
will generally remain fixed within each individual proof.

Complex numbers. When z € C, the real and imaginary parts of z, its
absolute value and its complex conjugate are denoted, respectively, by Re(z),
Im(z), |z| and Z (so that Z = Re(z) — ilm(z) and |z|*> = 2%).

Number-theoretic notation. When «, 8 € 9 are not both zero, we may use
the notation (¢, 8) to denote a highest common factor of o and . This creates
some ambiguity, for if d is a highest common factor of o and 3, then so too are
the three other associates of d (i.e. id, —d and —id). This ambiguity does not,
however, lead to any serious difficulties, since relations of the form (a, ) ~ d,
or |(a, B)]* = n, remain valid if the number (o, 3) is replaced by any one of its
associates. If a and 8 happen to be rational integer valued variables, then it is
natural (and not inconsistent with the statements above) that we unambiguously
put (o, 8) = max{d € N: d|o and d | 8}.

When b € O, the ideal {bm : m € O} < O is denoted by b9D; and, for a,b € O,
we denote the coset {a+n:n € b0} € O/(bO) by a+bO. Given ¢ € O, we define
a,b € O to be ‘equivalent (to one another) modulo cO’ if and only if it is the case
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that a +¢O = b+ ¢O (i.e. if and only if ¢ | (a — b)). We write a = b mod ¢O to
signify that a is equivalent to b modulo ¢9.

In relations such as Ahm* = £ mod ¢, or in expressions such as the highest
common factor (hm*,c), the rational expression hm*/c, or (see (1.3.6)) the ‘sim-
ple Kloosterman sum’ S(hm*, ¢;c), it is to be understood that m* denotes an
arbitrary element of O satisfying mm* = 1 mod c¢O. It is therefore implicit in
such expressions that one has both (m,c) ~ 1 and (m*,c) ~ 1.

Summation related conventions. Where there is no indication to the con-
trary, variables of summation range over all values in O consistent with all the
conditions attached to the summation.

When a condition of the form ‘m mod ¢’ appears below the summation sign,
it is to be understood that the variable of summation m ranges (to the extent
permitted by any other conditions of summation) over some fixed set of coset
representatives {mi, ..., mpo.co} of cO in O.

If the very first condition of a summation is expressed in terms a certain set
X (defined in terms of some variable parameters z,y, ...) having a certain fixed
property, then it is that set itself (and not the variable parameters) which must
be regarded as the variable of summation: such a summation may therefore only
be considered well-defined when the value of its summand is uniquely determined,
within the sum, by the set X. This convention applies, for example, in (9.11),
(9.16) and (9.18); and in (9.11) it results in the summation there effectively being
such that the variable v runs (once) over the elements in a set {p17,...,pn7},
where {p1, ..., pn} is some complete set of representatives for the right-cosets of I';
in 'y, and 7 is some element of T" such that 76 = a. We adopt a similar convention
in respect of products. Hence in the equation (5.35), for example, the final product
may be expressed as HpEP(q,k)(l — |p|=2), where P(q, k) denotes the set of those
Gaussian primes w with Re(w) > 0, Im(w) > 0, w | (¢, k) and w f(¢/(q,k)).

Our notation for generalised Kloosterman sums and Fourier coefficients of
FEisenstein series is ambiguous, in that it gives no indication of the dependence
of those sums and coefficients on the group I'. In order to compensate for this
ambiguity, we adopt the following conventions regarding summation: in sums in-
volving Kloosterman sums Sy p(m,n; c), the symbol clarifying the relevant group
I is shown (within brackets) above the sign for summation over ¢ € °C®; while,
in sums involving the Fourier coefficients BY(w; v, p), the symbol for the relevant
group I' appears (within brackets) above the sign for summation over the cusps
ced.

2. Upper and lower bounds for the K-transform

This section concerns the K-transform defined by the equations (1.2.2)—(1.2.4) of
Theorem 1. In it we establish both upper and lower bounds for the K-transform
of suitable functions. Two new notational conventions are convenient for stating
these results and their proofs. The first is the convention that the complex valued
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‘Pochhammer symbol’ («),, satisfies

r
(@)m=ala+1)- - (a+m-—1) = (?‘(Z)m) for a € C and m=0,1,2,...
(2.1)
(with T'(a+m)/T'(«) defined by analytic continuation at the removable singularities
a=0,—1,—-2,...). The second convention is that
Mols) = [ oot (2.2)

(a variant of the Mellin transform) when the function ¢ and s € C are such that
o(2z)z*~! € L1(0, 00).

Lemma 2.1. Let
f2)=e(z]) (z€C), (2.3)

where ¢ : (0,00) — C is continuous, and compactly supported. Then, for v € C
and p € Z, one has

Kf(v,p) =Kf(v,|pl) = Kf(-v,|pl) (2.4)
and
> 1
Kf(v,p) = 27TmZ::O m K,.o(v,[pl), (2.5)

where, for non-negative integers k and m,

_1\k oy m
K'rrL(P(V,k): ( 1) ( M@( 2v+4 +2]€)

sin(mv) \I'(—v+m+ 1)I'(-v+m+1+k)
B Mo (2v + 4m + 2k)
Fv+m+1)I(v+m+1+k))"

(2.6)

If, moreover, the function ¢ has a continuous derivative U) : (0,00) — C, of
order j € N, then

(s); Mp(s) = (=2 M(¢V) (s +j) (s €C). (2.7)
Proof. By (1.2.2)—(1.2.4),

1
sin(mv)

Kf(V,p) = (‘]f(_l/7 _p) - J(U,p)) ’ (28)
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where

oo 2T

Jf(u, )—/ Tk (2) f( xZ—//JM, re' g)dég
oo 27
2;1, i ,,,/2)2m 2mif
// 2Hz:m'l“u k+m+1)
0 0
(=1)"(r/2)*re oy 4 dr
8 go nlD(p+k+n+1) f(re e)d‘g?' (29)

By hypothesis, there exists an R > 0 such that f(z) = 0 for all z € C with
|z] > R. Therefore, and by virtue of the fact that the sums over m and n in (2.9)
are uniformly absolutely convergent for (r,0) € (0, R) x (0,27), one may integrate
term-by-term on the right-hand side of (2.9), and so obtain:

—1/4)mT 22T f(u+m+n, k—m+n)
) =2 , 2.10
ﬂ%:n; mn!l(p—k+m+ 1) (p+k+n+1) (2.10)
where
0 1 2
If()\,f):/fg(r)r”_ldr with  fo(r) = Q—/f(rew) e 2940, (2.11)
™
0 0

The expansion (2.10) is a result of Bruggeman and Motohashi [4, Equations (11.8)
and (11.9)].
By (2.3) and (2.11),

27
_ M —20i0 1 _ o(r) if£=0;
Jelr) =52 O/e 0= {0 if 0 £ 20 € Z. (2.12)

The summation in (2.10) is therefore effectively restricted to the pairs m,n €
NU {0} with m —n = k. If k£ > 0 then the equation m — n = k implies that
m =n+k =n+ |k|; whereas if k < 0, then it implies that n =m —k = m + |k|.
Hence, by (2.10)—(2.12), one obtains (both for k& > 0, and for k£ < 0):
kg—(ut2m+|k
I (k) —27TZ , (—1)kq=(n k1)
ml(m + |k)T(p +m+ DT (g +m+ k| +1)

m=0
[e%9)

o /@(T)’/‘2(“+2m+‘k‘)71d7‘. (2.13)
0
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The equation (2.13) shows that, subject to our hypotheses concerning f, we
will have Jf(u, k) = Jf(u, |k|) for p € C, k € Z. By this observation and (2.8) we
obtain an identity,

Kf(v.p) = sin(17ru)

(Jf(=vlpD) = IS (v [pD) (2.14)

from which both of the equations in (2.4) follow, as immediate corollaries.
We next have to deduce the result (2.5)—(2.6). By the substitution r = 2p, one
has

(1) 2y F2mtlp) =1q,. — gF2vHAm+2IPING 5 (£21) + Am + 2|p)),

with My

—~

s) defined by (2.2). Hence, and by (2.13),

(—1)PIMp(£2v + 4m + 2|p|)
Jf(£ =2 .
fEvIp) ﬂngo m!(m+ p)!' (v +m+ DI'(tv +m+ |p| + 1)

The result (2.5)—(2.6) of the lemma now follows: one has only to substitute, for
each term J(£v, |p|) in the equation (2.14), the corresponding expansion (above);
and then note that > a,, — > by, = D (am — b)), whenever the first two series are
convergent.

For proof of (2.7), note that if 5 € N, and if the j-th order derivative @) :
(0, 00) — C is continuous, then, given that the support of ¢ is contained in some
closed bounded interval [a,b] C (0,00), it will follow by (2.2) and integration by
parts that, for all s € C,

b/2
M () (s + j) = /<P(j)(2p)p5“’1dp
a/2
= (5002 - L e/

b/2

SHI=U) [ Gy s
4 5 )/W V(2p)p* T 2dp
a/2
q .
—(0-0)+ WM(Q&(]_l))(S 1)
By means of this identity one obtains a proof by induction of (2.7) (which is
trivially true for j = 0). |

Lemma 2.2. Let A>1, X >0, j e NU{0} and0 < d < 1; andlet f: C* — C be
given by the equation (2.3) of Lemma 2.1, where the function ¢ : (0,00) — C has
a continuous j-th order derivative, ) : (0,00) — C, and has its support contained
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within the closed interval [A_IX_l/Q,AX_l/Q]. Suppose, moreover, that v € C
and p € NU{0}; that either v € iR or 0 <v < 1—4 and p=0; and that j =0 if
v=p=0. Then

Y; (| X7+ | X 7¥])min {1 + |log X |, |v| ! A2N\P Al
K /() g, YUK X D min {14 [log X, 1 }() o ()

lv+pl7 () (v + 1)l 4X 16X2
(2.15)
where
Yi = X~/ max ‘wﬂ) (x)‘ (k=0,1,...,5.) (2.16)

Proof. We showed in the proof of Theorem 1 that, for p € Z, the function

v — Kf(v,p) is entire. Moroever, when p/ # 0, the upper bound in (2.15) is

a continuous function of v for v € C — {—1,-2,-3,... }. It will therefore suffice

to prove Lemma 2.2 for cases where f, v and p satisfy both the stated hypotheses

of the lemma and the additional hypothesis that v # 0 (the cases of the lemma in

which v = 0 will then follow by taking the limit as ¢ — 0+ of cases with v = it).
We shall also assume (henceforth) that

j=0 if v+pl <l (2.17)

This is permissible, given that when |v 4+ p| < 1 the bound (2.15) will be at its
strongest for j = 0. Indeed, if j > 1 and k € {0,1,...,j — 1} then, for each z > 0
there exists some x; € (0,z) such that

@)= [ ) dy = (o - 0D (o)
0

so that, by (2.16) and the hypotheses concerning the support of ¢, one has
V. XFk/2 AX*1/2Yk+1X(k+1)/2 and, hence, Yy, < AYyy1. Consequently 0 <
Yolv +p|7° = Yo < ATY; < AY|v + p|™? when |v + p| < 1; which establishes
that, for such v and p, the bound (2.15) for j = 0 implies the bound (2.15) for all
j € Nu{0}.

Suppose now that the hypotheses of the lemma are satisfied, with v # 0 and j
satisfying (2.17). We may complete the proof of the lemma by showing that if m
is a non-negative integer then one has

Y; (IX7] + |X~[) min {1 + |log X, |»| "'} (fﬂ)pm
v+ pl |(v+1), ;

Km@(l/7p) <<A,5,j 4X

(2.18)
with Y; given by (2.16), and with K,,¢(v, k) defined by the equation (2.6) (as in
Lemma 2.1). For then, since

=0
=1 AC N\ 1 Al
A8 Z:O mip! (16X2) P <16X2> ’

the bound (2.15) will follow, by (2.18), from the result (2.5) of Lemma 2.1.
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Let m € NU{0}. By (2.6) and (2.7) of Lemma 2.1, and the definition (2.2),

K (V ) _ (_1)p(_2)j M (QOU)) (—2y+4m+ 2p+])
mPWP) = sin(mv) (—2v+4m +2p),;T(—v+m+ 1)I'(—v +m+ 1+ p)
) M (o)) (20 + 4m + 2p + j)
2v+4m+2p),I'(v+m+1)I'(v+m+1+p)
T A (v, pip)
— (—1)Pti9J () (9 ) prm+2pti—1 2m.g \B> D5 P) 91
(-1 / @ (2p)p () dp, (2.19)
0
where

2ev
A (vpip) = Z . (2.20
i(v.pip) L T(ev+m+ DI (ev +m+ 1+ p)(2ev + 4m + 2p); 220

Postponing consideration of the cases where 0 < v < 1 — 6§ and p = 0, let it
temporarily be supposed that 0 # v € iR. Then (2.20) may be written as:

A (v, p; p)

p2V

= —2¢Im > 0).

(rmrore e ;) ¢

(2.21)
Given that 0 # v € (R, it follows trivially from (2.21) that

2

|Am,i (v, 05 p)| < ‘ (p>0).

F'v+m+1)I(v+m+1+p)(2v+4m + 2p);|

Here it is helpful to note that, by the three functional equations 2I'(z) = I'(z 4 1),
I'(zZ) =T(z) and T'(2)I'(1 — 2z) = 7/ sin(7wz), one has:

Tv+k+1)=@w+1)I'(r+1)  (keNu{0}) (2.22)
and
IT2(v+1)| = [T (»)D(1 = v)| = ISIET(ZV)I (2.23)

Hence, for p > 0,

‘ Ay (v, p; p) ’ 2 - 27—t
sin(rv) | |av(v + D (v + Dimgp(20 +4m+2p);] vy + 1| v +pl”
(2.24)
Since this bound is independent of p, and since the hypotheses concerning ¢
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imply that, for o > 0,
oo A d
() o1 a2 (e )T
/ ’tp (2,0)’ P’ dp < / Y; X (2X1/2) 5
0

1/A
<277Y;(4X)V"72 A% min {2log(4), o'}

42\ (=2 1
<La,;Y; (4X) (1+0) (2.25)
(where Y] is as in (2.16)), it therefore follows by (2.19) and (2.24) that when |v| > 1
we do obtain the desired bound (2.18): for, if ¥ € iR is such that |v| > 1, then
|X¥|+|X | =2 and min {1+ |log X|, |[v|~*} = |v|7*. This therefore completes
our proof in respect of cases where |v| > 1 (given that the hypotheses of the lemma
ensure that one has v € iR in such cases).

It only remains to prove the cases of the lemma in which either p € Z and
v e iR with 0 < |v] < 1,0or p=0and v € (0,1 —¢]. Taking the former case
first (i.e. supposing now that v € iR and 0 < |v| < 1), we deduce from (2.21) and
(2.22) that

i 1
AL o) =1 2v
g B (v,pip) =1Im (p )Re(r%w1>(y+1)m(y+1)m+p(2v+4m+2p)j>

, 1
+Re (o) Im (F2<u+ D+ D (v + Doy (20 + dm + 2p>j> '
(2.26)

Given that 0 # v € iR, and assuming that p()(2p) # 0 (so that A=1X~1/2 <
2p < AX~1/2) we will have, in (2.26),

[Re (p*)] < [p™] =1
and

IIm (p*”)| = |sin(2|v|log p)| < min {1, 2|vlog p|}
< min {1, [v](2log A| + |log(4X)[)}
< |v|min{|v|7", 1+ [log X|} .

Moreover, since 1/T'(z) is entire, it is trivially the case that

1
Re < .
(FQ(V + D@+ D (v + )ptp(2v + 4m + 2p)j> |(v 4+ 1)p(v + p)7|
for v € iR with 0 < |v| < 1.

We now lack only a bound for the latter of the two imaginary parts that appear
in (2.26). In order to obtain a suitable bound for that imaginary part, we make
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use of the expansion

1
Im<F2(V+1)(V+1)m(u+1)m+p(2u+4m+2p)j) (2.27)

=Im (F2(Vl+1)) Re ((u +1)(v+ 1)m1p(2u +dm + 2p)j>
1

he (FQ(VH)) i ((u + D (v + 1)7n-il-p (20 + dm + 2p>f‘> ’

in which (assuming that v € iR and |v| < 1) one has:

Im (F<1+1>> “3 <r2<11+ 5 TS v>>
_ (r—2(1 ) -T2 y)> V<l

2iv

R ! Py .
A2+ T2(v+1)

and

1 1
fte <<u+ Do+ Doty <2u+4m+2p>j) ST+ 0,0+ 9]

With regard to the final imaginary part in (2.27), we note firstly that, if
—1 < 6 < 1, then (given that 0 # v € iR) one has:

d

&(Z + D (2 + Dimtp (22 + 4m + 2p)

z=0v

= (24 D)m(z + Dmp (22 + 4m + 2p);

LR T a2 S T 2
>< —_—
(Zz+h+z z+k+22z+4m+2p+f>’ »

h=1 k=1 =0
LW+ 1)+ 1)mtp 2v + 4m + 2p),|

m 1
X +
o

m+p 1 J—1 9
D > »
— v+ k| — |2v + 4m + 2p + {|

m-+p m

o1 1
> <> <
v+ h] T vtk

1
and, by virtue of the additional hypothesis (2.17),

+

el

P

<1+ log(l+m—+p)

=

< < 1=y
2wt dm+2p L T v tpl =
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Therefore, given that 0 # v € iR, it follows by the mean value theorem of differ-
ential calculus that

1
‘Im ((V + l)m(y + 1)m+p (2V +4m + 2p)j) ‘
_ I (v + D (v + Dmgp (20 + 4m + 2p) )|
(v 4 Do (v + Vg (20 + 4m + 2p)|?

Yo elev+1)m(ev + 1)mip (2ev + 4m + 2p);
e==+1

2|{(v + D)m(V 4+ 1)map 2v 4+ 4m + 2p);
lv— (=v)|]12 +2log(m +p+ 1) + j
S 2|4 D (v + D)sp (20 + 4m + 2p)|
|v|log(m +p+2)
(v +1)p (v +p)|

| 2

By combining the above bound with those obtained just below (2.27), we may
deduce from (2.27) that

. ( 1 ) |v|log(m +p + 2)
P2+ D)+ D + Dmip(2v +4m+2p); ) |(v +1)p (v +p)I|

Since sin(nv)/(nv) = sinh(|7v|)/|7v| > 1 when 0 # v € iR (as we currently
suppose), it follows by this last bound above, and by (2.26) and the bounds found
between (2.26) and (2.27), that one has

A (v, p3p) < min {|v|7!, 1+ [log X |} + log(m +p + 2)
sin(rv) (v + 1), (v +p)|

By this bound, and (2.19) and (2.25), it follows that in the cases where v € iR
and |v| < 1 we do obtain the desired bound (2.18): for these cases one has

min {|v|7', 1+ [log X|} + log(m + p + 2)
14+4m+2p+3

<min{|v|™", 1+ |log X|}

log(m + p + 2)
m-+p+1
<min{|Jv|7", 14 |log X|} +1
< min {|v[7", 1+ |log X|}.

Since (2.18) (for all m € NU{0}) implies the result (2.15), we now have disposed
of all those cases of the lemma in which v € ¢R. It only remains to consider the
cases where (as we shall henceforth suppose) one has and p=0and 0 < v < 1-39.
In these cases |v + p| = v < 1, so that by (2.17) we are also to assume now that
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j =0. By (2.20) and (2.22), we have

p—21/ pQV
Bmo(v,0;p) = - 2.98
70(V ) R2(—v+m+1) I2(v+m+1) ( )
—2v 22U
P P
- - =Dy + Dy, (22
S r (ot wriere gy P 229)
where
p= < 1 1 )
D, = _
2(—v+1) \(-v+1)2% (v+1)2
and

Do — 1 p—2y B p2u
2T w12, \I2(—v+1) P+
Since the function x +— 1/T'(x) bounded on the interval (0, 00), it follows trivially
from (2.28) that
A o(v,0;p) < p* +p7%  (p>0). (2.30)

The bound (2.30) will not, by itself, suffice. The required alternative bound
will be obtained by considering the terms D; and D in (2.29).
Since v € R, the mean value theorem of real differential calculus implies that,
1 2log p d 1

for some 0 € (—1,1),
<u+na(“”*””<qu+n*%mr%x+na,%>fw'

Given that 0 < v <1—-9 <1, so that —1 < 6v < 1 here, one therefore has

Dy =

Dy < v ([logpl+1) (p* +p2)  (p>0).

To estimate the term D; we begin by observing that, since I'(2 — v) =< 1 for
O<v<l-6<1,

B (e S O (S 7 Nl ) i SRR C R E
D“‘W@—ma—m2<1 u+wa>“ (=) <1 + )

Since 0 < ¥ <1 —46 < 1, one has (in the above):

_ m _ m 1_Z m
L) & L & f)> (1‘5)2=P2(v)>0,

(1+V)m & 1]€+V P (]_+Z) P k m
where
m v m E—u 1_ -
Pm(y)kHl(l’f> knl( . ) _( m')
Hence,
A=vPp™ | y 2072 (P-2(v) — P2(v)
L ) m<”<<ww( 2 )

< (m+1)"%p~*"sinh (2Qm (v)) ,
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where

Mg
Tl =

?r\'—‘

k=1

Therefore, and since sinh(y) < yexp(y) for y > 0, we have
1 1
Dy < (m+1)"%p (1og(1—|—m)+0(1 )> (m +1)* exp (0(11/))

1 (log(m + 1) + 1) —2v —2v
< exp <O <1 — y)) (m £ 1) vp Y Ls vp

™~
Il
—

Z*((Z_Z> i

VAN
<
Y

0g(1+m) (

(bearing in mind that 0 < ¥ < 1 —§ < 1, and that logz < 2% for > 1 and
§ > 0).

By the bounds just obtained for Dy and D;, and by the equation (2.29), it
follows that

A o(v,0;p) <5 v (p™ +p72) (1+[logpl) — (p>0).

In combination with the bound (2.30), this shows that when 0 < v <1 -0 < 1
one has

Am, (V501p> —v v . _
sifl(im/)<<5”4 (X + X )mln{y 1,1+|10gX\}

L 4
2Ax1/2 SPSoxie:

By hypothesis, p(z) = 0 unless 1/A < X2z < A; it therefore follows by the last
bound above, the case j = p =0 of (2.19), and the case j = 0 of (2.25), that when
0<v<1l-§<1andj=p=0 we do obtain the desired bound (2.18), for all
m € NU{0}.

We have now shown the bound (2.18) to hold in all relevant cases; given what
was established in the paragraph containing (2.18), this completes the proof of the
lemma. ]

for (2.31)

Remark. Lemma 2.2 implies that the upper bound (1.2.16) holds, subject to
the hypotheses of Theorem 3 being satisfied. To see this note firstly that those
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hypotheses ensure that X > 2, and that, by Lemma 2.2, one obtains the result
stated in (2.15)—(2.16) for 0 # v € iR and j = 0,1,2,3. The cases of (1.2.16) in
which |v] > 1 therefore follow immediately from the case j = 3 of (2.15)—(2.16),
since one has there: |X”| + |X 77| = 2, exp(A4?/16X?) <4 1 and (see (2.1))
|(v +1),| > p!. The remaining cases (where [v| < 1) are implied by the case
j =0 of (2.15)—(2.16): for, by the observation following (2.17), the terms Yy and
Y3 defined by (2.16) (for j = 3, say) satisfy Yo <4 Y3 < (1+|v|)~* Y3, given that
lv] < 1.

Lemma 2.3. Let the hypotheses of the previous lemma concerning A, X, j, 0, [,
@ and ) be satisfied. Let j = 0. Suppose that 0 < v < 1—6. Then

T ar e At
Kf(v,0) <as /|<p(r)|7 m1n{1—|—|logX|, v 1} (X + X )exp (16X2>
0

(2.32)

Suppose, moreover, that ¢ : (0,00) — [0,00); and that, for some € > 0, one has

_ I (6)
1/2 < —
AX < 2exp ( ©) 6) . (2.33)
Then
Kf(v,0) > A6, /(,0(7“)—: min{1—|— |log X|, V_l}X”. (2.34)

0

Proof. Let p = 0. Since all the hypotheses of the case p = j = 0 of Lemma 2.2
are satisfied, and since v # 0, we obtain (as in the proof of Lemma 2.2) the case
p = j = 0 of the results in (2.19). Therefore

Knp(0) = [ o200 W L meNuf),  @3)
0

with K,,p(v, k) as in Lemma 2.1; and with Ay, 0(v,0;p) as in (2.28). Simi-
larly, we obtain the bound (2.31), for all m € NU {0}. Given that Supp(yp) C
[A71X 12 AX~1/2], it follows by (2.31) and (2.35) that

AX /2

y oy 1 r\4m dr

K, pv,0) <45 (X + X )mm{l +|log X|, v } lp(r)] (5) -
A-1x-1/2

A2 2m _ . _1 7 dr
< <4X> (X + X )mm{1+|logX|,V }/\‘P(TN?
0

for m € NU {0}.
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This upper bound for K., (v, 0) implies the result (2.32): for exp (A*/16X?) =

S, (A2/4X)2m /m! and, by the case p = 0 of the result (2.5) of Lemma 2.1,
one has Y~ |[Kme(r,0)] /m! > Kf(v,0).

It remains for us to prove the conditional lower bound (2.34). We therefore
suppose now (in addition to what has been assumed) that € > 0; that (2.33) holds;
and that ¢ : (0,00) — [0, 00). By the result (2.5) of Lemma 2.1, the bound (2.34)
will follow if it can be shown that one has both

Kno(r,0) 20 (m eN) (2.36)
and -
d
Kop(v,0) > 46 /4,0(7")% XY min {1+ |log X[, v '}. (2.37)

0
Moreover, given our assumptions concerning the function ¢ and its support, and
given the lower bound
sin(mv) >sv >0

(implied by our assumption that 1 > 1 — 6 > v > 0), it follows by the equa-
tion (2.35) that, in order to prove the lower bounds (2.36) and (2.37), it will be
enough to show that, for p € [JA71X~1/2 1 AX~1/2], one has both

Ay o(v,0;p) 20 (meN) (2.38)
and
ADoo(¥,0;p) >a5. X"min{l, (1+ |logX|)v} (2.39)

(with A, 0(v, 0; p) as in the equation (2.28), in the proof of Lemma 2.2).
We now complete the proof of the lemma by establishing first (2.38), and then
(2.39). It is henceforth assumed that m € NU {0} and

1 1
5 ATIXTV2 < p < 5 AXT12, (2.40)

By (2.28) and the fundamental theorem of calculus,

A o(0.0: )__/” d_ 0 Ny
mO S P) = _,\dz T2(z +m+1)
v 2z !
o 1 IM(z+m+1)
=2 — (1 — —— | dz. 241
/J?(x+m+1><Og<p>+F(:v+m+1) = (24
By [24, Subsection 12.16],

d IVy+1) a2 = 1
— W Jog'(y+1) = — >0 fo > —1.
dy Tly+1) a2 ® w+1) nz::l (y +n)? nY

Since 0 < v <1—46<1andm >0, it follows that one has

Max+m+1)  T'(x+1) _T'1-v) _ TV()
Tztm+1) - Twt1) - T(l—») ~ TO)

for z > —v. (2.42)
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The hypothesis (2.33), and the inequalities in (2.40), therefore ensure that

1 Mz+m+1)
1 - - = 0 f > —. 2.43
Og<p>+F(x+m+1) € > or x v (2.43)

Since (2.41) and (2.43) combine to give the inequality A, o(v,0;p) > 0, this
concludes our proof of (2.38).
We begin the proof of (2.39) by observing that the case m = 0 of (2.43) shows

that | )
1 I'lr—v
log( =) 2e— ———=.
(3) > T
where, by the (2.42) for z = 0, one has:
I'(4) I'(l—v) (1

(1) _
- SV Vi

(v here being Euler’s constant, by [24, Subsection 12.16] for example). Therefore

one has
oc (5) > T (1+ ) >0

where G(§) = —T"(8)/T'(6) = ~. This implies the inequalities

from which it follows that

o (/1)) g _1;((11 - 3 M EOrnEh (p> -0

By this and (2.42), it follows that one has

I'(z +1)

+1 (1>> R <1> S 1 (1> for x>
—+log |- | 2 = log| - og | — or T > —u.
Tat1) 2 \p) 7 @0 +e) #\p) 7% %\,

(2.44)
Postponing our application of (2.44), we take the opportunity to note here

that, similarly to the above, it is implied by the hypothesis (2.33) that

2X1/2 I'(6
log< >>s— ()>€+7>7>0.

A

This, since A > 1, already shows that log(4X) > 2v > 1. Moreover, the inequality
log(2X'/2/A) > ~ is (for A > 1) equivalent to the inequality

2X1/2 v
1 log (2X1/2
og< A >>('y+logA) og( )’
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which (since we assume (2.40)) implies that we have
1
log () >4 log (2X1/2) > 1+ |log X| (2.45)
p

(the final bound following since 1 < log(4X) and |log X| = |log(4X) — log4| <
log(4X) + log4 <« log(4X)).
By (2.44) and the case m = 0 of (2.41), we obtain the lower bound

Aoo(v,0 og (1) [ g
0,0(,0;p) >s. log (p) /_Vm z,

where, since 0 < ¥ < 1—§ < 1, and since 1/T'(z) is continuous and positive-valued
for x > 0, one has:

/ W(’zmd“" > [ g o= [ (;) dy = <1/p>221"0g(%>2{

It therefore follows that

Noo(1,0;p) 5.0 (1/p)™ ;(l/p)_QV — sinh <2ylog (;)) .

Now sinh(z) > min{1, 2} exp(z), for = > 0, so that by (2.40), (2.45), the hypoth-
esis v > 0 and the lower bound for Ag o(v, 0; p) just obtained, we have:

2v
1 1
Ao o(v,0;p) >5. min {1, 2vlog (p)} (p)

4X\"
>4 min{l, (14 |log X|)v} (AQ> .

These bounds imply (2.39) (given that 0 < v < 1), so that both (2.38) and
(2.39) have now been shown to hold when p satisfies (2.40). As already noted, the
bounds (2.36) and (2.37) follow from these cases of (2.38) and (2.39); our proof
of the lemma is therefore complete, for, by (2.36) and (2.37), the result (2.34) is
obtained. |

Remark. By logarithmic differentiation of the duplication formula [24, Subsec-
tion 12.15], one finds that I'(1/2)/T'(1/2) = T(1)/T'(1) — 2log2 = —v — log4.
Hence the case § = 1/2 of the result (2.33)—(2.34) of Lemma 2.3 implies the con-
ditional lower bound (1.2.18) (where it is implicitly assumed that X > 4e?7, so
that |log X| =log X > 1).

3. A bound in respect of a single level: the proof of Theorem 5

In this section we prove Theorem 5. Let ¢, ¢, N and X satisfy the hypotheses of
that theorem; let I' = I'y(q) < SL(2,9); let a be a cusp of I'; and let b,, € C for
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n € O — {0}. Then on the left-hand side of the relation (1.3.1) one has the sum

2
=o,(b, N; X) (say).

)

>

\4
vy >0

Z bncy (n; vy, 0)

N/2<|n|2<N

Let og(b, N;Y') be defined similarly for Y > 0 (i.e. by substitution of ¥ for X in
the above equation). Then, since X” = UYY"” when U = X/Y, and since the real
function v — UY is increasing if U > 1, and decreasing if 1 > U > 0, it follows
from (1.2.20) that, for Y > 0,

X ©(q)
og(b,N; X) < (max{l, Y}) og(b,N;Y). (3.1)

By (3.1), the hypothesis X > 1, and the description of spectral parameters pre-
ceding (1.1.4), one has, in particular:

o8(b, N; X) < X®Wsl(b, N;1) < X®WE(q,1,1; N, b),

where E§(q, P, K; N,b) is as defined by the equation (1.2.7) of Theorem 2. Here
the case j =0, P = K = 1 of the result (1.2.9) of Theorem 2 may be applied with
€/2 substituted for e: one thereby obtains the bound

o3 (b, N; X) € X° (140, (M) b2,

where M, = |u(a)|?; and where u(a) and ||byl|, are as indicated by (1.2.10),
(1.2.11) and Remark 3 (below Theorem 2). Moreover, since N > 1, and since the
inequalities (1.2.22) of Theorem 4 imply that ©(¢) > 0 and 1 — O(q) > 1/2, it
therefore follows that, in cases where MyN'T(/2) > 1, one has:

o3(b, N; X) = 0. (XOWMNHE) by 2)
6 \1-©
< (XMN)O@ (0. (MN'+)) =7 by 3
o e\ 1-©
< (14 XMN)®@ (14 0, (MgN'+9)) =@ |2

This shows that, in cases where My N > 1, the bound (1.3.1) holds: that completes
proof of the theorem in those cases, so we may suppose, henceforth, that

21072 M, N < 1. (3.2)

In order to complete this proof it will suffice to show that, subject to (3.2) (and
our prior hypotheses), the bound (1.3.1) holds when

1

= 1672M,N (3.3)
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For, if that particular case of the bound (1.3.1) holds, then
-1 o 1-e()
ot (b, N: (167 M) ) < (1 + 52 ) (14 0. (M N'*))

1
< bl tog (2+ 37 )

_ 1
< (14 0z (M N"=) 09 by 2 log <2 + MN>

(by Theorem 4), and so, since the inequality (3.1) and Theorem 4 imply that one
has

02(b, N; X) < (1 + MNX)°® ;(b,N; (167T2MaN)’1) (X >1),

it follows that the bound (1.3.1) holds for all X > 1. Accordingly, we assume (3.3)
for the remainder of this proof. Since we also assume (3.2), this implies that

X > 64. (3.4)

Our aim is to show that, in the cases now being considered, the bound (1.3.1)
results from the comparison of of(b, N; X) with the sum

2

ST bued (mwv,0)| . (35)

N/2<|n|2<N

(')
(b, N; ) = }:wa,

llv>0

where the K-transform is as defined in Theorem 1, while the even ‘test-function’
f:C* — C is given by

0, 1/22
ﬂw=¢<1“ﬁﬁ'D> (zeco),

with @ : R — [0, 00) satisfying:

(1) = {exp (—ﬁ) if —1<t<l,

0 otherwise.

Given the fact that lims_0y 6 % exp(—1/8) = 0, for all k € N, it may be seen

by elementary calculus that the above function @ is infinitely differentiable on R.

Hence the function ¢ : (0,00) — [0,00) given by ¢(r) = ®(log(X'/2r)/log?2)

(r > 0), which has range [0,1/e] and support [271X~1/2 2X~1/2] is also in-

finitely differentiable, and (as may, for example, be deduced from the case X = 64)
satisfies:

oW (r) <; X372 (j e NU{0} and r > 0). (3.6)
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It follows (see Remark 4, in Subsection 1.2) that X and the function f, just defined,
satisfy all of the relevant hypotheses of both Theorem 1 and the case A = 2 of
Theorem 3. Since (3.4) ensures that we have AX /2 = 2X~1/2 < 1/c with
c =4 > 2¢e7, it is moreover the case that the conditions found sufficient to imply
the lower bound (1.2.18) for K f(v,0) are satisfied.

By (1.2.20) and Theorem 4, each term of the sum over subspaces V in the
equation (3.5) certainly has 0 < vy < 1/2. We may therefore infer from the lower
bound (1.2.18) that

. > dr .
a4(b,N; f) >>/0 o(r) . min{log X , 2} og(b, N; X).

Here

/Ooo o(r) % ~ (log2) /OO B(t)dt > 1

— 00

and, by (3.4), min{log X', 2} = 2; so it follows that we have
og(b,N; X) < 4(b, N; f). (3.7)

To complete this proof we now deduce, from Theorem 3, an estimate for the
sum 7§ (b, N; f). By applying the result (1.2.15) of that theorem, with b = a,
M =N, ay =0by, (0#me O)and A =2, and with /4 substituted for ¢,
one obtains an equation with the sum of an O-term and the term 75§ (b, N; f)
on one side, and a sum of Kloosterman sums on the other side. Each term of the
latter sum of Kloosterman sums involves a factor f(2m\/mn/c) = o(|2m/mn/c|),
where, by (1.2.15) and the result (1.2.12) noted in remarks following Theorem 2,
the constraints on the variables of summation m, n and c¢ ensure that

21V N _
S /e

(the last equation following by (3.3)). Since ¢(r) = 0 for z < 2~ X ~1/2, each term
of the sum of Kloosterman sums equals zero; and so, in the cases being considered,
the equation (1.2.15) reduces to:

2m/mn o (MaN)l/Z —9-lx—1/2

c

2
0=n53(b, N: f) + O (<1ogX>Y (14 0. (Ju(@|N/2+E)) ||bN||§) 7

where A = 2, and where, by (1.2.14) and (3.6), we have Y < 1. Therefore, and
by (3.3) and (3.7), we obtain the bound

o%(b, N; X) < (1 + 0. (MUNH(f/?))) b2 log ( (3.8)

L

M.N )~
Here, since Theorem 4 shows that 1 > 1 — ©(q) > 1/2, and since we have (by
(3.4)) X > 1 and (by hypothesis) ¢ > 0 and N > 1, it follows from (3.3) that one
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has

Ns/2 N(lf@(q))s Ne¢ 1-6(q)
1+(e/2
OE (MuN (e/ )) < Os < X > g OE <)(1_@(q)> § <Og <X>>

< (Oe (MQNHE))l*@(q) .

Therefore, and since the real exponents O(¢q) and 1 — O(g) in the result (1.3.1)
of Theorem 5 are non-negative, it follows that, subject to (3.2) and (3.3) holding,
the bound in (3.8) implies that in (1.3.1). This, as was observed in the paragraph
containing (3.3), is all that was needed to complete this proof.

4. Averaging over the level

In this section we are concerned with the sum S;(Q, X, N) defined in (1.3.2):
the relevant arbitrary complex coefficients a,, (n € 9) are assumed to be fixed
throughout. We first prove Theorem 8, and then apply it (together with Theo-
rem 7) in our proof of Theorem 6. We omit the proof of Theorem 7, since the
paragraph below (1.3.10) gives sufficient details of that (very simple) proof.

The proof of Theorem 8. Let X, Q, N, t, €, j and Q* satisfy the hypotheses
of the theorem. If 1 < X <« 1 then, by Theorem 7, Theorem 4, the definition
(1.3.2) and the Cauchy-Schwarz inequality, one has

St(Q7Xa N) < X2/95t(Q7 13N) < St(Qa 17N)
<

> 2(Ef(q.1,1:N,b) + E°(¢,1,1;N/2, b)),
Q/2<|q|?<Q

where E§(q, P, K; N,b) is given by the equation (1.2.7), in Theorem 2, with
by = an|n|** (0#neD). (4.1)

By the results (1.2.9)—(1.2.11) of Theorem 2, and Remark 3 (below Theorem 2),
it therefore follows that

1+
SQ,X.N)< Y (1 + O. (A(qp)) lax]l3

Q/2<|qI’<Q
< (Q+0.(N*™9)) lan|;  if X <1. (4.2)

Since (4.2) implies that (1.3.10) holds when 1 < X < 64, we assume henceforth
that X > 64 (as was the case, after (3.4), in our proof of Theorem 5). We now
define g : C* — [0,1/e] by setting g(z) = 1¥(|z]|), for 0 # z € C, where, for r > 0,
one has ¢(r) = @ (log(Q~/?r)/log2), with ® : R — [0,1/e] defined as in the
proof of Theorem 5, below (3.5). The function v : (0,00) — [0,1/e] is infinitely
differentiable; its support is the interval [Q/2/2, 2Q%/?]; and it moreover satisfies
P(r) > ®(1/2) = e=4/3 for (Q/2)'/? < r < (2Q)"/2. Tt follows that, for 0 # ¢ € O,
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one has g(q) > 1if Q/2 < |q|? < 2Q; and g(q) > 0 otherwise. Hence, and by the
definition (1.3.2) of S;(Q, X, N), one has

(To(9)) 2

St(Q7X7N)<< Z g(Q) Z XV
14

0#g€O

S bk (i, 0)

N/4<|n|2<N

)

vy >0

where the coefficients b, (0 # n € O) are given by (4.1). Since g(q) > 0 for
0# g € O, and since X > 64, it follows from this last bound (similarly to how, in
the proof of Theorem 5, we obtained (3.7)) that

(To(q)) 2
SHQ, X, N) < Y glg) D Kf(w, 00| D bach (ms0v,0)] , (4.3)
07#g€D v>0 N/4<|n|2<N
vy

with f: C* — [0,00) as defined, below (3.5), in the proof of Theorem 5; and with
Kf(v,p) as in Theorem 1.

Our next step is to apply Theorem 3 to the inner sum (over spaces V) on
the right-hand side of (4.3). Theorem 3 does not apply directly to such sums;
but one can obtain the required result from four distinct applications of the equa-
tion (1.2.15), in which one substitutes, for the pair (M, N), the pairs (N, N),
(N,N/2), (N/2,N) and (N/2,N/2), respectively. Then, by applying the result
obtained, for b = a = oo (so that |u(a)| = |u(b)] = 1/|¢|), and with £/2 substi-
tuted for €, one finds that, for 0 # ¢ € O,

(To(a)) 2
Z Kf (vyv,0) Z bncy (n; vy, 0) (4.4)
o0 I<Inl?2<N

(To(a))

_ Z - Z b, Z SOO7O;(|TCTQ’n;C)f<2W\£%)

T<ImPP<N F<|n|2KN c€7C=

+04 ((log X)Y (1+0: (N'*]q|7%)) ||le|§) :

where, since f is the function defined in the proof of Theorem 5, we have A = 2
and Y < 1 (just as is noted prior to (3.8)). Since the function g has range [0, 1/¢]
and support {z € C: Q/4 < |z|? < 4Q}, it follows by (4.4), combined with (1.3.4),
(1.3.5), (4.1) and (4.3), that one has the upper bound

St(Q7X7 N)

B Z » Z Z . %‘mt Z S(ZQZEQEQJC(%T)

0#£g€D N/4<|m|2,|n|2<N 0A£LED

+ (log X) (Q + O (N**9)) [lan]3 ,
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where S(u, v;w) is the ‘simple Kloosterman sum’ defined in (1.3.6). By our choice
of f and g, we have here that f(w)g(z) # 0 if and only if 1/4 < X|w|?,|2?/Q < 4.
Therefore, in the above sum over ¢, m, n and ¢ (where the constraints on m and
n imply N/4 < |mn| < N), the summand is zero whenever [(|* ¢ (271°Q*, Q*),
where, as in (1.3.9), Q* = 6472 X N/Q. Consequently, one either has

S:(Q, X, N) < (log X) (Q + O. (N'9)) [lax|l3, (4.5)

or else, for some k € {0,1,2,... 9}, and L = 27%Q*, one has:

o m | —2it
SH(Q,X,N) <« Z Z Z Ty Oy E‘

L/2<|¢|2<L N/4<|m|?,|n|2<N

x 3 Slmnil) (2”*%)9@. (4.6)

2
obazo [l lq

Since the bound (4.5) is satisfactory (i.e. it would imply the result (1.3.10)),
let it now be supposed that L =< Q* is such that (4.6) holds. If it is shown that in
this case one again obtains (1.3.10), then by the conclusions reached in (4.5)—(4.6)
(and after (4.2)) the proof of the theorem will be complete.

We seek to apply Theorem 3 to the sum over m, n and ¢ in (4.6): for, by
(1.3.4)—(1.3.5), the sums S(m,n;£q) occurring in the inner summation in (4.6)
are the generalised Kloosterman sums Soo 00 (m,n; ¢) associated with the Hecke
congruence subgroup Io(¢) < SL(2,9). In order that (1.2.15) may be applied, we
must first effect a replacement of the factors f(2mv/mn/fq) and g(q), in (4.6), by
single factor of the form F'(|2m/mn/({q)|), where F is a suitable complex-valued
function. We achieve this in the steps between (4.7) and (4.11) below.

Recalling that g(z) = ¥(]z|), for 0 # z € C, where the function ¢ : (0,00) —
[0,1/e] is both infinitely differentiable and of compact support, we have, by Mellin’s
inversion formula [10, Appendix, Equation (A.2)],

o+i00
g(z)zwuzn:%/ V(s ds  (0#£2€C,o€R),  (47)

where, for s € C,
U(s) = / Y (r)dr. (4.8)
0

Note that the integral in (4.7) is absolutely convergent in all relevant cases; indeed,
by (4.8) and our particular choice of function v, one has, for s € C,

< 1 —1/2 %
U(s) = /7"571‘1) (W) dr = (log 2)Q*/? / 2% ®(u)du
0

— 00
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where, by the definition of ® (below (3.5)) and integration by parts,

00 1
1
/28“<I>(u)du:/25“(1>(u)du:(fslogQ)*j/ 254 p1) () du
~1
—o0 -1

< 2IRe()l pip {1,0; (|s|_3)} (j €N).

We apply the case o = 0 of the inversion formula (4.7), for z = ¢ (the variable of
summation in (4.6)). Since the summation over ¢, m, n and ¢ in (4.6) is (by virtue
of the fact that f(w) = 0 unless X |w|? > 1/4) effectively finite, our application of
(4.7) allows us to deduce that

oo

m | —2it
51(Q. X, N (i ||
@xm<| fuin ¥ T Y wmwl]
—o0 Lojpp<e T<mpnpp<n
£q) 2m\/m
y Z m ’I’L2 q ( 'ﬂ'é >| |—z‘rd7_ ,
=P '] q

where, by the results of the preceding paragraph,

U(it) < |Q7/*min {1, 0; (I7|7)} <; A +|r))~? (T€R,j=0,1,2,...).

(4.9)
It therefore follows by the substitution 7 = 4u that
Si(Q, X, N) < / v Y j (4.10)
“o 3 <le]*<L
Z Z [ |m|_21(t+u)an|n|2i(t_u)Pm,n (f, fu) du,
T <Imf?|nP<N
for j > 2, where
fu(2) = f2)[* = p(|2]) ]2 (4.11)

(with ¢ : (0,00) — [0,1/e] as defined just prior to (3.6)), and where, by (1.3.4)
and (1.3.5),

Pon (G f) =Y S(m, n; £q) fu(zw\/m>

2
obazo [l tq
1o Soo,00(m,m; ) 2my/mn
- Z 2 fu c :

ceC®
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Given arbitrary coefficients a;f,a, € C (0 # n € 9O), and with f,(z) and

Pp,.n(4; fu) as above, it follows by Theorem 3 (similarly to how (4.4) was obtained)
that, for 0 # £ € O and u € R,

@t ay P (6 f)
N/4<|m|?,|n[2<N
(To(6))
= Z Kf, (vv,0) Z an e (m; vy, 0) Z a, ¢ (n;vy,0)

%

N/4<|m|2<N N/4<|n|]2<N

vy >0

+ 04 ((log X) Yo (1+0- (N7=1017%) [lan [, llan]l,) -

with A = 2 as previously (f, having the same support as f), and, by (1.2.14),
(4.11) and (3.6), with

— d3 U
Yo = X7 max | ag o)t

dk
ark

< X73?  max max X ©G~F)/2 diu
r>(AX)-1/2 k=0,1,2,3
k
k d 4iu
Tt
dr

< max max = (14 |u|)3

r>0 k=0,1,2,3

(since (1) = 0 for 0 < r < 271X ~1/2). Since one may take here a; = a,,|n

for 0 # n € © (when u,t are any given real numbers), we are therefore able to
deduce from (4.10) that

|2i(t:|:u)
)

St(Q,X,N)<</|\Il(4iu)|<(1+|u|)3E+ > Fg(u)>du, (4.12)

L/2<|¢)2<L
where
E < (log X) (L +0: (N'*9)) ||lan]3 < X° (L + N'*) an]f3 (4.13)

and

(To(£))
Fw)= Y [Kfu(w,0) > anmi+oep (m;vy,0)

% N/4<|m|2<N
0 /4<|m|?<

X Z an|n e (n; vy, 0) (4.14)
N/4<|n|2<N

1
<§Z

o==%1

(To(£))

Z |Kfu (VV70)| Z an|n|2i(t+au)c<‘>/o (n; Vv,O)
V N/4<|n|2<N
vy >0

(by the arithmetic-geometric mean inequality).
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For u € R, let ¢, : (0,00) — C be the function satisfying ¢, (r) = @(r)ri
for r > 0, where ¢ (as in (4.11)) is the function defined just above (3.6). The
functions ¢, just defined inherit from ¢ both the property of having support
[271X~1/2 2X~1/2] and the property of being infinitely differentiable; they are,
in particular, continuous functions on (0,00). Given (4.11), and given that X >
64 > 2, it therefore follows by (1.2.17) that, for u € Rand 0 < v < 1/2,

T d
Kf.(v,0) < / [a (7)] & min {logX, U_I}XV,
T
where

1

/Iwu I* = /w(ﬂ% = 7<I> <bgl(fy> % = (logz)/cb(y)dy <1
0

-1

(by the definitions of ¢ and ® prior to (3.6)). Since X > 1, and since one conse-
quently has log X < (2/¢)X /2 one may deduce from the above results that, for
u € R,

eT1XV ife/2<v<1/2

Kfu(v,0) < { “1X° if 0 < v < min{e/2, 1/2}.

Therefore it follows by (4.14), (1.2.20) and Theorem 4, and the case K = P =1
of Theorem 2 that, in (4.12),

(To(€))
Fy(u) < Z Z XV Z an |2 2 (n; 1y, 0)
o=+1 \>/ /2 N/4<|n|2<N
vy >¢€
N1+5 9

(as the variable of summation n is subject to stricter conditions in (1.2.7) than it is
n (4.14), the application here of Theorem 2 depends on prior use of the inequality
|S(N)+S(N/2)|? < 2|S(N)|?+2|S(N/2)|?, where S(M) denotes the sum of those
terms of the sum over n in (4.14) for which |n|? lies in the interval (M /2, M]). By
(4.12), (4.13) and (4.15), and the bounds on ¥(i7) in (4.9), we have
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5:(Q, X, N)

/ U (4iw)| ((1 )X (L4 N9 Jan 2+ Y SivoulL, X, N)) du

—o0 o==%1
= X° (L + N Jax|? /O((l $ Jul)™2) du
+ [ ()] + (i) Sppa(L, X N) du
= 0 (X7 (L+ N lan]) + O, /(1+ )~ Spsu(L, X, N) du

(both S¢(Q,X,N) and Si1sy(L, X, N) being examples of the sums defined in
(1.3.2)). Since we have L =< Q*, with @* as in (1.3.9), this upper bound just
obtained for S;(Q, X, N) therefore implies the result (1.3.10) of Theorem 8; as
explained below (4.6), this completes the proof of that theorem. |

We use the remainder of this section to prepare for and present our proof of
Theorem 6. Considering firstly the sum

(To(2))
(b, N; X) Z XN b (nivy,0)] (4.16)
>0 N/4<|n|2<N
vy

it follows by Theorem 5 (in conjunction with an inequality similar to that men-
tioned, in parenthesis, below (4.15)), and by the latter part of Remark 3 (below
Theorem 2), that for 0 # ¢ € O, X, N > 1, arbitrary complex coefficients b,

(0 #n € D) and any € > 0 this sum satisfies

O(q) 1+e 1-6(q)
XN N
U;O(b,N;X) < (1 + 7|q\2 ) (1 + O <|q|2 )) ||bN||2 log(2+ |;]\|] )

where ||by ||, and O(g) are as indicated by (1.2.11) and (1.2.20). By Theorem 4,
and given the condition € > 0, and the conditions X, N > 1 (which ensure that
(1+XNlq|72)/(1+N|q|72) > 1) it is implied by the above bound on ¢3°(b, N; X)
that one has

9 1—9
o) < N (14700) (145) Ibwll if @<l <Q

(with ¢ € [0,2/9] given by (1.2.20) and (1.2.21)). By summing this over the
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relevant ¢ € O, one obtains:

9 1-9
S o (b N X) <. Q@QN) (1 n XN) (1 T N) T
Q/2<q2<Q Q Q

= QN Q+XN)" (Q+N)"" by, (417

for @ > 1. Given t € R, and arbitrary coefficients a,, € C (0 # n € 9), one may
apply (4.17) with the particular coefficients b,, = a,|n|*® (0 # n € O). Then, by
the definitions in (1.3.2) and (4.16), the sum bounded in (4.17) equals S;(Q, X, N);

and so, given the equation ||by||5 = [lax|3, and the inequalities

Q+XN)”(Q+N)""<2(Q" + X'N?) (@7 + N*=7)

and
Q"N < max{Q,N} < Q + X"N,

this application of (4.17) yields the bound
5:(Q. X, N) << (QN) (Q + X"N'Q'™" + X"N) ||ax]3. (4.18)

fort € R, Q,X,N > 1 and ¢ > 0. Note that the term XYN?Q'~?, in brackets,
on the right-hand side of (4.18), is greater by a factor QV than the corresponding
term occurring in the result (1.3.7) of Theorem 6. From the bound (4.18) we
deduce the first of the next two lemmas. The second of these lemmas is proved by
a straightforward application of Theorems 7 and 8.

Lemma 4.1. Let 1/2 > ¢ > 0; let Qo > 1; and let ¥ be given by (1.2.20) and
(1.2.21). Then there exists a number C; = C1(g,Qq) € [1,00) (depending only
upon € and Qo) such that, for all t € R, and for all Q,N,X > 1 satisfying
Q' <N, orQ'** > XN, or Q < Qo, one has

S1(Q, X, N) < Ci(,Q0) (QN)® (Q + X"N) |lan] - (4.19)

Proof. Assume the hypotheses of the lemma; and let ¢ € R. By applying (4.18),
with /3 substituted for e, one obtains the bound

S:(Q, X, N) <. (QN)* (Q + XN) |lan |3, (4.20)

whenever Q, N, X > 1 are such that X!N?Q'~? < (QN)?/3 maX{Q, X“gN}.
This condition holds if and only if one has either (XN/Q)? < (QN)?*/3 or
(Q/N)'=? < (QN)?/3. Here we may assume @, N, X > 1; so by Theorem 4, the
former of the two inequalities involving (QN)?*/3 will hold if (X N/Q)?/® < Q*/3;
while, since — < 0 and e < 1/2, the latter inequality (which is equivalent to hav-
ing (Q/N)'+(2e/3)=V < Q*/3) will hold if (Q/N)*? < Q*/3. Hence one obtains
(4.20) for @, N, X > 1 satisfying either XN/Q < Q3 or Q/N < Q° (so certainly
in all the cases where @, X, N > 1 and either Q'7¢ > XN or Q'=¢ < N).
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When 1 < @ < Qo, we may, instead of the above, simply apply (4.18) as it
stands (i.e. with e there as it is here). Indeed, since ¥ < 1 and 1 —¢ < 1, it follows
by (4.18) that for @, X, N > 1 one has

Si(Q,X,N) <. (QN)* (Q + X’NQ + X"N) |la||3
< QQN)* (Q+ X"N) [lan]f3.

so that

Si(Q, X, N) <e.go (QN)* (@ + XN) ||lan]l;  if Q < Qo. (4.21)

Given both (4.21) and the conclusion of the preceding paragraph, it has now been
shown that if, for example, C;(g, Qo) = max {1, A(e), B(e,Qo)}, where A(e) and
B(e,Qq) are any of the positive numbers that may serve as implicit constants in
(4.20) and (4.21), respectively, then the bound (4.19) will hold in all the cases
referred to by the lemma. |

Lemma 4.2. Let j > 2; let 1/2 > € > 0; and let ¥ be given by (1.2.20) and
(1.2.21). Then there exists a number C; = Cj(e) € [1,00) (depending only upon e
and j) which is such that, for allt € R, and all Q, X, N > 1 and Y € R satisfying
both

X > % > 1, (4.22)
and
QQ—E
min {X, I } =Y, (4.23)
there exist L,v € R satisfying both
YN 2100y N
0 <L< o (4.24)
and
xY : )
Cj(2) (Y) ((1 + o —t))"U=DS, (L, Y, N) + Q+(2-=)e/3 ||aNH2) > S:(Q, X, N).
(4.25)

Proof. Let j, € and ¢ satisfy the stated hypotheses. Suppose, moreover, that
t € R; that the parameters Q, X, N > 1 satisfy (4.22); and that Y is given by the
equation (4.23). Then, since @ > 1 and 2 — ¢ > 3/2 > 1, it follows by (4.23) and
(4.22) that X > Y > Q/N > 1. Hence (and since ¥ > 0), the result (1.3.8) of
Theorem 7 implies that

9
Si(Q, X, N) < (ii) S¢(Q,Y,N). (4.26)
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By substitution of €/3 for € in the result (1.3.10) supplied by Theorem 8, one
has, in (4.26),

N i du
SHQ,Y,N) < / Steu(L, Y N)(1 4 u) ™07 o=y
f YN
+Ye/3 <Q + 0 + NHE/S) lanll3 . (4.27)

for some L € [27372Y N/Q, 2572Y N/Q]. Choose such an L: this ensures (since
8 < 2 < 16) that the inequalities in (4.24) are satisfied. Then, in considering the
definition of the sum S;y,(L,Y, N), we may note that, on the right-hand side of
the defining equation (1.3.2), the inner sum (over spaces V') always has a finite
number of terms: see the discussion of exceptional eigenvalues below (1.1.11).
Consequently all the summations in (1.3.2) are finite; and so it is evident (from
an inspection of (1.3.2)) that the function u + (1 + |u|)~V=2S,,,(L,Y, N) has
its range contained in [0, 00), and is both bounded and continuous on R. Given
the well-known evaluation of fR(l + u?)~!du, it may therefore be deduced that
there exists some v € R such that the integral appearing in (4.27) is equal to
7(1+|v—t|)"U=28,(L,Y,N). Hence, and by (4.26), it suffices for completion of
this proof that we note (with regard to the rightmost terms in (4.27)) the three
inequalities

YN/Q<Q7*<Q, max{Q, N'"/3} <QN/?

and
Ya/3Ns/3 _ (YN)E/B < Q(27€)E/3,

which (given that € > 0 and Y, Q, N > 1) are implied by (4.23), (4.22) and (4.23),
respectively. |

The proof of Theorem 6. By (1.3.2) one has S;(Q, X, N) = 0 whenever either
Q or N is less than 1; so it will suffice to prove Theorem 6 in cases where QQ, N > 1.
Given the nature of the result (1.3.7), it may therefore also henceforth be supposed
that 1/2 > ¢ > 0 (the result for € = 1/2 implying the result for all € > 1/2, when
X,Q,N > 1). Taking now Cs(e) € [1,00) to be one of those numbers shown to
exist by the case j = 2 of Lemma 4.2, we put

Qo=Qo(e) = (27C2()™ ) and  Cole) = Cule, Qo). (4.28)

where C; (e, Qo) is any one of those numbers whose existence is established in
Lemma 4.1 (note that we certainly have Qo > 1 here). The values of £, Cs(¢),
Qo(e) and Cy(e) are to remain fixed throughout this proof. We assume also a fixed
choice of the arbitrary complex coefficients a,, (0 # n € ©) appearing in the
definition (1.3.2) of the sums S;(Q, N, X).
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For each @ € [1,00), let A(Q) denote the proposition that, for all ¢ € R and
all X, N > 1, one has

S1(Q, X, N) < Co(e)(QN)* (@ + XN + Q""" (XN)”) [lan]3 , (4.29)

with ¢ being the constant defined in (1.2.20) and (1.2.21). In what follows ‘A(Q)’
may be used as shorthand for either ‘Proposition A(Q)’ or ‘the truth of Proposi-
tion A(QR)’ (which is the case should be clear from the context).

Since the bound (4.29) implies the result (1.3.7) of the theorem, we have only
to show that A(Q) is true for all @ € [1,00) (that will prove the theorem). Since
0 < v <2/9<1/2 (by Theorem 4), the right-hand side of (4.29) is an increasing
function of @). Therefore, and since the definition (1.3.2) implies that

Si(P,X,N)=S:(Q,X,N) if Q+1>P>Q€N, (4.30)

we have

A(Q) implies A(P) if Q+1>P>2Q¢€eN; (4.31)

and so may in fact complete this proof simply by showing that A(Q) is true for
all @ € N (with it then following by (4.31) that A(P) is true for all P € [1,00)).
The method of proof by contradiction is suited to this task.

Suppose that A(Q) is false for some @ € N. Then the set F = {Q € N :
A(Q) is false} is a non-empty subset of N, and so contains a unique least element,
R =min 7 € F CN. Since R € F, we have:

A(R) is false. (4.32)

On the other hand, for Q = 1,2,..., R—1, the hypothesis A(Q) must be true: else
one would have @ € F, and so ) > min F = R, which is impossible when @ < R.
Upon combining this with (4.31), we deduce:

A(Q) is true for all Q€ [1,R). (4.33)

Given the definition of Cy(e) in (4.28), it follows by Lemma 4.1 that A(Q) is
true for all Q € [1,Qo(¢)] (the bound in (4.19) implying that in (4.29)). By this
result and (4.32), it must be the case that

R > Qo(e). (4.34)

We aim to deduce from (4.28), (4.33) and (4.34) that A(R) is true. Such a de-
duction would directly contradict (4.32); would thereby establish the falsity of the
premise that A(Q) is false for some @ € N; and so would prove that A(Q) is true
for all @ € N. To achieve this we must show that, for Q@ = R, all ¢ € R, and
all X, N > 1, the inequality (4.29) holds. By Lemma 4.1, the inequality (4.29)
does hold if it is the case that Q = R, t € R, X, N > 1 and either R'~¢ < N, or
R'T¢ > X N. In all remaining cases (that are relevant to our purpose) one has

—& R g
R X>ﬁ>R. (4.35)
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Therefore we may establish that A(R) is true by showing that (4.29) holds if
Q=R,teRand X,N > 1 are such that (4.35) holds. Accordingly, we assume
henceforth that ¢ € R and X, N > 1; and that (4.35) holds.

Since € > 0 and R > 1, the inequalities in (4.35) imply the case Q@ = R of
the condition (4.22) of Lemma 4.2. Therefore, given our choice of Cy(e) (prior to
(4.28)), it follows by the case j = 2 of Lemma 4.2 that we have

X 9
Si(R, X, N) < Oa(e) (Y) (Su(L,Y,N) + RHC0 Jay 2}, (4.36)

with Y = min {X, RQ*E/N}7 for some v € R, and some L satisfying YN/R <
L < 21°Y'N/R. Here we have, by (4.35),

Y > min{X,R} > 1

and (since 0 < e < 1/2)

YN XN
L>—7 = min{R , le} >min{R°, R"°} > 1.

Moreover, since

210y N XN
L< =20 min{R, Rle}, (4.37)

R
and since (given that 0 < € < 1/2 < 3 and Cs(g) > 1) it is implied by (4.34) and

(4.28) that

R > (2Cy(e)) "

it must consequently be the case that we have here:

> 217 > 210 (4.38)

L < 2R < R. (4.39)

By the above, we have 1 < L < R; so that it follows by (4.33) that the
proposition A(L) is true. Therefore, and since v € R, N > 1 and (as just shown)
Y > 1, the inequality (4.29) holds when one replaces t,  and X there by v, L
and Y, respectively. This means that we have:

Su(L,Y,N) < Co(e)(LN)* (L + YN + L' *(YN)”) |lan ],
where, since 1 > 1 -9 >1—-29 >5/9>1/3 >0, it follows by (4.37) that

YN

2—10L1—219 YN 9
YN)" <|—5

1-9
) RY < RU-9)0=0)+9 _ Rl-(1-0)e < pl-e/3

This, with the first part of (4.39) (and the hypothesis that 0 < ¢ < 1/2), allows
us to conclude that

Su(L,Y,N) < 2'°Cy(e) (R**N)° (RH/‘"’ + YﬁN) lanl3-
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Therefore, and since 1+ (2—¢)e/3 = (1—¢/3)(e+1), € > 0, and R, N,Cyp(e) > 1,
it follows by (4.36) that

19 €
Sy(R, X, N) < 2YCy(£)Co (e) <§> (Rl-f/?w) (Rl‘f/3+Y19N) ax 2

€ X 9
= 270, ()Cofe) (R/N) ((Y) Rl X”N) Jax .

Since Y = min {X, RQ_‘E/N}, e >0and R > 1, we have, in the above,

v 9
<)}£) R176/3 < R17€/3 4 <});;]_Va> R176/3 < R+ (XN)’ﬁR172197(1/3719)5

and (given that 1/3 — 49 > 1/9 > 0) therefore obtain:
Sy(R, X, N) < 2"7Cy(£)Co(e)R™="/3(RN)® (R+ (XN)?R'~2’ + X" N) |lan]3.

By (4.38), we have
20y ()R /3 < 1,

so that in obtaining the above bound for S;(R, X, N) we have achieved the objec-
tive of showing that (4.29) holds if @ = R, t € Rand X, N > 1 are such that (4.35)
holds. This (as noted below (4.35)) is sufficient to establish that Proposition A(R)
is true, which contradicts what is stated in (4.32). Consequently, as explained
below (4.34), we have proof by contradiction that A(Q) is true for all @ € N. The
theorem therefore follows (as discussed in the paragraph containing (4.31)). W

5. Schwartz spaces, Fourier integrals, Poisson summation
and the analytic large sieve

This section is where we begin our dedicated preparation for the proof of Theo-
rem 10. In it we have collected together certain definitions, remarks and lemmas,
for use in the sections which follow.

Definition 1 (the Schwartz spaces for R™ and C"). Forn € N, the ‘Schwartz
space’, S(R”), is the space of all functions F' : R™ — C such that, for each
pair (A,j) € [0,00) x (NU {0})”, there ezxists a continuous and bounded function
Faj:R"™ = C such that one has

§ir++in

274
) J1 Jn
oxy' -+ - Oxy,

(22 - 422 F(x) = Faj(x) for all x e R".

For n € N, we define S(C") to be the space of all functions f : C" — C such
that the space S(R2") contains the function F : R?*" — C given by F(x) = f(z1 +
1T, T3 + 1Tyq, ..., Top_1 + iZ‘Qn) (X S RQn)'
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Definition 2 (Fourier transforms). Let n € N. For F € S(R") we define the
corresponding ‘Fourier transform’, F: R" — C by

E(y) :/jO /jo F(x)e(—y -x)dz;---dz,  (y € R?), (5.1)

wherey -x = y121+ - +ynn. The existence of the integral in the equation (5.1)
is guaranteed by the continuity of F', and the boundedness of the function x — (1+
22) - (1+22)F(x) (which follow from the definition of the Schwartz space for R™,
with the help of some elementary ineqalities). Indeed, although Fourier transforms
are defined slightly differently in [17, Chapter 13, Section 4], it is effectively shown
by [17, Chapter 13, Theorem 4.1] that (5.1) defines a linear mapping of S(R")
into itself.
For f € S(C”), we define the Fourier transform f :C" = C by

f(w) = F(Re(wl), —Im(wl), Re(wg), —Im(wg), ...... ,Re(wn), —Im(wn)),

(5.2)
where F is the element 0fS(R2”) given by F(x) = f(z1+ize, x3+izs, ..., Ton_1+
ire,) (x € R?™); this means that

f(w):jau/cf(z)e(fRe(w~z))d+zl'~d+zn (z € C"), (5.3)

where W -z = w121 + -+ + wpzy, and dyz = dady for z € C with Re(z) = =z,
Im(z) = y. Given the final remark of the preceding paragraph, it follows by (5.2)
that, for each f € S((C”), one has f € S(C”).

Definition 3 (the M&bius function for Z[i]). Forn € O — {0}, we define

_J0 if there exists a Gaussian prime w such that w? | n,
Ho(n) = (=1)“™)  otherwise,

(5.4)

where w(n) is the number of prime ideals of the ring O that contain n (i.e. one

quarter of the number of Gaussian primes that divide n). This is a ‘multiplicative’
function on © — {0}, in the sense that it satisfies

o (mn) = po(m)po (n) for m,ne O — {0} with (m,n) ~ 1. (5.5)
A wuseful property of this function is the identity
1 1 ifn~1,
- d) = .
4 Z po(d) {0 otherwise, (5.6)
ddelo

which is valid for all non-zero n € O (and may be deduced, in a very few steps,
directly from (5.4), given that the ring of Gaussian integers is a principal ideal
domain with 4 units).
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Definition 4 (the distance to the nearest Gaussian integer). For § € C
the ‘distance from (3 to the nearest Gaussian integer’ is the number ||5|| € [0, c0)
given by

18]l = min{|3 —m| : m € O},

Since C =R+ iR, O =Z +iZ and |z + iy|* = 2> + y*> > 2% (x,y € R), one has

181 = IRe(B)]I* + [tm(B)[* (8 € C). (5.7)

Given that every real interval of form (x—1/2,2+1/2] contains exactly one integer,
it follows by (5.7) that, for all B € C, one has ||B]|*> < (1/2)* + (1/2)? = 1/2.

Remark. In addition to the above definitions, we shall have cause to recall the
orthogonality of the characters of the additive groups O/mO (0 # m € ). Specif-

ically, when 0 2 m € O and a,b € O, one has:
e( . ((a— b)n))
Z m

b
Z e(Re (%)) e(Re (n))
n mod mO m m n mod mO
|m|? if a = b mod m9,
0 otherwise.

(5.8)

The first equality in (5.8) follows by Euler’s formula for ¢, and the identity
exp(z) exp(y) = exp(z + y). In the case a = b mod mO the second inequality
of (5.8) follows since e(k) = exp(2wik) = 1 for all k € Z, and since one has
[O:mO)P? =[O :mOJ[O : mO] =[O : mO|[mO : mmO], where O = Z + Zi and
mm = |m|* € Z, which implies that [O : mO]? =[O : mmO] = [O : |m[?O] =
(Z/Im|*Z) x (Z/|m|*Z)| = |m|*, and so shows that the additive group O/m® has
order

1O/mO| = |m|?. (5.9)

In the case a # b mod m9, the second inequality of (5.8) follows by considering
the effect of the substitutions n = n’ + 1 and n = n” + i (applied to the variable
of summation).

Lemma 5.1 (Fourier’s inversion formulae). Let n € N. Then, when F €
S(R"), one has

/jo /jo Fy)e(x y)dys - dyo = F(x)  (x €R"). (5.10)
For f € S((C”), one has
/C.-./Cf(w)e(Re(z.w))d+w1 dywn = f(2)  (zeCY).  (5.11)

Proof. Given (5.1), the result (5.10) simply states that one has G(—x) = F(x),
where G = F; as much may be deduced from [17, Chapter 13, Theorem 5.1|, by
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way of one linear substitution (applied to the relevant variables of integration).
The result (5.11) follows directly from (5.10): to see this one has only to apply
the definition of S(C"), and the definitions made in connection with (5.2)—(5.3),
along with some substitions of the form yor, = —vy. |

Lemma 5.2. Let n € N. Then, for m = 1,...,n, there is a linear operator L,
with domain S((C"), and range contained in S((C”), that is given by

Lonflz) = — (ez?ﬂ + aay;n) fz)  (fes(C), zech), (5.12)

where Ty, Ym denote (respectively) the real and imaginary parts of z,. Let [ lie in
the space S(C"). Then, for m =1,...,n, the functions f and L, f have Fourier

transforms f, ﬁ/m\f € S((C") that are related to one another by:

Lonf(w yzmmy flw (weCn). (5.13)
For all w € C", and all j € (NU{0})", one has

w| TT (erlun]) " = [Brw| < B0 = [ [|erE - s

_ (5.14)
where L3 denotes the operator L3 -+ Lin.

Proof. Let f € S((C") and m € {1,...,n}. Then, as an immediate corollary of
the definitions of the spaces S(C") and S(R?"), one has also (9/9z,,)?f € S(C")
and (0/0ym)*f € S(C"). Therefore, and since S((C”) is a complex vector space,
we have L, f € S((C”) when £,,,f : C" — C is the function given by (5.12).

The case m = n = 1 of (5.13) is [22, Lemma 2.8, Equation (2.48)]: a short
proof of that result is supplied in [22] (we do not repeat it here).

Supposing now that n > 1, it will suffice to prove (5.13) for m = n: the other
cases may be proved similarly. By an appeal to the relevant definitions (of Fourier
transforms) we may first express Lof (w) as an integral over R?". Then, by Fubini’s
reduction theorem for higher dimensional real integrals [1, Subsection 15.7], we find
that

—

L, f(w)=G(wi,...,wu_1), (5.15)
where, for s € C* 1,
G(s) = L1 fs(wn), (5.16)
with fs : C — C being given by
fS(Zl) :f(ShSQ,.‘.,Sn,l,Zl) (Zl G(C) (517)

Since it is a corollary of the relevant definitions that f € S(C") implies fs € S(C)
(for all s € C*~1), we have here, by the case m =n =1 of (5.13),

le(wn) = ‘27’(’11}77,}2]?5 (wn)7
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and so it follows by (5.16), (5.15) and the linearity of Fourier transforms that
L, f(w) = 2mw,|>H (w1, ..., w,_1),

where, for s € C"!, one has H(s) = H(s;w,) = fs(w,). By (5.17) and the
definition of the Fourier transform (as it applies to S(C), S(C"~') and S(C")),
the equation just obtained is the case m = n of the result (5.13) of the lemma: as
noted above, the proofs for m = 1,...,n — 1 are similar.

From (5.13) it follows by induction on N” that, for w € C"™ and j € (NU{0})",

one has
n

Fow) T @fwn|)® = Lif(w),

m=1

where, as stated below (5.14), £3 = £J* .. £i». The first equality in (5.14) follows
trivially; the last equality there is simply a statement of the relevant definition;
and the inequality in (5.14) is also trivial, given that e(Re(w -z)) is, for w,z € C™,
a complex number of unit modulus. |

Remark. The operator £,, defined by the equation (5.12), in Lemma 5.2, is
(apart from the factor —1) the Euclidean Laplacian operator. By (5.12) one has

o 0

02 07

Ly = (5.18)

where

o 1(a0 0 o 1(/6 0
azm_2<axm_laym> and azm_2<axm“aym) (5.19)

(with z,, and y,, denoting the real and imaginary parts of z,,). Although Lemma 5.2
assigns L, the domain S ((C”), it is helpful not to be so restrictive when assigning
the domains of the above operators 9/0z,, and /0 Z,,. Indeed, given any n non-

empty open regions D1, ..., D, C C, we may (assuming n > m) apply these oper-
ators to any function f : Dy x---x D, — C such that, for alls € D; x---x D, the
function z,, — f(sl, ey Sm—1s Zms Smdls - -y sn) is smooth on D,, (in the sense
defined at the start of Subsection 1.2); for such f, one has, when d € C™ and gq
maps z € C" to (dy21,...,dnz,) € C", the elementary identities

%(fogd):dm (ai,bf)ogd and 8(Zm(fogd):dm <8(sz)ogd,

which, by (5.18), together imply that

Lo (f 0 ga) = |dm|” (Lo f) © ga. (5.20)

It is also worth noting, for use later, that if ¢ is a holomorphic complex function
on some non-empty open region D C C, then for z,, € D one has (as a consequence
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of the Cauchy-Riemann equations):

*afm (4(zm)) = ¢ (zm). % (a(zm)) =0,
5 5 (5.21)
5= (1(zn)) =0, 5= (1(zm)) = d (z).

Lemma 5.3 (Poisson summation over R"” and over C). Forn € N, one has

Y Fx)= )Y Fly) (FeSR®Rm). (5.22)

xEZn yEezZn

Forte€C, and f € S((C), one has:

Y fWeRe(rv)) =Y f(E ). (5.23)
£eo

ved

Proof. This lemma is essentially a reproduction of part of [23, Lemma 4.1]; the
proof given there sketches how to deduce (5.23) from the case n = 2 of (5.22). For
a proof of (5.22), see [17, Chapter 13, Section 6]. |

Lemma 5.4. Let n € N, A € (0,00), 2 € (0,00)", C > 1 and f € S(C").
Suppose that

n .
—JIm

cf i f@) < [T (alel) (ze(C)", je(NuU{oh™), (5.24)

m=1

where the operators Ly, ..., Ly are those defined by the equation (5.12) of Lem-
ma 5.2. Suppose moreover that, for all z € C",

f(z)=0 unless C7'Q,, < |zm’2 <CQ,, for m=1,...,n. (5.25)

Then, for j =0,1,2,..., one has
» " CQ,
fow) <5 11 (weCn). (5.26)

o (14 C1AQ,, |w,[*)’

Proof. Let w € C"; and let j € (NU {0})". Since f € §(C"), it follows by the
result (5.14) of Lemma 5.2, and by the hypotheses (5.24) and (5.25), that

fol TL rlunl)™ < [ (ﬁ (A|zmrz)"’”jd+zl de

m=1 2EA; X x A, =1

n
- H (Ajm | 2| ~20m d+z>,
m=1

A m
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where, for m =1,...,n,
Ap ={z€C:C7'Q, < |2|* < CQp }.
Hence, by using the upper bounds
/||2J"‘d z < Jm/d+z<ﬁ (m=1,...,n),
i (1) ) (C~1n)

one finds that

[Fw)| TT @nlwn )™ < H

m=1 1AQm)]m .

Let j be a non-negative integer. We apply apply the last bound above, for the
unique j € (NU{0})™ having, for m =1,...,n,

. {j if (27w )2 > (C71AQ,,)

IJm =

0 otherwise.

This yields the upper bound

5 - CQ
7l < }_:[1 (max{47r2\wm|2C—1AQm,1})j

Since max{a,b} > (a + b)/2 > 0 for all positive a, b, the result (5.26) follows. W

The next three lemmas are perfect Gaussian integer analogues of results con-
tained in [21, Lemmas 2.2, 2.3 and 2.4]: although the relevant proofs are also
analogous, we have nevertheless chosen (for the sake of completeness) to include
sketched proofs of these lemmas.

Lemma 5.5. Let A,Qy € (0,00), C > 1 and f € S(C) satisfy the case n =1 of
the hypotheses (5.24), (5.25) stated in the previous lemma. Then, for 7 € C— 9O
and j = 2,3,4,..., one has

SO -] <o (Aulr)?) o, (5.27)
£eO

where B ||B|| is the ‘distance to the nearest Gaussian integer’ function, defined
Just above (5.7).

Proof. Let 7 € C; and let j be an integer with j > 2. As noted below (5.7),
one must have H7'||2 < 1/2; there therefore exists some v € O such that 1/v/2 >
|7 —v| = ||7]| > 0 (the last inequality holding by virtue of the hypothesis that
T ¢ 9). For such a v € O, the sum on the left-hand side of (5.27) may be
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rewritten as 3 oo |f(€ + v —7)|. Consequently it follows by the case n = 1 of
the bound (5.26), which Lemma 5.4 provides, that we have here

c
fle—n)= fl& +v—-1)| < -
Sl e s =Ty

oy
oLoto (L+C1AQ ¢ — (7 — )P’

_|_

The result (5.27) follows, since |¢/ — (7 — v)| > [¢/] — 1/v2 > (1 — 1/+/2)|¢'|, for
0 # ¢ € 9, and since one has both co > |v — 7|72/ = ||7]|=% > 27 and, given that
322 Yogereo €% < 1. u

Lemma 5.6. Let A,Q; € (0,00), C > 1 and f € S(C) satisfy the case n =1
of the conditions (5.24), (5.25) stated in Lemma 5.4; let d € O — {0} and j €
{2,3,4,... }. Then, fort € C— 9,

E f(m)eRe(tm/d)) <;.c (A|d\7291||7|\2)_j \d|7291. (5.28)
mev
m=0 mod dO

For h,k € O, g€ O —{0} and B > 0, one has moreover:

> f(m)e(Re<W)> (5.29)

meD q
m=0 mod d©O
1 bm
i Z S(=h,b;q) Z f(m)e<Re( d)>
q brr}oquz *(TEDdd? q
||§HZ< BA‘$|1 m=0 mo %
A lg?
+ Oj7c < B )
and
> f(m)S(hm/d,k;q) (5.30)
mE(;nri())Dd do

- Y abmk) Y f(m>e<Re(Z7§>>

b mod ¢O meo
Hﬁllz\BA‘é‘Q m=0 mod dO
1

A Mgl*
+ Oj,C ( BJ ) )

where (m/d)* denotes an element of O satisfying (m/d)(m/d)* = 1 mod ¢O (it
thereby being an implicit condition of the summation on the left-hand side of (5.29)
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that m must satisfy (m/d,q) ~ 1), while S(u, v;w) is the ‘simple’ Kloosterman sum
defined in (1.3.6), and the term cy(b, h; k) in (5.30) is given by

b hik) = > e(Re(aqk>>. (5.31)

a mod g
(a,q)~1

ab=h mod ¢©O
Proof. The results (5.28)—(5.30) can be rewritten by expressing f(m) as g(n),
where n = m/d € © (in the relevant summations), and where g(z) = f(dz) for
z € C. One has therefore only to prove the case d = 1 of the lemma: for it follows
by the remarks subsequent to Lemma 5.2 that the conditions on f in (5.24) and
(5.25) imply that the function g satisfies similar conditions (differing only in that
Q. is replaced by |d|72Q,,).

Since the case d = 1 of (5.28) is an immediate corollary of the identity (5.23)
of Lemma 5.3 and the bound (5.27) of Lemma 5.5, it therefore only remains to
consider, for d = 1, the results (5.29) and (5.30)—(5.31). If one lets B — +o00, then
the sums over b appearing in (5.29) and (5.30) become sums over all b mod ¢9; the
case d =1, B — 400 of (5.29) is therefore a direct consequence of (5.8) (i.e. of the
orthogonality of the characters of the additive group O/¢9); while the case d = 1,
B — 400 of (5.30)—(5.31) is an immediate consequence of the definition (1.3.6) of
the ‘simple’ Kloosterman sum. The O-terms in in (5.30) and (5.31) therefore need
only serve as upper bounds for the sums

= bm%;qo 75(‘;2 b14) %:Df(m)e@e(b;”))‘

b |2 B
211> =8

and

By= Y

b mod ¢©O
2
[15117> =8
respectively (note that the relevant definitions trivially imply that ||b/g|| is deter-
mined by the residue class of b mod ¢©). To verify that those O-terms do serve in
this capacity, we note firstly that one has

)

eqb.hik) S f(m)e<Re<b;n)>

me

>y f(m)e(Re<m>>‘ = Y Ojc <<A91 - ) O
bm;)d qO [meo q bmzod qO q
211" > =5 117> =%
o (AT @gPUrhH gt
BeO ,
187> Ak
_ (AQl)_(j+1) Ql‘Q|2(j+1)O <(B|(]|2)J> < A_l‘q|QB_j
Ay
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(the first line being an application of the case d = 1, 7 = b/q of (5.28), with ‘j+ 1’
substituted for ‘57). The verification is completed by noting that both |S(—h, b; q)|
and |c, (b, h; k)| are (given (5.9), (1.3.6) and (5.31)) bounded above by |g|?, so that,
by the above, one has Fy <, c A7 ¢|?B~™ and Fy <jc A7t |q[*B7I. [ ]

Lemma 5.7. Let b,h,k € O and ¢ € © — {0}. For u,v € O, let c4(u,v; k) be
given by the equation (5.31), in the previous lemma. Then one has

cq(b,h; k) =0 if (b,q) # (h,q). (5.32)
If it is, however, the case that
(0,q) ~ (h,q) ~ceO  (say), (5.33)

then ¢ # 0, and
k) =7 o (5) Pe(re(E T S)) G

s a/e
t(e.k)

where it is smplicit in the last summation that (c/t,q/c) ~ 1 (the factor
(b/t)*/(q/c) = ((b/c)(c/t))*/(¢/c) here having the meaning explained in Subsec-
tion 1.5, under the heading ‘Number- Theoretic Notation’). One has, in particular,

S(k>O;Q) = S(O7k;Q) = Cq(0,0; k) (535>

—uo( ) lakl T (1-2g).

prime ideals wOCO
wD3(q,k) , wOFq/(q,k)

where S(u,v;w) is the ‘simple Kloosterman sum’ defined in (1.3.6).

Proof. The conditions of summation in (5.31) imply the congruences h = ab mod
g0 and b = a*h mod ¢O (which are equivalent when one has (a,q) ~ 1). The
sum defining ¢, (b, h; k) is therefore empty unless one has both (b,q) | (k,¢) and
(h,q) | (b,q); and so the result (5.32) follows.

Suppose now that ¢ € O, and that (5.33) holds. Then ¢ | ¢, and ¢ # 0, so
¢ # 0. By (5.33), we have

b = Bec, h=Hec and q = Qc, (5.36)
for a unique @ € O — {0}, and a unique pair B, H € O satisfying
(B,Q) ~1~(H,Q). (5.37)

Hence we can find an A € O satisfying AB = 1 mod Q9. This A necessarily
satisfies (A, @) ~ 1. Then, by (5.36) and (5.37), we may deduce from the definition
(5.31) of cq(b, h; k) that

cq(b, s k) = > e(Re(Zi))z > e(Re<kéf+lfl>).

a mod QcO d mod cO
(a,c)~1 (AH+dQ,c)~1
a=AH mod QO
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By the property (5.6) of the Mobius function pg, we therefore obtain:

cq(bhik) = e(Re(kal>> > uo(s) > e(Re(kcd>> :

s€EO d mod cO
sle dQ=—AH mod sO

where, since (AH,Q) ~ 1, the innermost sum on the right is empty unless
(s,Q) ~ 1. Consequently,

cq(b7h;k):e(Re(ka>> > uo(s) > e<Re(kcd)>

sle d=— S HE od 50
(5:@)~1 =—AHP, mod s
kAH LAHP,
:e(Re( 0c )) ; ,ug(s)e<—Re< . ))
(5,Q)~1

- mdz(c/swe(f{e((f/i))) /

where, for (s,Q) ~ 1, we take Ps to be a Gaussian integer satisfying QPs; =
1 mod s9. By the orthogonality relation (5.8), it follows from the above that

= 3 g« 2202022

sle
(5,Q)~1
(¢/9)|k

> naolePe(re( HETAE ).

st=c
(.Q)~1
tlk

where R, = (1 - QPS)/S € 9. Now we have AB =1 mod QO, and (by construc-
tion) sRs = 1 mod QO also; so it follows that (ARs)(Bs) = (AB)(sRs) = (1)(1) =
1 mod Q9, and we are therefore able to rewrite the last expression obtained for
the value of ¢4(b, h; k) as:

k)= Y aolie(re( S F50)).

st=c
(s,Q)~1
t|k

where, for (s,Q) ~ 1, one has (Bs)* € O and (Bs)(Bs)* = 1 mod QO (this
defining (Bs)* mod QD).

In light of the point noted below it, the equation (5.34) follows from the result
just obtained (by the substitution of ¢/t for s, and the reversal of the substitutions
recorded in (5.36)).
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Since the mapping d mod ¢ — d* mod ¢© is a permutation on the multi-
plicative group (9/¢9)*, the first equality in (5.35) follows immediately from the
definition (1.3.6). The second equality in (5.35) becomes obvious when one com-
pares (1.3.6) and (5.31) for u = 0, v = k, w = q, b = h = 0. To prove the final
equality in (5.35), we begin by noting that if b = h = 0 then (5.33) holds with
¢ = ¢, so that by (5.34) one has

(0,08 = 3 3 po () iPe) = 5 3 no (%) 1
t|(g,k) t|(q,k)

One may rewrite the last sum over ¢ by means of the substitution ¢t = (q,k)/s
(where s | (g, k)); given the properties (5.4), (5.5) of the function ue, this substi-
tution shows that

L 5 )2 2 s
000 =3 3 ol ) G = enrno(l) S G

s|(g,k)

where, since O is the principal ideal domain Z[i], the last sum over s is (given (5.4))
just what one obtains on multiplying out the product over prime ideals @ C O
appearing in the equation (5.35). |

Lemma 5.8 (a general analytic large sieve for Z[i]). Let ¢, € C for all
non-zero n € O = Z[i|; let

S(a,N)= > cae(Re(an))  (a€C, N >0); (5.38)
neo
0<|n|?<N
and let . € C for allm € N. Then, for RE N, N > 1 and 1/2 > ¢ > 0, one has
ST 1S(an, N) [P <16 M (8, R) (2N +671) [len 3, (5.39)
1<r<Rk

where

M, R) = max HpEN:lgpgRand Hozpfoer2 <§}

1<r<

) (5.40)
and where the definition of |cn|l2 is as indicated by the equation (1.2.11), in
Theorem 2.
Proof. Let Re Nand N > 1. For r =1,..., R, we have (by (5.38)):
S(ap,N)= Z Z c(nl, ng) e(nlxy) + ngxg)) , (5.41)
ni,no€”Z

where
(33(17’) > xg)) - (Re(ar) > Im(ar)) =x" eR? (SaY) (5-42>
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and
if 0 <n?+n% <N,

. (5.43)
otherwise.

c(n1,n2) = {gnl_mz

Let § € (0,1/2]; and let M (4, R) be given by (5.40). Supposing firstly that
M(6, R) = 1, we have

Hap—arHQ}& for I<p<r<R
In this case it follows, by (5.42) and (5.7), that we have

max“x§-p) —my)H > (6/2)1/2 for 1<p<r <R,

J=1,2
which is a special case (k = 2, 1 = 6 = (§/2)/? € (0,1/2]) of [9, Theorem 1,
Condition (3)]. Moreover, in the sum on the right-hand side of (5.41) (which
is similar in form to that in the case k = 2 of [9, Theorem 1, Definition (1)]),
the variables ny,ng are effectively constrained (given (5.43)) to range within the
interval [-N'/2, N'/2]; and so, for arbitrary Ny, Ny > 2N'/2 the sums in (5.41)
satisfy the special case k = 2, My = —N;/2, My = —N3/2 of [9, Theorem 1,
Condition (2)]. As a consequence of these observations, it follows by |9, Theorem 1]
that, when M (6, R) = 1, one has

ST 18(an NP < BB 0N Je(ni,na)|* = BiBs llex |3, (5.44)
1<r<R n1,neE€Z

where
2
By =By = ((2N"3)'? 4 (6/2)74) <2 (282 + (6/2)71?) .

In this case, since (2N'/2)2 + (§/2)~1 = 2(2N + 6~1), the result (5.39) of the
lemma follows from (5.44) by way of the same inequality, (a + b)? < 2a® + 2b?,
that justifies the bound just given for B; and Bs.

The above completes the proof in the case where M (4, R) = 1. Suppose now
that M (6, R) > 1. Then certainly we have R > 1 also. Without loss of generality
we may assume that

|S(aR,N)| > |S(ap,N)| for 1<p<RA. (5.45)

We may also renumber «;, . .., ar_1 so that, for some non-negative integer R(2) <
R(1) = R, we have:

lar — an|| <672 for R(1) > 7
||a,«—aR(1)|| > 672 for R(2) >

By (5.40), the above number R(2) must satisfy R — R(2) < M (0, R). Hence, and
by (5.45),

S [8(on M) < M@ B [S(on M)+ 3D (S0 V)

1<r<R 1<r<R(2)

>
Tz
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Moreover, if R(2) # 0 then a similar upper bound can be obtained for the last sum
here (the sum over r = 1,..., R(2)). Hence, by iteration of the same procedure,
one arrives at a bound of the form

Z ‘ ar, N ZM ’S QR(j)> )

1<r<R

where J > 1, and the sequence of integers R(1),..., R(J) is strictly decreasing,
with R = R(1) > R(J) > 0 (and R(J + 1) = 0); while, given the nature of our
iterative procedure (and the definition (5.40)),

HO‘R(p) — ozR(T)H > §1/2 for 1<p<r<J, (5.46)

and the sequence of integers My, ... M is non-increasing, with My = M (5, R(1)) =
M (5, R) (subject to a suitable initial renumbering of 1, . .., ag, prior to the start
of our iterative procedure, one would have here M; = M (6, R(j)) for j =1,...,J).
We deduce that

2
OZR(])7 . (547)

Z |S(OLT7N

1<r<R

H'M&

In (5.46)—(5.47), we may put J = R’ (say) and may also, for r = 1,..., R/,
put . = ap(,). Hence, given the bound (5.46), the previously established case
M6, R) =1 of (5.39)—(5.40) shows that

2 _
S(anp), N)|” <16 (2N +671) flenll3 -

uMg

By this bound and that in (5.47), the proof of the results (5.39)—(5.40) is complete.
|

Remark. The above lemma is slightly more elaborate than we actually require:
for in this paper it is used only to establish the next lemma, and we could do as
much with just the case M (d, R) = 1 of Lemma 5.8.

Lemma 5.9 (a special analytic large sieve for Z[i]). Let ¢, € C for all
non-zero n € O = Z[i]. Then, for Q,N > 1 and d € O — {0}, one has

2
I R ) R G-
0<|n|2<N
(5.48)

|]?

0<|¢l?’<Q amod g9
¢=0mod dO (a,q)~1

where q,a,n are Gaussian integer variables of summation, and where ||cy||2 is as

(1.2.11) indicates.
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Proof. The sum on the left-hand side of (5.48) may be written as
Y 1<r<r 1S(ar, N)[?, where S(a) is given by the equation (5.38) of Lemma 5.8,
and where, to each r € {1,...,R} there corresponds a pair (¢,,a, mod ¢,.9)
with ¢ = ¢, a = a, satisfying the conditions of summation in (5.48), and with
ar = a,¢q mod ¢ (this correspondence r — (g, a, mod ¢,.9) being one-to-one).
Therefore, assuming that R > 0 and |d|?/Q? < 1/2, it will suffice to show that the
relevant sequence «; ..., apg is such that, when M (4, R) is as defined in Lemma 5.8,
one has M(|d|?/Q?, R) < 4: for the bound (5.48) will, in that case, be implied by
the result (5.39) of Lemma 5.8.

In order to show that M(|d|?/Q? R) < 4, we first note that if 1 < p,r < R
and ||, — .|| # 0 then, since d | gp, ¢, one will have

_ _|kd|
|4p4- |
(5.49)
for some k € O — {0}, and hence ||, — .|| = |d|?*/|gpg-|* = |d|>/Q*. By this and
(5.40) it follows that, for some r € {1,..., R}, one has

Qpdp  Qrqr

dp dr

ap _ ar

dp  dr

Apqr — QrQp

dpQr

0 <flap —ar| =

M(|d?/Q* R)=|{p e N:1<p < Rand |loy, — a,|| = 0}].

Moreover, the first three equalities in (5.49) show that ||, — .|| = 0 if and only if
apqr = arqp mod ¢,¢,-O, and so only if a,q, = 0 mod ¢,O and a,g, = 0 mod ¢, 9.
Since the conditions of summation in (5.48) are satisfied when either ¢ = ¢, and
a = ap, or ¢ = ¢ and a = a,, we have (ap,qp) ~ 1 and (a,,q,) ~ 1. The

simultaneous congruences apq, = 0mod ¢,O and a,g, = 0 mod ¢,O therefore
imply that we have both ¢, | ¢, and ¢, | ¢, and so g, ~ ¢,. It follows that
llap — ar]] = 0 if and only if, for some unit e € O*, one has ¢, = eg, and

apqr = areqy mod gpq,-O. Since the last congruence implies a, = a,€ mod g9,
we may conclude that M(|d|?/Q?, R) = |O*| = 4: as noted above, this proves the
lemma in cases where R > 0 and |d|?/Q? < 1/2.

To complete the proof we observe firstly that (5.48) is essentially trivial in
cases where R < 16: for in such cases the sum on the left-hand side of (5.48) is
either empty (and hence equal to zero) or, for some r € {1,2,...,16}, is less than
or equal to 16|S(a,., N)|?, where, by the Cauchy-Schwarz inequality, one has

[S(ar, N)I* <[{n € D : 0 < [n|* < N} [len3
< (@NY2+1)? = 1) [lew)3 < 8N [len]3

(when N > 1). To complete the proof we note that the conditions of summation
in (5.48) imply |¢|* < Q% and 2|d|* < 2|q|?, so that if |d|?/Q? > 1/2 (implying
Q? < 2|df*) then one will have |¢|* < 2|g|?, for all ¢ in the sum, and hence
R < 4 < 16 (the summation over g being restricted to ¢ € O*). [ ]
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6. An elementary bound for a sum of Kloosterman sums

In this section we consider a sum

p#0 q7#0

where S(u, v;w) is the ‘simple Kloosterman sum’ defined in (1.3.6); and where the
summation is over the points (p, ¢, h, k,£) € 95 with pg # 0.

We suppose that the function ¢ has domain C®, and is complex valued; and we
assume that the function ® : R!® — C given by q)(xl, .. ,Jcm) = p(x1 +ixe, x5+
124, ..., T9 + imlo) (x € R19) is such that all its partial derivatives (of any given
order) are defined and continuous at all points of R%. The function ¢ : C> — C
might therefore be termed ‘smooth’. We suppose moreover that, for some given
H,K,L,P,Q > 1 and some given § > 0, one has

21 Lol Jasl® Jal® s (2 Y
¢(21, 22,23, 24,25) =0 unless ( ) c (7 1) ’

H' K’ ' L' P  Q 2
(6.2)
and, for j, k € (NU{0})® and all x,y € R5 such that xj, +iy, #0 for h=1,...,5,
i1t isthit ks . 5 )
o i cons i) <o 1] (e )
1 5 h=1
(6.3)

Remark. By (6.2) and the hypothesis of ‘smoothness’, the function ¢ lies in the
Schwartz space S(C?).

As for the coefficients 6,, ¢5 and Y, in (6.1), we suppose that, for p € O — {0}
and h, ¢ € O, these coefficients satisfy

Op, 1, Ty € C, 10, < 1 and |pn| < 1; (6.4)
p H
0,=0 unless 5 < Ip|*> < P; o =0 unless 5 < |h|? < H;

L
and YTy=0 unless 5 < 1> < L. (6.5)

Given the above hypotheses, and given that (1.3.6) and (5.9) imply the bounds

|S(u, v;w)| < [(O/wD)*| < [D/wd| = |w]* (4,0 €O and w e O~ {0}),
(6.6)
it is trivially the case that

‘R| < ZZZZZ‘ p(bh’r/@ h k £7pﬂ )|
h k 14

p q
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Therefore, and by (6.2)—(6.4) and the Cauchy-Schwarz inequality, we have:

1/2
R<<PQHK<L > mz) : (6.7)

L<lep<r

Our goal in this section (realised in Lemma 6.3) is the proof of a particular im-
provement of this last, essentially trivial, preliminary upper bound for |R|. The
implicit constants in both (6.7) and the result (6.61) of Lemma 6.3 do of course
depend on the implicit constants in the bounds of (6.3) and (6.4).

Remark. In some of the proofs which follow (both in this section, and subse-
quently) we make use of the bounds

SmIm* <« 1 and D 1< nf*  (0#£neD),
m#0 d|

where, as usual, € denotes an arbitrary positive constant, and m and d are Gaussian
integer valued variables of summation. Since these elementary bounds should be
well known, we make no comment when using them.

Lemma 6.1. Let HK,L,P,Q > 1, ¢ € S((C5) and 06 > 0 be such that the
conditions (6.2) and (6.3) are satisfied. Suppose that

max{HK , L} <« Q < (HKL)*®, H<K and HL<PQ. (68)

Forpe O —{0} and h,l € O, let 0,,¢pn, Yo € C satisfy (6.4) and (6.5). Let R be
given by (6.1). Let € > 0; and let

E=(PQ)F(1+467").

Then either
o\ /2
R <. (ESK—1PQ+ (PQ)E(HKL)UQ) (Hszy ) . (6.9)
0

or else:
52K > 16(PQ)7, Q> 4AF*H (6.10)

and, for some non-zero Gaussian integers w,r, s, c,t, k,q satisfying

0<w?<H, clw, tle, w=rs, s|qg and %<|q\2<Q, (6.11)
one has

R < (PQY Kt [E(w, et 5k, q), (6.12)
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with

€(w7 C7 t) T? S; k? Q)

- 3 mEnaXm X prme(n(l ) oo

0<|al?’<A heo €D 0#peED
(a,w)~e wlh t|e (pyw)r~r
(g/s)b ht /p\* a
hok, ¢ S R EENAN
Xw( 7 ) 7p7q) €< e( (a/t) wt (T) ) b t )

0#£beO
[b]><V (sa/t)

where (with S(u,v;w) being given by (1.3.6)) the factor (p/r)* has the meaning
explained under the heading ‘Number-Theoretic Notation’ in Subsection 1.5, while

E2| 22 2
g;| <‘:—I|{ for zeC*. (6.14)

P 1+e P
A:( 5622;( <T§2 and Viz) =

Proof. By the trivial bound (6.7),

1/2
R < (HK3L)1/2K_1PQ<HK 3 |n|2> ,

L<jergL

where, by (6.8), one has HK3L <« HK3(HK)? < K®. Consequently, subject
to the hypotheses of the lemma, the bound (6.9) is obtained whenever K < EZ2.
Moreover, one has K < E? if at least one of the inequalities in (6.10) is false:
for if Q < 4E?H then, by (6.8), one has HK < E?H, and so K < E?; while
if 2K < 16(PQ)* then K < (PQ)*672 < (PQ)*6~2 < E?. We may therefore
suppose henceforth that the inequalities in (6.10) are satisfied: for otherwise we
have K < E?, and so (as observed above) obtain the bound (6.9).

To complete this proof it will suffice to deduce (assuming the conditions in
(6.10)) that either the bound (6.12) holds, for some w,r s, ¢, t,k,q € O — {0}
satisfying (6.11), or else one has (6.9). This will be achieved in two steps, by
applying the results (5.30) and (5.29) of Lemma 5.6.

For our first application of Lemma 5.6, we suppose that h, ¢, p,q € O — {0} are
given and take f: C — C to be the function z — ¢(h, z,£,p, q). Since ¢ € S(C),
we have f € S(C). In order that Lemma 5.6 may be applied it will suffice that
the function f satisfies, for some A, Q; > 0, and some C' > 1, the case n = 1 of
conditions (5.24), (5.25) in Lemma 5.4. Taking Q; = K and C = 2, the case n =1
of (5.25) follows immediately from (6.2). Moreover, by (6.2) and (6.3), one has
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8] +k
OxI Oy

o+ i) = s ((Blo -+ igl)~0H) <y (3o -+ igl) 0+,

for all j,k € NU{0}, and all z,y € R such that « + iy # 0. Since f € S(C), we
therefore have (with £, defined as in (5.12), z € C, z = Re(z) and y = Im(z)):

) /92 92\ J . 5%
Lif(z) = (1) (axg + ayQ) f(z) = iz (i) Wf(m“@

r=0

J .
< 3 (1) o+ inh .
r=0

which implies that f satisfies the case n = 1 of (5.24) if one takes there A = §2.
Therefore, by the case d = 1, B = (PQ)**¢/|pq|? of the result (5.30) of Lemma 5.6,
we have, for j > 2,

ak
;go(h,k,f,p, DSk ) = S eplahi0) Y (b ko, q>e<Re(pq)>

a mod pgO k
A

a 2
—_ <7
Hpq“ = Ipql?

0~2|pg|>**
0 ((PQ)“*E” ) ’

with A as in (6.14). By (6.2), the last O-term is zero unless |pq|? € (PQ/4, PQ),
and so may be replaced by O;(672(PQ)?77¢). In the above, both |la/(pq)| and
the factor e(Re(ak / (pq))) are periodic, mod pg®, as functions of the variable a;
by (5.31), so too is the factor c,q(a, h; ). Hence, and since |la/(pg)|| = |(a —
pgm)/(pq)| = |a — pgm|/|pg| for some m € O, it may be assumed that ||a/(pq)| =
|a|/|pq| in the above sum. Moreover, by (6.2) and (6.14), we have p(h, k, £,p,q) # 0
only if |pg| > 2AY/2, and so only if no two distinct elements of the set {a €O
la]? < A} are congruent to one another, mod pg9. Therefore the conditions of
summation on the right-hand side of the above equation may be simplified to just:
a € O and |a|?> < A. Hence, by taking j = [2/¢] + 1, we obtain

ak
;‘p(hvka‘gvpa q)S(hk,é,pq) - Z CPQ(G”h?g) Z@(hvkaeapa Q)e(Re<pq>)

lal?<A P

+ 0. (677), (6.15)

where, by the result (5.32) of Lemma 5.7, one has ¢,q(a, h; £) = 0 unless (a, pg) ~
(h,pq). Consequently, given (6.2) and the second inequality in (6.10), one has
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cp(](a’a h7€)(p(ha k7£7p7 q) 7& 0 ODIy if

2 _ 2R < H Q AP 1 2
(@,pa)l? = (hpa)? < W < H < 155 < 5 < = <Ipal®

and so only if a Z 0 mod pgO. It is therefore effectively an implicit condition of
the summation over a in (6.15) that a # 0.

By (6.15) and the observations subsequent to it, and by (6.2), (6.3) (for j =
k =0), (6.4), (6.5) and the Cauchy-Schwarz inequality, we deduce that

R=R 4+ 0. (5—2(13@)—1 SN lentebnl > 1)
h 0 p

%<\q\2<Q

=R+ 0. (52131 > > > ITeI)

g<|h\2<H §<|p|2<P %<|€\2<L

1/2
=R +0. (62HL1/2 (Z |n|2) > :

L

where

R = Zﬂp|p|*2 Z a2 ZTKZQ% Z Cpqgla, h; )
h

p#0 a#0 ¢ 0<lal’<A
(a,pq)~(h,pq)

X szw(h,k,é,p,q)e(f{e<;l;>). (6.16)

Moreover, by (6.10) we have 6 2HLY? < HKLY? = (HKL)'?(HK)Y? <
(PQ):(HKL)'/?(HK)'Y? in the above; so it follows that either

IRI <2[R|, (6.17)

or else the bound (6.9) holds. In the latter case we have nothing more to prove:
we may therefore assume henceforth that the inequality (6.17) is satisfied.

In the sum on the right-hand side of the equation (6.16) one has (a,pq) ~
(h,pq) ~ ¢ (say), with ¢ € O — {0} dependent upon p, ¢ and h. After grouping
together summands in (6.16) corresponding to the same ‘c’, we may apply the
result (5.33)—(5.34) of Lemma 5.7, so as to obtain:

R = %ZZMD (&) PR/ (e,1), (6.18)

c#£0 tle
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with

=" 0lpal 2> T Y o Y. e@‘*(ﬁ%%%))

p#0 q7#0 ¢ h 0<|al?<A
cl(pa) tle  (hpa)~e cla

“ ; o(h,k, £, p, q)e <Re (ZS))
"X 3 Yaxm

k o<|g‘li<‘4 C]fh t|££
L, ak  ht (a/t)*
x> Oplpal > e(h, k, £, p, q)e +E¥( 7)) (6.19)
220 420 g g
(pq,h)~c

where, by the definition of (a/t)* mod (pg/c)O, it is an implicit condition of sum-
mation that (pg/c,a/t) ~ 1.

The final step in this proof is essentially Poisson summation with respect to
the variable ¢ (by which the innermost sum in (6.19) is indexed). As things
stand, in (6.19), the explicit condition (pg,h) ~ ¢ is an obstacle to the efficient
implementation of Poisson summation with respect to g. Our (quite standard)
solution for this difficulty is to note that, by (5.6), the restriction of summation
to pairs p, ¢ satisfying (pq, h) ~ c is identical in effect to the multiplication of all
terms by the supplementary ‘weight’ factor:

NG,

S MD(d):{l if (pg, h) ~ ¢

7 0 otherwise.
(cd)|(pg;h)

This enables us to deduce from (6.19) that, for 0 # ¢ € O and ¢ | ¢, one has

DY Z%Zh

k 0<\Zl\ <A c?h t\f
E  hit(
ZZ 2g0hk,£,p,q)e<Re(a+ )) Z /’LD
i Indl pg et pq/c Z
(cd)|(pg,h)
1
=1 > po(dR(c,t,d), (6.20)
d+£0

(d,c/t)~1
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where

R (¢, t,d) = Z Z Z@Zn

kE o<lal?<A h
Sl SA edin e

L ak h 0 (ajt)*

p#0 g7#0
(cd)|pq

(in which it is implicit that (d,a/t) ~ 1, so that one has both (d,a/c) ~ 1 and
(d,c/t) ~1).

Subject to the explicit conditions of summation in (6.21), the congruence
(a/t)(a/t)* = 1 mod (pg/c)O implies (a/t)(a/t)* = 1 mod (pg/(cd))O, so that

one has .
o(re( % gare)) = (e  rare)) (622)

when the left-hand side of this equation is defined (i.e. when (a/t,pg/c) ~ 1).
Moreover, given that one assumes ¢ | ¢, (¢/t,d) ~ 1 and (a,cd) ~ ¢, the equa-
tion (6.22) is effectively an identity: for, if the right-hand side of (6.22) is defined,
then (a/t,pq/(cd)) ~ 1 and, by assumption, (a/t,d) ~ ((a/c)(¢/t),d) ~ 1, so that
one has (a/t,pq/c) ~ 1, which is sufficient to ensure that both sides of (6.22) are
defined and equal. Therefore it follows by (6.18), (6.20)—(6.22) and the definition
(5.4) and property (5.5) of the Mobius function pgo that

64ZZND< )‘t|2 Z po (d)R" (¢, t,d)

c£0 tlc d#0
(d,e/t)~1

_ 6714 S5 ue <Ctd> 2R (¢, t, d)

d#0 c£0 t|c

IS e (W) PR ), (6.23)

w#0 clw tle

where
R*(w,c,t) = R" (e, t,w/c)

=2 > 2

k al?
Oé‘wl):zl wlh t\[
_ ak ht
p750| 420 pq pq
wipq

Now, in the last sum over p, we group together terms according to the highest
common factor (p,w). When (p,w) ~ r (say), one has w | (pq) if and only if
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(w/r) | . Therefore, by this grouping of terms, we find that

R*(w, ¢, t) Z’R*wctrs) (6.24)
7"9653
where
0
Retrn-Y Y Yayny b 629
K oo<laP<a n £ pgo P
(a,w)~c wlh te (pyw)~r

ol ko lpa) (o (k| (hfw)(E/t)(a/1)"
“LTTE (re(G + ormar )

slq

By (6.2) and (6.25) one has R*(w,c,t,r,s) = 0 unless K/2 < |k|*> < K.
Moreover, since w | h is a condition of summation on the right-hand side of (6.25),
it is implied by the constraints in (6.5) on the coefficients ¢, (h € O — {0}) that
one has R*(w, ¢, t,r,s) = 0 whenever |w|?> > H. Therefore, and since

INPHNTCIPINPS e <, % (S1)o(n)

0<|w|?<H clw tle ra, O<|k]P<K 0<|w|?<H " dlw

K
<e ZW

0<|w\2<H
Z | |2+s < H°K,
w#0

it follows from (6.23)—(6.25), (6.2) and (6.5) that, for some w,r, s, ¢, ¢,k € O —{0}
satisfying

K
?<\k|2<K, O<|wP<H, c|lw, t|lc and 7rs=uw, (6.26)

one has:
R <. H°K|t]* |D(w,c,t,r, 5 k)|, (6.27)
with
D(w,c,t,r,s;k) = Z ZQShZTe Z oplp/r‘72u(hv£apaa/t)7 (628)
0<lal?’gA h [ p#0
(a,w)~c wlh te  (pw)~r

where U(h, 4, p;a/t) =U(h, L, p;a/t;w, t, T, s, k) is given by

2 ak | (h/w)(f/t)(a/t)*
U(h,t,p;alt) = lg/s|"“o(h,k,€,p,q) e[ Re| — + .
g ; RO ( (pq (v/)(a/5) ))

slq

(6.29)
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In the last summation it is implicit that one sums only over ¢ € O such that
((p/r)(q/s),a/t) ~ 1 (the sum is therefore void unless (p/r,a/t) ~ 1). When this
condition is satisfied one can find (by the Euclidean algorithm for Z[i]) Gaussian
integers ((p/r)(g/s))* and (a/t)* such that

(p/r)(a/s)((p/r)(a/s))" + (a/t)(a/t)" = 1. (6.30)
One then has, by (6.30),
0 R S (T 1) o)

(p/r)(a/s)  (p/r)(q/s)(a/t) (a/t)

where the use of ‘x’ accords with the convention set down in Subsection 1.5, under
the heading ‘Number-Theoretic Notation’: it (for example) being
implied by (6.30) that (a/t)(a/t)* =1 mod (p/r)(q/s)O. Moreover, since one has
((p/r)(q/s),a/t) ~ 1 if and only if (p/r,a/t) ~ 1 and (gq/s,a/t) ~ 1, and since
the relations (p/7)(p/r)* = 1mod (a/t)O and (¢/s)(¢/s)* = 1mod (a/t)O
imply (p/r)(q/s)(p/r)"(a/s)* = 1mod (a/t)O, one will have ((p/r)(q/s))" =
(p/r)*(q/s)* mod (a/t)O whenever either one of the residue classes ((p/r)(q/s))*
mod (a/t)9, (p/r)*(q/s)* mod (a/t)O is defined. Hence, and by (6.26), (6.29) and
(6.31), we find that, for h, ¢, p, a satisfying the conditions of summation in (6.28),

one has: W tmaft) |Z; zq:f(Q) e<Re<m((;I//Z;9))*)> 7 (6.32)

sla

where
m=m(h,¢,p;a/t) € O, m = —(h/w)(¢/t)(p/r)" mod (a/t)D, (6.33)

while, for z € C,

0 ifz=0
_ (2) = ’ 6.34
f(z) = fnepw(z) {Qz|2w(h,k,£,p, z)e(Re(vz71)) otherwise, (6.34)
a
v=v(h{p;a/t) = — + —, 6.35
(hytopsaft) ==+ (6.35)

so that if ¢, Y0, # 0 then, by (6.5), (6.8), the first part of (6.14) and (6.26),

AK HL _ (PQ)'*¢ _
2 2
lv]? < -t <—p + Q< (PQ)F (672+1)Q. (6.36)
Since ¢ € S(C), and since (by (6.2)) @(h,k, £, p,z) = 0 for |2|* < Q/2, the
definition (6.34) ensures that we have f € S(C). Taking now

A=PQ“(1+6177 o=Q and C=2 (6.37)
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we seek to verify that A, Qy, C and f satisfy the case n = 1 of the conditions (5.24),
(5.25) of Lemma 5.4. This will enable us to obtain, by means of Lemma 5.6, an
alternative expression for the sum over ¢ in (6.32).

The verification that (5.25) is satisfied requires no work, since the condition
(6.2) immediately implies the case n = 1 of (5.25) (when f is as in (6.34), and
04, C as in (6.37)).

Our verification of (5.24) (for n = 1) begins with the observation that, by
(6.34),

/ : / -
fz)=w(hk, 0 p,z) (Ql : exp <mu)> (Ql ’ exp <W)> for z € C*.
z z z z

Hence, and by (5.18)—(5.19), (5.21) and Leibniz’s rule for the higher order deriva-
tives of a product, a short calculation suffices to show that, for j € NU {0} and
z € C*, one has:

j 8)\ Q1/2 -
cir =023 (3) () (% o (7))
g o2 o QY? T
(azj iy =y o(h,k, ¢, p, )) (W —— exp (Z>> (6.38)

where, by (5.19) and (6.2)—(6.3),

oi—m  9i—=A

% W cp(h,k,ﬁ,p,z) <<] ((5|Z|)>\+'u_2j

for z € C* and p,Ae{0,1,...,5}. (6.39)

In considering the other derivatives in (6.38), we may note that if v # 0, then

/ i /
o Q12exp<ﬂiy):Q128# (i> (n e NU{0}, z € C*),

OzH x1% 82“9 x1%

where

g(r)=7"texp (r7) (r € C*).
By induction it may be established that, for each € NU {0}, one has
1+2p
g(“)(r) = ( Z a(u,n)r‘“) exp (7'_1) (reC"),
k=14p

where the coefficients a(u, k) are certain integer valued constants. Hence, for



304 Nigel Watt

1 € NU{0} and z € C*, one obtains:

o QY2 miv N z
s QZ exp <Z> = QY2 (riv) (u+1)g(u)<7)

OzH Tiv

v|1+p v |1+2p
<@ o, (|F 7 ™)

<m'1/)
exp | —
z
exp | — ||.

z

One obtains the same bound (more easily) when v = 0. Similarly, one has

<7Til/>
exXp | —
z

VI\H
< @7 (14 [2)

A 1/2 = A
R (W> <3 QU2 (14 |2)
oz" = Z z

for Ae NU{0} and z e C*.

Since

exp (T}) exp (ﬂiy)‘ = ‘exp (2m’Re (g))‘ =1,

it follows by the last two upper bounds, and by (6.38) and (6.39), that

J
LUf() <5 30 D@l Qe ~ Ot (14 EDM

A=0 p=0

om0

A=0

J

< Q2017 (1+ (1+]2]) 5)2j = QI (57 1+ ||)

Since we have already verified that the function f satisfies the case n = 1

25

of

(5.25), with ©; and C as in (6.37), it may therefore be assumed in the above that
Q/2 < |2]? < 2Q (for it is otherwise trivially the case that £ f(z) = 0). Hence,

and by (6.36), we obtain (for j € NU {0} and z € C*):
J =27 -1 2 AV _ 2\ —J
L11() <5 72 (071 + 1) (PQ)Y) = (A7) 7,

with A as in (6.37).

Since the above completes the verification of (5.24), and since (5.25) has also
been verified, we may now apply Lemma 5.6, with f € S((C) given by (6.34),

and A,Q;,C as in (6.37). By the case d = s, B = (PQ)° of the result (5.29)

of



Weighted spectral large sieve inequalities for Hecke congruence subgroups of SL(2,Z[i]) 305

Lemma 5.6, it follows that, for m € O, a; = a/t € O — {0} and j > 1, we have

SIRINED)

slq
- L% S(m,b;al)zf@e@e(cics]))

|a1| bmogl a9 q
121 <ve

+0;(laaf* (14672) (PQ) ) .

where (given (6.37)) V(2) = (PQ)®|z|*/(AQ) = (E?/Q)|z|?, with E = (PQ)*(1+
§71) (as stated in the lemma), so that V() is the function defined in (6.14). Hence,
and by (6.32)—(6.35), we have, in (6.28),

U(h, ¢, p;alt) = 0;((PQ)7°V (sa/t)) (6.40)
> S ((h/w)(€/t)(p/T)",b;a/t)
b mod (;z/t)D
lemll <ve

S AR e(re(50 e e ) )

= pg apg  (aft)

slg

Lt
la/t[?

for j > 3. Moreover, by the second inequality in (6.10), we have, as recorded in
(6.14), V(z) < |2|?>/4H; given the conditions (6.26) which the Gaussian integers
r, s and w satisfy, it therefore follows that

s

1
L Qi gt
V()<4H 4H 4’

(6.41)
and so (by reasoning similar to that which justified the simple condition ‘|a|* < A’
n (6.15)) we are able to simplify the conditions for summation over b, in (6.40),
to just: b€ O and |b]? < V(s)|a/t|? = V(sa/t).

Amongst the terms of the sum over b in (6.40), the term in the case b = 0 is
special: for by the result (5.35) of Lemma 5.7 one has

S o) 50/ < ()06 1) = (e )
(the *-notation implying, in this context, (p/r)(p/r)* = 1 mod (a/t)DO, so t'hat
(p/r)* and a/t are coprime).
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For b # 0 the best available estimate for the Kloosterman sum S(—m,b;a/t)
is [3, Theorem 10], which shows that one has

|S(_ma bﬂ a/t)| < 2w(a/t)+7/2|(_m7 ba a/t)a/t"

where w(n) denotes the number of prime ideals of O containing n; we do not use
this upper bound, since (as our result in the final lemma of this section shows)
there is an advantage to be gained in doing otherwise: we shall, in effect, exploit
cancellations between different Kloosterman sums.

In conjunction with (6.42) we shall use the bound

o(h,k,¢,p,q) ( (ak )) le(h, k. £, p, q)|
E R < E
s U apq o a/sP

pq
9|q s|q
|s[?

= > . 0(Q)<<1 (6.43)

0<lq1|?< [s|2

which is implied by the hypotheses (6.2), (6.3).
By (6.41), (6.26), (6.10) and the definitions of A and V' (z), in (6.14), it follows
that if j = [2/e] + 1 (where by hypothesis, £ > 0) then

< (164)7?%|a|?/4
<271%a|72 < |a/t| 2 for 0 £a€0O.

(PQ)™*V (sa/t) < (PQ)~*|a/t]*V (s)

By this, together with (6.40), (6.42), (6.43), the observation following (6.41), and
the equation (6.28), we obtain:

D(w) C? t? T) 8; k) = Do(w7 C7 t’ r? 87 k) + Dl (w’ C’ t? r? S; k)?
where

DO(w7cata T, 83 k)

- T Tax X oo HERII0) ay

0<la]?’<A h £ p#0
(aﬁw):c w|h tie  (p,w)~r

and

Dl(w>cat7ras;k) = Z |q/8\_25(w,c,t,r7s;k,q),

q#0
slq

with E(w, ¢, t,r, s;k,q) as given by (6.13).
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By the result just obtained, we either have

D(w, e, t,r, s;k) < |Do(w, e, t,r, s; k)|,

or else have

0 < |D(w, e, t,rs; k)| < |Di(w, e, t,r, s; k).

In the latter case it follows by (6.13), (6.2) and the rightmost bound in (6.43)
that, for some ¢ € sO — {0} satisfying Q/2 < |q|? < @, one will have the upper
bound D(w, ¢, t, 1, s;k) < |E(w, ¢, t,r, s;k, q)|, which, by (6.17), (6.26)—(6.27) and
(6.8), implies the result (6.11)—(6.13) of the lemma.

In the former case, where D(w,c,t,r, s;k) < |Do(w,c,t,7,s;k)|, one obtains
the bound (6.9): for, by (6.44), (6.26), (6.4), (6.5), (6.8), (6.14) and the Cauchy-
Schwarz inequality,

2

ht a
Do(w, ¢, t,r, s;k) Ko Z la/t|~2 Z Z 7] ’(wt’t)

o<l s T<hP<H F<loP<L
cle wlh t)e
—2 a\ |?
< 2 oo Yo la/d Khe’E)’
%<\h|2<H §<\e\2<L 0<|al?’<A
wlh t|e cla
—2
< XX X Yl

Lonecn Lapr<e d|ht o<\a1\2<ﬁ

wlh tlé d|a1

= 2 X M X el

Tampn g<pr<e U ocjane< g
wlh t|e

- ¥ > Tdojne 2 loga+ 1))

g<\h|2<H %<\e\2<L
wlh t|e

1/2
H L
< (PO LE <|t2 2 W) |
14

and so, when D(w,c,t,r,s;k) < |Do(w,c,t,r,s;k)|, it follows by (6.17), (6.26)—
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(6.27) and (6.8), that
1/2
R HE(PQ Il KL (3 [Tl
4
1/2
< H5(PQ)*/*(HKL)Y/? <HK > n|2)
14

1/2
< (PQr KD (1K )
4

This completes the proof of the lemma. |

Lemma 6.2. Let A;,Hy,L1,P; > 0; and let 0 # c¢; € ©. For h,{ € O, a €
D — {0} and b,p € O — {0}, let Oy, By, &, ¥(a;b) and ©(a;p) be complex

numbers such that

H
®;, =0 unless 71 < |h\2 < Hy,
B,=0 unless 71 < 0)? < Ly, (6.45)
P 9
O(a;p) =0 unless 5 < Ip|* < P,
Py < 1, £u < lal ™2, P(a;b) <1 and O(a;p) K 1. (6.46)

Let Aje > 0; let 0 < p < 1/4; and let f € S((CS). Suppose moreover that

EIRNCTRNETR PSRN
f(z1,22,23) =0 unless el=z,1), (6.47)

H W L1 P 2

and that

3 —jm
cf e o o) < [T (alzn]) (ze (C), je (NU{0})?), (6.48)
k=1

where L., is the linear operator on S((C3) defined in the equation (5.12), in
Lemma 5.2. Put

= > &) Y B> Owp)f(htp) Y. w(a;b)S (htp*,ba),
0<|al®’<Ay h ¢ P 0<b|2<plal?
cila

(6.49)
where S(u,v;w) is given by (1.3.6), and where the superscript notation «’ has
the meaning explained in Subsection 1.5, under ‘Number-Theoretic Notation’ (it
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therefore being an implicit condition of the summation on the right-hand side of
the equation (6.49) that (p,a) ~1). Then

1/2
HiLy |1 |
£ <. AT (H L1 P AY))* (1 + 12;”)

1/2
x (1+ pPy)'/? (cl|4 pASPLH, Y |Bg|2> , (6.50)
V4

where the implicit constant is determined by those in (6.46) and (6.48), and by
the positive constant .

Proof. We may suppose that Ay, Hy,L,,P; > 1: for it is otherwise trivially
implied by (6.47) and (6.49) that £* = 0. Since f € S(C?), it follows by (6.49)
and Fourier’s inversion formula (the case n = 3 of Lemma 5.1, Equation (5.11))

that we have
/ / / f d+w1 d+w2 d+w3, (651)

where f(w) is the Fourier transform of f defined in (5.2)-(5.3), while, for w € C3,

Ew)= > &> Pune(Re(hwr)) ) Bre(Re(lw,)) (6.52)
0<|a?<A; h ¢
cila
X Z@ (a;p)e Re(pwg)) Z ¥(a;b)S (hlp*,b;a).

0<|b]2<plal?
Let Q1 = (Hy, Ly, P1) € (0,00)® and C = 2. Then it follows by (6.47) and (6.48)
that A, Q, C and f satisfy the case n = 3 of the conditions (5.24) and (5.25) of

Lemma 5.4. That lemma therefore applies, giving:

3

H for we C?
= +AQ]€‘U)]€| )

(this being the case j = 2 of the result (5.26)). By this bound for f(w), one has:

T\3
///‘f ‘d+w1d+w2d+w3<<H/ 1+Aﬂk |wk| ) d+wk: (Z) .

Therefore, given (6.51), it must be the case that

& < AT E(W)] for some w € C3. (6.53)
Let w € C3. Then, by (6.52),

Ew)=" Y &> tmY Oap) Y. ¥(a;b)S(mp*bia), (6.54)

0<la]’<A; ™ P 0<[b]2<plal?
cila
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where, for m,a,p € O — {0},

= Z ®,B, e(Re(hw1 + Ewg)) and d(a;p) = O(a;p) e(Re(pwg)).

h,l
hé=m

(6.55)
In the above it is implicit in the #-notation that (p,a) ~ 1 and p*p = pp* =
1 mod a9, so that by (1.3.6) one has S(mp*,b;a) = S(mp*,bp*p;a). Moreover,
when a € O and (p,a) ~ 1, one has p*d* = (pd)* mod aO for all d € O such
that (d,a) ~ 1; and if one restricts d here to lie in some complete set of reduced
residues modaf then the mapping d mod a — pd mod aO is a permutation
of the multiplicative group (9/a9)*. It is therefore an immediate consequence
of the definition (1.3.6) of the ‘simple Kloosterman sum’ that S(mp*, bp*p;a) =
S(m,bp*;a), so that in (6.54) one has S(mp*,b;a) = S(m,bp*;a). Hence, by
applying the definition (1.3.6), for u = m, v = bp* mod aO and w = a, we are
able to rewrite (6.54) as

ZOEED SIS 3 L)

0 <A; dmodaO
<lal <Ay dimos ¢}

cila
where
= ZTm e(Re(mz)) (z€C) (6.56)
and
D=6 d@p S wlabe ( (bp d>> (aeD—{0}, de D).
P 0<[b2<plal?
(6.57)

By the Cauchy-Schwarz inequality, we deduce from the result just obtained
that

where

- Y ¥

Ew)]” < 2, (6.58)
0<lal?<A; d(r;m)a a

- () (9>

cila cila

2

= 2D

<A; dmod aO
0<|al? 1 (da)~1

2

and

y= > > U

0<lal?<A; dmod aO
cila (d,a)~1

By (6.55) and the hypothesis (6.45), we have 7, = 0 unless 0 < |m|? < H{L;.
Hence, given (6.56), the application of Lemma 5.9 (a special analytic large sieve
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for Z[i]), yields the bound

|c1]

A2
X< <H1L1 + g) >l (6.59)

The structure of the sum in (6.57) prevents us from obtaining a bound analo-
gous to (6.59) for ). We fall back on the observation that one has (trivially) the

upper bound
v Y U@l

0<|al?<A; d mod aO

cila

which, by (6.57) and the orthogonality relations (5.8), implies:

2
bp*d
ve X el X [Siwn ¥ wtwne(re(ZY))
0<|al?’<A; dmod a9 | p 0<|b|2<plal?
cila
= > Pl Y d(ap)9(aspe) D D w(ashy) ¢(ashs)
0<|a|?<A; P1 P2 0<|b1]%,|b2]%<plal?
cila b1p]=b2ps mod aO
= > a0
0<l]al?<A; P2

P1
cila (p1p2,a)~1

X Z Z ¥(a;b2) 9(a;p1) ¥ (a;b1) I(a; pa). (6.60)

0<|b1]?,[b2*<plal?
bip2=bzp1 mod aO

By (6.55), (6.45), (6.46) and the Cauchy-Schwarz inequality, we have

N

> <Z|‘I’m/e| |Be>2

0<\m|2<H1L1 Z|m

< ¥ (Dou)ﬁ)(DBeF)

0<|m|2<H1Ly1 \ £m lm

) , . 9 H, Ly
<. (H\L) Zle Z 1= (H1Ly) zg:|Be| O( ]2 >

14 0<|m|*<H1 Ly
Lm

D[l
m

= (H1L1)" Y |Be|* O (Hy),
14
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and, given that 0 < p < 1/4,

DX > > Wlasbe) d(aip) d(asbi) O(a;pe)

PLoD2 o 0<|by|?,[b2]?<plal?
(p1pz,a)~1 b1p2=bap; mod a

— >y (Z 0(1)> (Z 0(1)>

0<|n1|?,|n2)?<plal? P “p1lna p2|n2
no=ny mod a®

= X > O((Pilal?))

0<|n12<plal?P1 keO
lak+n1|*<plal Py

< (P1|a|2)8< > 1)( > 1)

0<|n1|2<plal? Py [k|2<4p Py

= (P1]al*) O (plal*P1) (1 + O(pPy)) .
It therefore follows by (6.59), (6.60) and (6.46) that

X <. (HiLy)" <H1L1 + ) H, Z |Bg|

and

Y=Y 0™ o (Pl plalP (1 + pP))
0<|a|?<A;
cila

<<5 ( ) |C1|7 A1PP1 (1+pP1)
By these bounds for X, Y € [0,00), and by (6.53) and (6.58), it follows that
&* <<A_3X1/2y1/2

A2 1/2
<o AT (H Ly P A <H1L1 + ||>
C1

1/2
H{" <Z |B€|2> lex|TH A2 2P (1 pPy)
l

and so (given that HyLi Py A; > 1) the result (6.50) is obtained. [ |
Lemma 6.3. Let the hypotheses of Lemma 6.1 be satisfied. Then

R <. B ((HKL)'? 4 (P/K)Q + (P/K)**(QHK)"?)

1/2
X (HKZ |n|2> . (6.61)
4
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Proof. By Lemma 6.1, it may be supposed that the inequalities in (6.10) hold, and
that, for certain non-zero Gaussian integers w, ¢, t, 7, s, k, g satisfying the conditions
in (6.11), one has the upper bound (6.12), with £(w,¢,t,r, s;k,q) as defined in
(6.13)—(6.14): for otherwise one obtains the result in (6.61) as a consequence of
the stronger bound (6.9) that Lemma 6.1 implies. Let & = E(w,c,t, 7, 85k, q).
Then, by (6.11), (6.13) and (6.14),

1 - k
& = Z W;¢wh1;Ttﬁl Z Orp, D1 2€<Re( a1 >>

wip1q1
0<|ai|?*< Ay p170
(al,wl)wcl (p1,8)~1

(6.62)

) (re()) st
x e[ Re hy, 01, e Re| — S(h1t1p3,b;a1),
< (alplm f(h1,€1,p1) Z a (h1t1p] 1)

0<[b]><plas |2

where
w1, C1,41 € O - {0}7 wy = U)/t, C1 = C/t7 and q1 = Q/S7 (663)
Ay =t|72A4  and  p=E?Qi%, (6.64)

with

A=(PQ)'" 6K '<PQ, E=Q1+6")(PQ)F and Qi =]s%Q,
(6.65)

while
f(z) = p(wz, k,tze,r23,q) for z € C3. (6.66)

Given that we have (6.12), the completion of this proof requires only a sufficiently
strong upper bound for |&;| = |E(w, ¢, t, 7, s; k, q)|. We show next that such a bound
may be deduced from Lemma 6.2.

Let wy,c1,q1 € O — {0}, A1,p, A, E,Q1 > 0 and f : C3 — C be as stated in
(6.63)—(6.66). Then, by (6.66) and (6.2), the condition (6.47) in Lemma 6.2 is
satisfied by f when one has there:

H, = |w|%H, Li=|t|2L and P, =|r|%P. (6.67)
Since ¢ € S((C5), and since one has, for m =1,2, 3,
0 0 0 0 0 0

= d =
0zm 0Zm Oy, an

- ==
O0zm 0Zm, 8ym

(with z,, = Re(2m), Ym = Im(2,,) and 0/0zp,, 0/0%Z,, the linear operators defined
in (5.19)), it follows by (6.66) and the pair of equations from which (5.20) is
deduced that f lies in the Schwartz space S(C3). Moreover, by (6.66), (5.20),
(5.12) and (6.3) (and since L,,, as defined in (5.12), is a linear operator on S(C")),
one has

([,]11 £%2£%3f) (Z) = |w|2j1 ‘t|2j2 |’I“‘2j3 <£J11 £g2£13¢) (U)Zl, ke, tog, T2, q)
= w2 |12 |22 O ((8]waa]) ™" (8] t2a]) 7 (3]rza) )
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for j € (NU{O})S, z € (C*)S; and so f satisfies the condition (6.48) of Lemma 6.2
when one has there

A=62 (6.68)

Given the conclusions reached in the last paragraph, it is only the factor
e(Re(hlﬁl/alplql)), occurring in the sum on the right-hand side of the equa-
tion (6.62), that prevents us from bounding & by the direct application of
Lemma 6.2. This factor is, however, an essentially trivial obstacle to the applica-
tion of Lemma 6.2. For, by (6.2), (6.8), (6.11) and (6.63)—(6.67), the summation
on the right-hand side of the equation (6.62) is effectively constrained to points
(a1, h1,€1,p1,b) € (O — {0})5 such that

I £1|2 2
A1 P1Qy

hi1ty
a1p1q1

Hq{L; 4HL A4HL
< ) - 2 g
lar]” (P1/2) (Q1/2)  [tar|" PQ ~ PQ

<1, (6.69)

and so the factor e(Re(hlﬁl/alplql)) may be very well approximated by a partial
sum of just O(1) terms from the product of Taylor series:

() = () o ()
el Re[ —— =exp| mi exp| e
aipi1q1 aipi1qi1 aipi1qi
S5 ) ()
(m)(n!) \aip1ax aprqr )

By employing this last expansion of the offending factor in (6.62), and then making
the trivial substitutions a; = a, hy = h, {1 = £ and p; = p, one obtains an
absolutely convergent sum over a € O — {0}, h,£ € O, p € O —{0}, m,n € NU{0}

and b € © — {0} (in that order). Any change in the order of summation can be
justified, so that one has, in particular,

0 X (qi)mtn _ 4H, L, (m+n)/2 .
& = ZZW(M) I(Ple) & (m,m),

with

Eftmom) = Y &Y B By O (a5p) f (1, p)
p

0<|a|?>< A, h ¢

cila

X Y Y (a;b)S(hp*,ba),
0<[b|2<plal?

where, for h,0 € O, p,b € O — {0}, a € 1O — {0},

bt = o 22)),
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(m+n+2)/2
e (Re( ) ) i 5) 1,

pmHl(p)ntt w1q1p

Om,nlasp) = (6.70)
0 otherwise,
mmn Em(?)n'rw m,n __ hm(ﬁ)nd)wh
BZ - Lgm+n)/2 ’ (I)h - H1(m+n)/2
and
Qe (nmy
§" =4 lal? (a q1)" (aqr)" a’ a ’ (6.71)
0 otherwise.

In the above definition of £ (m,n) the summation over a, h, ¢, p,b is subject
to the same effective constraint (6.69) as applied to the summation in (6.62)
(the factor f(h1,¥1,p1) being present in both cases). Since the number of points
(a1, h1,01,p1,b) € (D — {O})5 satisfying the first two inequalities in (6.69) is finite,
and since, for all such points, one has

( by )m (M >n <(P1/2) (@1/2) >(m+n)/2 —0 as (m+n) — +o0,

a1p1q1 a1p1q1 H Ly

it therefore must be the case that, for some pair m,n € NU {0}, one has:

&1] < 7[E7 (m,n)], (6.72)
where
oo oo 7T'U'+V 1 HlLl (n+v)/2
=33 g B (me)
2 Hy L\ ’ 2 Hy L \/?
_P1<exp<27r<P1Q1) )) —Plexp<4ﬂ'(P1Ql> >
— 5 e (0) < 4 (6.73)

(with the upper bound O(1) used here following by (6.69), since 0 # t € O implies
1] > 1).

Let m,n € NU {0} be one of the pairs for which one has (6.72)—(6.73). Then,
given that m,n > 0, and that w,¢,t,r, s, k, q are non-zero Gaussian integers sat-
isfying the conditions in (6.11), it follows by (6.4), (6.5), (6.63) and (6.65) that
the conditions (6.45) and (6.46) of Lemma 6.2 are satisfied when Hy, Ly, Py are
as in (6.67) and &, = ", ¢, = ©,"", B, = B/"", O(a;p) = O n(a;p) and
¥(a;b) = Ymn(a;b) (for a € 1O — {0}, h,L €O, pe O — {0}, m,n € NU{0}
and b € O —{0}), with &, ®,"", B,"", ©,, n(a;p) and ¢, ,,(a;b) as defined in
(6.70) and (6.71). Since we already verified that (with Hy, Ly, Py as in (6.67), and
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A as in (6.68)) the conditions (6.47) and (6.48) of Lemma 6.2 are satisfied by f, we
may therefore apply Lemma 6.2 with the coefficients &,, ®p,, By, ©(a; p) and ¢(a;b)
as just indicated, and with c1, A; and p given by (6.63)—(6.65), and f € S(C?)
given by (6.66). Moreover, in respect of this particular application of Lemma 6.2,
the term £* is, by the equation (6.49), evidently equal to the term & (m,n) that
we defined earlier in this proof (i.e. the definitions of £* and & (m,n) coincide).
Consequently, by the upper bound for |£*| in the result (6.50) of Lemma 6.2, one
has

1/2
Hi Ly |01|2
A

Sf(m,n) <<5 A_S (H1L1P1A1)E (1 —+

1/2
x (1+ pPy)'/? <|cl|4 pASPLH, Y |B2”’"I2> ~
4

Since w, t,r are non-zero Gaussian integers, it follows by (6.68), (6.67), (6.64),
(6.65) and (6.8) that we have here

AT (H,L1P,A)° <6 S(HLPA)F < 6 °(PQ)* < (PQ) 6 2F*.
Moreover, by using (in addition) (6.63), (6.11), (6.71) and (6.5), one finds that

HiLi|ei|>  HL|e]>?  6*K?HL|c|]? _ OUHEL|e?
A Aw]r T (PQTFEW2 T P2Q|w]?

E?P|s|?

P =E?Q{'Pl = ————
pPy Ry P Qe

lea |~ pATPLH, =

|t\4E2|s|2 <(PQ)1+5>3 PH (PQ)355*6E2P4Q2H

'@ \ 92K[t2 ) [P~ KRt
ESPAQ?H

R EERCROE

and

EQ m—+n
St S (L) mel Sl < T
L Ly £ l

7<|5\2<L1
Therefore the bound that we have obtained for £ (m, n) implies:

52H1/2KL1/2|C|)
PQ|w|

1/2
P1/2|s| PQQH1/2 5
1 T .
< (1+ G ) T 2.1

Ef(m,n) <. (PQ) 6 2E° (1 +
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Since we have the bound (6.12) (in Lemma 6.1), where £(w, ¢, t, 7, s; k, q) = &1,
it follows that
R <. (PQ) K|t |&].

Therefore, using (6.72), (6.73), (6.67) and the last bound obtained for & (m,n),
we deduce that

R < (PQY K[t P~ r[? 7 (m,n))|

1/2
OPH'2KLY?|c] PY2[s|\ PQH/2J1
52E° (14 ———=1) (1 )
<e < + PQ|w| ) ( + Q1/2|7“|) K1/2|C|2 % ||

Moreover, given (6.65), and the conditions (6.11) satisfied by w, ¢, ¢, r and s, one
has

e 62H1/2KL1/%|) (1 P1/2|s|> Il

PQJuwl Q'2Irl) e

3 572+H1/2KL1/2‘C| . Pl/Q"UJ| i

N PQw| QY2 J |d
E2 H1/2KL1/2 . P1/2‘1U|

<(+ “rar) (1 7o)

E2P1/2\w| H1/2KL1/2 H1/2KL1/2
< E?+ +
S Q1/2 PQ P1/2Q3/2

o ey EPPVEHYECHVEKLVZ (HK) (L>1/2

Q77 T Pg A

where, by (6.8), one has HK/Q = O(1) and L/Q = O(1). Consequently we may
deduce that

PpL/2l/2 H1/2KL1/2> PQH1/2 (Zw |2>1/2
YA .
[

11
R<E (” Q2 T PQ K172

Since PQH/?/K'/? = (PQ/K)(HK)"?, while

pY2HY? HYPKLY2\ PQ PQ (P
(- )&

3/2
o HK 1/2 HIL 1/2
the result (6.61) therefore follows. |

7. Switching to levels of greater modulus

Lemma 7.3 below shows that the mean value S;(Q, X, N) is, in a certain sense,
‘approximately’ a monotonic non-decreasing function of the level related para-
meter (). This result (the inequality (7.31) below) has an important application
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in the next section, where it enables us to work around the lower bound condition
Q > HK in (6.8); that condition would otherwise adversely limit our use of
Lemma 6.3.

We prove Lemma 7.3 by deducing it (via elementary arguments) from the
simpler bound given by Lemma 7.2. For the proof of Lemma 7.2 we need the
results of Lemma 7.1, below.

Lemma 7.1. Let 0 # ¢ € O and 0 # r € ¢O; let T' = Ty(q) < SL(2,9)
and T = To(r) < SL(2,9); let V' and V" be amongst the cuspidal subspaces V
occurring as factors in the decomposition (1.1.8) of °L*(T'\G), and suppose that
pyr = pyr = 0 and vy = vy = v (say). Suppose moreover that fa/(; and fg{(;/
are (as (1.1.6) indicates) generators of the spaces Vi o o and Vi ¢ o (respectively)
and are each normalised as in (1.1.9). Then T >T, [T F] < 00, and fo 0 V” €
L2(D\G) N L2(T'\G;0,0) (where the latter space is that given by the case T’ = F of
(1.1.20)); the functions fg{(') and fgfé' are bounded and continuous on G, and one
has

= [T 1|7 (7.1)

and
(f) - 1 !
# V” Hf iVt =Vv,
— Hf(%le\G < 007f0 0> <f0 0’ >f\G {0 otherwise,
(vw,pw)=(v,0) (7 2)

where the meaning of the bracketed ‘T’ is that the summation is restricted to irre-
ducible cuspidal subspaces W of °L? (T\G) (with the equations (1.1.6) and (1.1.9),
as they apply when T' = T, determining to within a constant factor of unit modulus
the T-automorphic function fo 0 :G—C).

Proof. Let g, r, T, T, V', V" v, fgf(; and fgf(')/ satisfy the hypotheses of the lemma.
Then, since r € ¢9, the congruence ¢ = 0 mod r©O implies ¢ = 0 mod ¢©. There-
fore, it is a trivial corollary of the definition of I'g(¢) given in Subsection 1.1 that
we have here I' < I. Tt follows that the I-automorphic functions o, Ve, fo, Vi :G—C
are also I'- automorphic. Furthermore, since any set of right-coset representatives
V1,725 -+ Vsr(e,0)F € SL(2,9) for the quotient \SL(2,9) is a union of [ : T
sets of coset representatives for I'\SL(2, D), one has

 flo)dg=[C:T] [  f(g)dg, (7.3)
Y G

for any measurable I'-automorphic function f : G — C such that the latter integral
exists; by the pairwise orthogonality of the irreducible cuspidal subspaces V C
YL2(I"\G) c L*(T'\G) occurring as factors in the decomposition (1.1.3), one has,
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in particular:

~ ! 1" if VII = Vl
’ T ’ " (74
<f0 0> f0.0 >F\G [ 1] <f010 fo. >F\G {0 otherwise, 74

which contains the result (7.1).

Since T' < I' < SL(2,9), and since one has (see (7.39) below) [SL(2,9) :T] =
[SL(? 9) : To(r)] < oo, the index [I" : T is certainly finite. We have, moreover,
£ € Voo € V' C LAT\G) c L*(N\G) (by (1.1.2), (1.1.3), (1.1.5) and
(1.1.6)), so it follows from what has so far been established that faf(; € LA(T\G);
by the obbervationb between (1.1.5) and (1 1.6), we have also QKfS{(; = 0 and

(8/81/1)f0 o = 0, and so may deduce that fo » lies in the space L2(I'\G;0,0) defined
by (1.1. 20)

Turning now to the proof of (7.2) we seek to apply the Parseval identity [22,
Theorem A], taking there { = ¢ =0, T = I and f; = f(;f(/)a fo= f{é’: in this case
the hypotheses of [22, Theorem A| require only that f; and f> lie in the space
L*(I'\G;0,0) and are both bounded and smooth (possessing continuous partial
derivatives of all orders, with respect to z,y,r,0, ¢, 1, where (z + iy, r, 0, ¢, 1)) are
the Iwasawa coordinates for G described in Subsection 1.1). This need only be
verified for f; = fé{ (;, since similar conclusions will apply to fo = fgf (;/ (given the

symmetry in our hypotheses concerning fé{ (; and fg{ (;,).

For the smoothness property see, for example, [22, Relation (1.7.10)] and the
accompanying justification (which assumes [22, Definitions (1.2.3) and (1.4.4)-
(1.4.6)]). Were T' = Ty(r) a cocompact subgroup of G, the smoothness would
imply the boundedness; since, however, the fundamental domain ]:1"“\1‘ C G is non-
compact, we need the growth condition (1.1.10) in order to prove the boundedness
of fé{ (l). A short calculation shows that, for each v, € SL(2,9) featuring in the
description of Fp\¢ in Subsection 1.1, there exists a § = d(yx) > 0 such that if
¢ = ¢(yx) is the cusp 00 then one has

g ' Na[r]K C Na[or]K (r>0). (7.5)

Given that the fundamental domain ]:f\G is similar in description to Jp\g, it
therefore follows (since we have [SL(2,9) : T] < oo and r/2e~™ < (2me)~1/2,
for » > 0) that the application of (1.1.10) for a finite number of cusps ¢ suffices

to show that fo,o is bounded on a set ]:f\(; C Fp\¢ such that Fp o — .7-'12?(; is

compact. By the smoothness of f0 o0, the function fg’ » is also bounded on the

latter (compact) set, and so is bounded on the set }—f\G (.7-'1:\G - ]—'Iif‘iG) =Fra-

Therefore, with fo,o being [-automorphic, and -7:1“\0 C G a fundamental domain
for the action of I’ on G, we may conclude that fgf(') is bounded on G.

By the above we have verified that the case ' = T', ¢ = ¢ = 0 of [22, Theorem A|
may be applied with f; = f(YO, o= fgfo : note that the transform ‘Ty ¢y (vv, pyv)’
which appears on the right-hand side of [22, Equation (1.8.8)] is that function (or
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‘generator’) which we refer to in (1.1.6) and (1.1.8)~(1.1.10) as ‘f}’. In the case
that concerns us, that theorem shows firstly that, for all cusps ¢ of T, the function
t— (fé{o,E(iO(it,O))f\G (with Ef o(it,0) given, for all real ¢, by the case case

I = T of the definition (1.1.12)) is in the space L?(—o0,00); secondly it shows
(given (1.1.6), (1.1.9) and [22, (1.7.8), (1.7.14), (1.6.5) and (1.6.6)]) that

) 18
<f , f ”> _ < 0,0 f\G af0,0 e
0,0°J0,0 f\G ||fH2

mna

(®) <(¥5,f(%>f\G (8%, 135 ).

+ Z w |2 - i
W Hfo,OHf\G
pw =0
IR ”
. ¢ \4
Y2 (5. B50000) (B0 157 ),
(0)

where ‘I’ denotes the constant function o o(—1,0) : G — {1} C R. Here, since
fdo € °L3(I\G) C L*(I'\G), it follows by (7.3) and the orthogonality of the
subspaces "L?(I'\G) and C = C1 in (1.1.2) that we have

(F60r Dy = 0- (7.7)

Hence the first term on the right-hand side of the equation (7.6) equals zero. By
a somewhat more roundabout argument we shall next show that the terms of the
sum over ¢ in (7.6) also vanish.

Suppose that f)y € °L%(T'\G). Then it follows by the orthogonality of the
subspaces °L?(T'\G) and °L*(I'\G), and by the case I' = T of (1.1.19), com-
bined with the square integrability (mentioned before (7.6)) of the function ¢ —
<f(§f(;, Eg o(it, 0)>1:\G, that one will have also, for all cusps ¢ of T,

0= ([ (i Bso0n0), Bralw0)av. £ )
(0)

= [ B5 000, (Esolv00 1), (738)
(0)

na

We therefore now seek to establish the validity of the premise here (that fo‘f (; €
0L2(I\G)). Firstly, we may note that by (1.1.6) and [22, (1.7.10)],

fl € AX(T,,050,0) C AR(T,,0:0,0) C Ap(Y,,050,0), (7.9)

where the latter three sets are the subspaces of °L?(T'\G) defined in [22, (1.4.4)-
(1.4.6)] (AL(Y,,0;0,0) being a space of cusp forms); and where T, , is the character
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of C[Q4, Q_] given by [22, (1.3.3)] (so that one may write the equation in (1.1.4) as
Qief="o, pv (Qi) f). Since I'-automorphicity implies I-automorphicity, it is im-
mediate from the relevant definitions in [22, Subsections 1.2-1.4] that Ap(Y, 0;0,0)
is a subspace of Ax(Y,,0;0,0); so, by (7.9) we obtain:

fol0 € Ap(Y1,050,0). (7.10)
If we can furthermore show it to be the case that
oo € AR(Y1,050,0) (7.11)

then the sought for conclusion, that fJy € °L3(I'\G), will follow: for °L%(I'\G)
is (see [22, Subsection 1.7]) defined to be the closure of the subspace of L?(T'\G)
generated by the set of all f—automorphic cusp forms, and so, since each non-zero
element of the set A%(T,,,o; 0,0) is (by definition) a cusp form, it is trivially the
case that °L?(T'\G) 2 A%(T,,0;0,0).

Given the relevant definitions in [22, Subsection 1.4], and given (7.10), the
verification of (7.11) may be achieved in two steps: the first of these being to show
that f(‘)/ (; having ‘polynomial growth’ as a I'-automorphic implies that f(‘)/ (; also
has ‘polynomial growth’ as a [-automorphic function; the second step being to
demonstrate the like implication in respect of the ‘cuspidality’ critereon

(Fsf60) (9 =0 (9€G, cePHQ)) = Qi) U{o0}), (7.12)

where, as indicated in Subsection 1.1, F§f is the 0-th order term in the Fourier
expansion of f (as a T'-automorphic function) at the cusp c.

We address first the question of ‘polynomial growth’ (the reader may refer to
[22, Subsection 1.4] for the meaning of this terminology). Since the parabolic
stabiliser subgroups I', and f’c may differ, our insistence that all scaling matrices
satisfy the condition (1.1.1) necessitates that we indicate when the scaling matrix
should be one appropriate for the Fourier expansion of [-automorphic functions:
we do this by marking the relevant ‘g.” with a tilde. Similarly we write ﬁ'oc f for
the 0-th order term in the Fourier expansion of f as a [-automorphic function.

By (1.1.1), one has g 'T".g. = §:'T".g. = {nfa] : @« € O} < G. A calculation
then enables one to deduce that, for some 2z, € C, and some u, € C* with u? € O
and |uc|* = [} : f’c], one has the equation

9. 'gc = nfzc|hfuc]. (7.13)
Then, through a result similar to that in (7.5), one finds that, since the function
g fg/"o (9c9) (g € G) has (by virtue of (7.9)) polynomial growth along A (in
the sense defined in [22, Subsection 1.4]), so too does the function g — f7 o (3c9)
(9 € G). This applies for all cusps ¢ € Q(z) U {o0}, and so fgf(l) meets the criteria

stated in [22] for being a T-automorphic function of polynomial growth; given
(7.10), we therefore have

foo € AR(1,,0;0,0). (7.14)
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The first step in our verification of (7.11) is now complete. For the second step,
relating to the cuspidality criteron (7.12), we may note that, from (1.1.1), (7.13)
and the definition of F5f : G — C in [22, (1.4.2), (1.4.3)], one can work out that

(Fs o) (9) = (Fsfs) (hludg)  for g€ G, ce @)oo}

Therefore, given that h[uc] is an element of the group G, it follows from (7.12)
that

(Bsf3o)(@) =0 (g€@, cePH(Q)) = Qi) U foc}).
This, together with (7.14), makes the verification of (7.11) complete; by (7.11)
and the discussion around it, we have fgf (; € "L3(I'\G), the premise on which our

deduction of (7.8) depended.
Now we may apply (7.7) and (7.8), so that the equation (7.6) is simplified to:

{8 88 (61

2
= 750

= <f0,(;7f0,(;/>f\G~ (7~15)

Let W be one of the cuspidal irreducible spaces of °L?(T'\G) by which the summa-
tion in (7.15) is indexed. We already have py» = py+ = 0: suppose also that py =
0. Then, by the points noted in the paragraph containing (1.1.11) (understood as
applying to the case I' = f), the functions fgf 6, fgf (;/ and f(% are elements of the
space C°(G/K) (defined above (1.1.11)), and one has vx € [0, 00) U (0,2/9) and
(1—1/%)]‘5?0 = —A [ for X = W, V', V", where the operator —A = —4(Q4+Q)
is symmetric on a subspace of L?(I'\G) containing (Cf(% @(Cf&{é@@féfé/. Since two
eigenspaces corresponding to distinct eigenvalues of the same symmetric operator
are necessarily orthogonal to one another, it follows that the term on the left-hand
side of (7.15) indexed by W is non-zero only if v, = v, = vZ,; in which case,
given that vy = vy» = v and v, vy € [0, 00) U (0, 00), one would have vy = v.
Therefore the sums on the left-hand sides of the equations (7.15) and (7.2) are
equal. Since it is, by (7.4) (and its corollary (7.1)), also the case that the terms on
the right-hand sides of the equations (7.15) and (7.2) are equal, the proof of (7.2)
(and hence of the lemma) is complete. |

Lemma 7.2. Let v € i[0,00) U (0,1); let N > 1; and let a,, € C for allw € O
satisfying 0 < |w|> < N. For0# q€ O and I’ =To(q) < SL(2,9), put

) 2

S(T) =Sy(T,v) = Z ancy (n; v, 0) (7.16)

v 0<|n|2<N
(vv,pv)=(v,0) S

—

(where the relevant scaling matriv goo is as in (1.8.3)). Then, for ¢ € O — {0},
reqO — {0}, I' =To(q) and I =Ty(r), one has:

S(I) < [I:T]S(T). (7.17)
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Proof. Let v, N and the coefficients a,, satisfy the stated hypotheses. Suppose
moreover that 0 # ¢,r € O; that ¢ is a factor of r; and that I" and I are (respec-
tively) the subgroups I'g(q) and T'g(r) of SL(2,9). By the final point noted in the
paragraph of (1.1.11), all the summations on the right-hand side of (7.16) are finite.
Hence both S(I') and S(I") are well-defined sums, and we have |S(I')|,|S(T)| < oc.
By (1.1.21), the modified Fourier coefficients ¢{° (n; v, 0) occurring in the sum (7.16)
satisfy

v (w1, 0) = (m|w])" ey (w), (7.18)

where (for 0 # w € 9O) the factor ¢{f(w) is the same coefficient as appears in
the Fourier expansion (1.1.8) of the chosen generator f(}{ o for the one-dimensional
subspace Vi 0,0 (occurring in the orthogonal decomposition (1.1.5) of V). Recall
that ¢y (w), in (1.1.8), is independent of the parameters ¢ and ¢ there. With g
given by (1.3.3), it follows by [4, Lemma 5.1] that the case vy = v, py = ¢=£ =0,
¢ = oo of the equation (1.1.8) may, for z € C, r > 0, k € K, and g = n[z]a[r]k € G,
be cast in more classical terminology as:

27TV+1|(.U‘D
fV (9) = ¢ (W) ———— e(Re(wz) ) rK, (27|w|r), (7.19)
0,0\9 O;D 14 1—\(1/ + 1) ( )

where the Bessel function K, : C — (—o00,0] — C (differing from that ‘K, (z)’
defined in [24] by the omission of a factor cos(nv)) is, by virtue of the relevant
asymptotic expansion given in [24, Subsection 17.7], non-zero for all positive values
of the argument that are sufficiently large (in terms of ). Hence, when r > 0, one
has

2 w|v

T +1) rK,(2n|w|r)ey (w) = (F‘S"fgfo)(a[r]) (0£weD), (7.20)

where F| f is the same term seen in the Fourier expansion displayed just below the
equation (1.1.1), and is uniquely determined by virtue of the classical integral rep-
resentation of Fourier coeflicients. When r > 0 is sufficiently large, the equations
in (7.20) determine the coeflicients ¢§f (w) (for all w € O — {0}).

For our proof of (7.17) we shall need to express Fourier coefficients c¢§f(w),
associated (through (1.1.6) and (1.1.8)) with the irreducible cuspidal subspaces
V C °L*I'\G) having (vv,pyv) = (v,0), in terms of the corresponding Fourier
coefficients, ¢ (w), associated with irreducible cuspidal subspaces W C °L?(T'\G)
having the same pair of spectral parameters, (v,0). To this end, we shall first
determine an expression for the function fy, € V € °L*(I'\G) in terms of the
corresponding functions, f(%, lying in relevant cuspidal irreducible subspaces W
of °L?(T'\G): the required relations between Fourier coefficients will then be seen
to follow through an appeal to the final remark of the previous paragraph.

Let V,o(T") be the set of all of those of the irreducible cuspidal subspaces
V C °L3(I'\G) occurring in the orthogonal decomposition (1.1.3) that have their
spectral parameters (I/V,pv) equal to (1/, 0) (so that V, o(I') is the range of the
variable of summation, V', in the sum on the right-hand side of the equation (7.16)).
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If the set V, o(I') is empty, then since sums with no terms are (by definition) equal
to zero, it follows from the definition in (7.16) that S(I') = 0 and S(I') > 0: the
result (7.17) of the lemma is, in that case, a trivial consequence of the lower bound
[[':T] > 1 implied by Lemma 7.1. We may therefore assume that the set V, o(I)
contains at least one element.

Suppose that V' € V, o(I'); and let f(}{o be a generator of the subspace Vi 90 C
V, normalised so as to satisfy (1.1.9). Then, by the case V' = V" = V of
Lemma 7.1 (the equation (7.2), in particular), one has

2
= follte:  (72D)

() |
> ’<f(¥o7 Wf<%>
w ’fo,on\G 3

(vw,pw)=(v,0) NG

which is an example of Bessel’s inequality holding with equality: for on the left-
hand side of this equation the variable of summation W indexes a set of functions
foo that are (by the discussion around (1.1.3)-(1.1.6), as it applies for I' = T")

pairwise orthogonal elements of the space L2 (f\G) The same case of Lemma 7.1
shows also that the function f(}f o : G = C is bounded and continuous. Similarly,

for each W € V, o(T) (i.e. each space W indexing a summand on the left hand
side of the equation (7.21)), the corresponding normalised generator fg of the
subspace Wk 9o C W is a bounded and continuous function on G. It therefore
follows from (7.21) that

(T)
foo = Z Bvw folo, (7.22)

w
(VW 7PW):(V50)

where

(7.23)

1 w 1 (30> fo0)mna
foo = .

HfO%HF\G

BV,W = <f(§/:0 P

e Hf(%Hf“\G - Hf(%le:‘\G

Indeed, the equation (7.21) implies that the L?(T'\G)-norm of the difference be-
tween the two sides of equation (7.22) is equal to zero. Since that difference is
a continuous function on G, and has L?(I'\G)-norm equal to zero, it must therefore
have range {0} and domain G.

In the equation (7.19) one may substitute, in place of V, any of the spaces W
by which the summation in (7.22) is indexed: for (7.19) would not fail to apply
if we had I' =T and V = W. Hence, and by (7.22), it may be deduced that, for
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g =n[z]alr]k € G with 2 € C, r > 0 and k € K, one has

v+1 v
Bv,w Z C%(W)Me(Re(wz))rKy(%ﬂwh)

=M=

weD
ww)=w0)  TC
2 v+1 v
=y &2 () 2 lel” e(Re(wz))rK, (2|w|r), (7.24)
I'v+1)
0#weD
where, for 0 # w € O,
()
& (w) = Yo Brwei(w). (7.25)

w
(vw,pw)=(v,0)

Similarly to how (7.20) was deduced from (7.19), one may deduce from (7.24)
that (7.20) continues to hold for all » > 0 if, for all w € O — {0}, one substitutes
for the Fourier coefficient ¢§f(w) in (7.20) the number &9 (w) just defined: given
the point noted below (7.20), it must therefore be the case that & (w) = ¢ff (w)
for all w € © — {0}. Hence, given (7.25) and (7.18) (which remains valid when V'
is replaced by any one of the subspaces W by which the summation in (7.25) is
indexed), we are able to deduce that

(1)
¢ (w;v,0) = Z Bv.w ¢y (w; v, 0) (0#we D). (7.26)
()= (0)

Since (7.26) has been shown to hold for an arbitrary member V of the set
of spaces V, o(I") (defined earlier in this proof), we may apply (7.26) to expand
every one of the modified Fourier coefficients ¢{ (n; v, 0) occurring in the definition
(7.16). We consequently find that

()
sm= > vl (7.27)

14
(vv,pv)=(v,0)

where, for V eV, o(T),

()
oy = Z ancy (n;v,0) = Z an, Z Bv.wew (n; v, 0)

0<|n|2<N 0<|n|2<N w
(vw,pw)=(v,0)

(F) ()
- Z Bv,w Z ancy(n;v,0) = Z Bv.w oy (say).

0<|n|2<N

w w
(vw,pw)=(v,0) (vw,pw)=(v,0)

(7.28)
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Hence
() () (T)
sT= Y, ovov= Y ov Y  Puwdy

% v w
(vv,pv)=(1,0) (vv,pv)=(v,0) (vw,pw)=(v,0)
(T) ()

= > o Y,  ovhvw,
w %

(vw,pw)=(v,0) (vv,pv)=(v,0)

and so it follows by the Cauchy-Schwarz inequality that

(T) , () (1) 2
|s<r>2<( 5 w)( 3 ‘ 5 WV,W)
w w \%

(vw ,pw )=(v,0) (vw,pw)=(v,0) (vv,pv)=(v,0)

=S 1(r, 1), (7.29)

where (given that we take oy, on the right-hand side of (7.28), to equal the sum
over n on the same line) S(I") is given by the case I' =T of (7.16), while

) (1) (r) 2
rr.ny= > >, ovbvw
w v
(vw,pw)=(,0) (vv,pv)=(v,0)
(T) () ()
= Z Z O'V// 5V”,W Z Wﬁv/’w
W 1" !
(VW7PW):(V)0):(VV”3PV”) (Vv/xpvl):(’/,o)
) () (T)
= Z Z oy oy Z Bviw By w. (7.30)
V// V/ W
Vy 11 =V=Vys (VW1PW):(V7O)
pV//:():pV/

By the equation (7.23) (for V' = V', and for V = V"), the normalisation (1.1.9)
(for V.=W, and for V = V') and the result (7.2) of Lemma 7.1, one finds that
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the inner sum on the right-hand side of (7.30) is

f‘ 77 ’
(z): < 3/07 OO>F\G <f(§{0afo%>f\c
7% 4
w fo,o i
(vw pw)=(,0) 755l
. & ( (Yé/a oo>r\c( omfo o>r\c
V/

r\c”fo OHP\G

W 13
(vw .pw)=(v.0)
o % (o o) iva (Fokos f0 Vv
T 1735156
wLPw )=(u,o> ’
I Lo V=V,
o otherwise,

where, by the result (7.1) of Lemma 7.1, one has

By this result, and (7.30) and (7.27), one obtains:

V/

[F:F].

F\G

)

T(r,T) = Z oy oy [[:T]
(s po)=(0)
()

=I: 1:‘] Z loy|* = T f‘]S(l—‘)
V/
(vyr,pyr)=(v,0)
Hence and by (7.29), it follows that
[SID)2 < () [0 T]S(D),
where [T : f‘} > 1, and where (by the definition (7.16)) S(I'), S(I') > 0. One
therefore must have (7.17). |

Lemma 7.3. Lett € R and Q, X, N > 1. Then, for Q1 > %Q, one has

(0, X, N) < se(l_ggg) (log Q1) (S (Q1, X, N) + S; (2Q1, X, N)). (7.31)

Proof. By the definition (1.3.2) of S:(Q, X, N), it will suffice to prove the case
t = 0 of this lemma (application of that case with a,|n|?** substituted for a,,, for
all n € O — {0}, will imply the cases where ¢ # 0). By (1.3.2) and (1.1.11), one

has
SO(Q7X’ N) = Z Z XVSN(FO(Q)’ V)? (7'32)

Q/2<q|?2<Q 0<v<1
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with Sy (I, v) as given by the equation (7.16) in Lemma 7.2 (note that, by the
remarks below (1.1.11), the above summation over v is effectively finite).
Let Q1 > %Q; and let @ be a Gaussian prime satisfying

Q1 2@1
Q Q-

Then, by the case r = wq of the result (7.17) of Lemma 7.2, one has
Sn(Tolq), v) < [To(q) : To(wq)] Sn (Fo(wq) , v) (0#£geDand 0<v<1),

and so it follows by (7.32), the case I' = T'g(wq) of the definition (7.16) in
Lemma 7.2, and (1.1.11), that

So(@, X, N)< > [Folg) : To(@a)] Y X"Sn(To(wq), v)

< |wl? < (7.33)

Q/2<1a?<Q 0<r<1
= > [To(g) : To(wq)]
Q/2<(al?<@Q
(To(wq)) 2
X Z XV Z Z ancy (n;v,0)
0<v<1 % 0<|n|2<N
(vv,pv)=(v,0)
(To(wq)) 2
= Z [To(q) : To(wq)] Z X Z ancy (n;v,0)
Q/2<Ia*<Q e 0<inP<N

Since this holds for all Gaussian primes w satisfying (7.33), we may therefore sum
the above bound over all such w so as to obtain:

P(2Q1/Q)SO(Q7Xa N)

2

(To(q1))
< Z M(Q,Q1;q1) Z XV Z ancy (n;v,0) (7.34)
Q1/2<]q11*<2Q1 VVV>O 0<|n|2<N
where .
P(z) = Hw € Z[i] : w is prime and = > |w|* > 2}‘ (7.35)
and

M(Q,Qi;q1) = Z Z [To(g) : To(q1)] (7.36)
Q1<\w| <2Q1 Q<|q| <Q

w is prlme n

(the term ‘prime’ here signifying a ‘Gaussian prime’ of the ring Z[i], as distinct
from a ‘rational prime’ of the ring Z). The result (7.31) will be seen to follow
from (7.34), once we have obtained a suitable lower bound for P(2Q:/Q), and

a suitable upper bound for M(Q, Q1; ql).
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To bound P(2Q1/Q) from below, we observe firstly that, by (7.35) and [8,
Theorems 251 and 252],

P(x) > 8 (m(2;4,1) - m(5i4, = 5 (34,1 - 0(5:4, D) (@=5),

log x
(7.37)
where m(x; k, h) denotes the number of rational primes p = h mod kZ satisfying
x =2 p > 0, while
O(x; k,h) = Z log p.
rational primes p

p=h mod kZ
x=2p>0

By [20, Theorem 1, Table 1 and Theorem 5.2.1],

‘H(y;él, 1) — % <oyt for y> 14,
with the constant ¢ = (0.002238)/2 = 0.001119 < 1/36. Using this result one finds
that if z > 142 then

x T  x
‘(9@,4,1) 0(5:4 1)) 4‘ <3
so that one has, by (7.37), the lower bound 8 (w(z;4,1) — 7 (x/2;4,1)) >
2 z(logz)~'. The latter conclusion can be shown (by means of some elementary
numerical computation) also to hold good when 14% > z > 14.

The lower bounds in (7.37) are no help at all when 13 > 2 > 10, though we do
have z > |3|2 > x/2 for such z. By taking account of 3 and its associates, we are
able to deduce from the results of the previous paragraph that

P(z) > 2z

= f > 5.
3logz or =95

Since Q1 > gQ and 5 > e, this lower bound on P(z) implies, in particular, that

we have:
o p(gQ/Q)>4%Ql>%
Y7 3Q10(2Q1/Q) T 3

To obtain a suitable upper bound on M(Q, Q1; ql), in (7.34) and (7.36), we note
firstly that, by [22, Equation (1.1.6)] (the SL(2,Z)-analogue of which is proved in
[12, Subsection 2.4]), one has

> 1. (7.38)

[SL2,9) : To(r)] = |rf? 11 <1+1> for 0#7 €9

2
prime ideals w1 OCO |ZU1‘

w1037
(7.39)
(i.e. with, in the last product, only one factor, not four, per prime ideal of the ring
O = Z[i]). Hence, in the sum on the right-hand side of (7.36) (where ¢1/q equals
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the Gaussian prime w), one has:

[SL(2,9) : To(q1)]
[SL(2.9) : To(g)]
2 H <1+ 1 >:{|w|2 if @ | q,
prime ideals w; OCO oo | |@* +1  otherwise.
w19D3q1 and w1 OFq

[Fo(a) : To(ar)] =

@
q

Given this evaluation of the index [SL(Q, 0): Ty (ql)] , it follows trivially from the
definition (7.36) that

M(Q,Q1;q1) < (281 + 1> F<q1, %) , (7.40)

where
F(q,2) = [{w € Z[i] : w is prime, @ | q and |w|* > 2}|.

Here we have F' (ql, z) = 4k (say), where k is, in all cases, a non-negative integer,
and where, when k # 0, there is a set of k pairwise non-associated Gaussian primes
w1, @3, . .., wx such that, for j =1,2,...,k, one has both |w;[|* > z and @, | ¢1;
so if one has also ¢; # 0 and z > 0, then it must follow that |wyws - - - wg|? > 2*
and q; € @@y - @i — {0}, and hence that |q;|?> > |wiws - - - wr|? > 2F. Since
the last two inequalities imply that klogz < 10g(|q1|2)7 we may therefore deduce

that

4log(|q1|2)
log =
Hence and by (7.40), we have (given that Q1/Q > 5/2 > 1):

F(q,2) < for 0#£¢q €9 and z> 1.

o) < 41os(201) (26-21 >
M(Q»Ql;(h) glOg(Ql/Q) Q +1
Q1

for ¢y € O with <= < |(11|2

<2Q;. (7.41)

By (7.34), (7.38), (7.41) and the definition (1.3.2) of the sum S;(Q, X, N), we

have now

4@y

— <1 _5,(Q,X,N
3Q1og(2Q1/Q) 0(@ )
2
41og(2Q1) [2Q: (To(a1)) . .
glog;(Ql/Q)<Q+1)Q Z . X Oz; ancy (n;v,0)
<aP<2Q1 w0 <In]2<N

 410g(2Q1) (20,
20 (29 1) (5@ X.) + 1201, X)),
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which gives:

310g(2Q1/Q)
10%(@1/@)
+50(2Q1, X, N)).

So(Q,X, N) < log(QQl) <2+ Q) (S()(C?l,)(7 N)

Q1

The case ¢ = 0 of the result (7.31) follows from this last bound, as an elementary
consequence of the hypotheses that ()1 > g Q and Q > 1. |

8. Proving Theorem 10

We begin this section with a sequence of six lemmas. Lemmas 8.1-8.3 are con-
cerned with elementary points of analysis. Lemmas 8.4-8.6, concerning the sum
S¢(Q, X, N) defined in (1.3.2), are deduced from Lemma 6.3 by means of Theo-
rem 7 and Lemma 7.3. Lemma 8.6 enables the ‘proof by induction’ of Theorem 10,
which follows it. In the statements and proofs of Lemmas 8.2 and 8.3, and in the
proof of Lemma 8.4, it is to be supposed that z, y and z are a system of depen-
dent variables such that z € C, # = Re(z) € R and y = Im(z) € R; the same
is to be understood when subsripts are used (i.e. one will have z; = Re(z¢) and
ye = Im(z,) for any given ¢). In the statement of Lemma 8.2, and in the proofs
of Lemmas 8.2-8.4, we furthermore take A% T (when m € N and I C [0,0)) to
signify the subset of R?™ given by

ART = {(21,91, -, Ty Ym) E R 1 [z +iygl € [ ford=1,...,m}. (8.1)

One example of this notation is A%[0,1), which denotes the open disc, in R?, with
radius 1 and centre (0,0). Another example is A7 (0, 00), which denotes the set

R? - {(0’ 0)}

Lemma 8.1. Let m € N and N € NU{0}. Let U be a non-empty open subset
of R™; let V be a non-empty open subset of R; and let f:U —V andg:V —
R. Let the function f be such that, for all n € N U {0}, each one of its m™
partial derivatives of order n is a continuous real-valued function on U. Suppose,
moreover, that g is infinitely differentiable on V. Then the function go f : U — R
is such that every one of its m”™ partial derivatives of order N is a continuous
real-valued function on U.

Proof. For u € U C R™, one has f(u) € V, so that g(f(u)) is defined. Moreover,
the set U is the domain of f; and the function g is real-valued. Therefore the
function u — g(f(u)) is a real-valued function with domain U. In other words,
we have go f : U — R.

Since ¢ is infinitely differentiable on V' it is, in particular, continuous on V.
Moreover, since the (unique) partial derivative of f of order 0 is f itself, the
hypotheses of the lemma imply the continuity of f on U. Since f and g are
continuous, so too is their composition g o f; so the case N = 0 if the lemma
follows.
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Suppose now that N/ € N, and that the lemma is true in all cases where
N < N’. By the chain-rule,

8ij(gof)(u)=(g’0f)(u)£j (W (el j=l...m) (82

where, by hypothesis, every partial derivative of the function (9/0u;)f is a con-
tinuous real-valued function on U (all partial derivatives of this function being
also partial derivatives of f). Furthermore, since g is an infinitely differentiable
real-valued function on V, so too is its derivative, ¢’: consequently it follows by
the cases N = 0,..., N’ — 1 of the lemma that ¢’ o f : U — R, and that every
partial derivative of this function of order not greater than N’ — 1 is a continuous
real-valued function on U. Therefore, either by (8.2) alone (if N’ = 1), or by
(8.2) and the product rule of differential calculus (when N’ > 1), it follows that
any partial derivative of the function (9/0u;)(go f) : U — R of order N’ —1 is
a continuous real-valued function on U (products and sums of continuous func-
tions being continuous also). Since this conclusion holds for j = 1,...,m, it has
therefore been established that, when the cases N = 0,..., N’ — 1 of the lemma
are true, so too is the case N = N’. This holds for all N’ € N, so that (with
the case N = 0 of the lemma having been proved in the preceding paragraph) it
follows by induction that the lemma is true in all cases. |

Lemma 8.2. Let m € N; let A% (0,00) C R?*™ be given by (8.1); let ¢ € R™T!
and let ¥ : R — C be infinitely differentiable. For z € (C*)™, let

F($17y17' -';mmaym) = f(xl +7;y17~-~>33m +Zym) = f(Z)
= \IJ(cmH +Zcelog(|252)>. (8.3)
{=1

Then the function F : A% (0,00) — C so defined is such that, for alln € N, every
one of its (2m)™ partial derivatives of order m is a continuous complex-valued
function on U = AR (0,00); and if j,k € (NU{0})™ and r,R,R — 1 € (0,00)™
then

8]1+k1++]771+km
83:{1 8y’f1 oo Ozl Oy
forall ze€ C™ with (|z1],...,|zm|) € Zg [re, Re]. (8.4)

f(z) = Owcrr,jx(l)

Moreover, if m =1, ¢1 # 0 and Supp(¥) C [a,b] C (—o0,0), then the Schwartz
space S(C) contains a unique function f satisfying (8.3) for all z € C*; and this
function f is such that, when z € C, one has:

§itk

Dwioy J[(2) = Owcjk(1) (j,k e NU{0}) (8.5)
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and

f(z) A0  onlyif exp(min{a, b} - C2> < |z)?
C1

C1 C1

b
< exp(max{a, } - 62) . (8.6)
C1 C1 C1

Proof. Since 22 + y? is a polynomial, and since the function log(v) is real-valued
and infinitely differentiable for v > 0, it is easily verified that the hypotheses of
Lemma 8.1 are satisfied when one takes there U = A¥(0,00), V = (0,00), f(z,y) =
22 +y? ((z,y) € U) and g(v) =log(v) (v € V). Lemma 8.1 therefore shows that
all partial derivatives of the function (z,y) — log(|z + iy|*) are continuous real-
valued functions on A% (0, 00). This trivially implies that all partial derivatives of
the m distinct functions, (z1,y1,...,Zm,Ym) — log(|ze + iye|*) (¢ =1,...,m),
are continuous real-valued functions on AR (0,00). Since partial derivatives are
linear operators, and since sums and products of continuous real-valued functions
are themselves continuous real-valued functions, it follows that all partial deriva-
tives of the function (xl,yl, .. ,xm,ym) > Cmt1 + Y peq Co 10g(|xe + iyg|2) are
continuous real-valued functions on A% (0,00). Hence, by appropriate applica-
tions of Lemma 8.1, with either g(v) = Re(¥(v)), or g(v) = Im(¥(v)), one finds
that all partial derivatives of the two functions u — Re(F'(u)), u — Im(F(u))
(where F'(u) is given by (8.3)) are continuous and real-valued on A% (0, 00). This
proves the first result of the lemma. The second result, in (8.4), follows almost
immediately. Indeed, since the set

W = {(zl,yl,...,xm,ym) € R¥™ : 1y < |ag +iye| < Ry for £ = 1,...,m}

R

is a compact subset of A,

0, 00), the continuous real-valued function
b) b

ikt timtkm
dx Ayt - . Azl Oy
8j1+k1+~--+jm+km,

dxlr Ayt - .. dxdy Ayl

(xlaylv"'axmaym)'_) F(xlaylv"'axﬂuym)

o

must therefore attain its supremum on W; and, since r and R determine W, while
the function concerned is determined by ¥, ¢, j and k, that supremum is therefore
determined by ¥, ¢, j, k, r and R.

Suppose now that m = 1, ¢; # 0, and that the support of ¥ is contained in
the bounded closed interval [a,b]. Let f : C — C be given by

f(z):{o if z =0,

W (co + c1log (|2?))  otherwise.

Since the equation (8.3) is satisfied for all z € C*, it follows by the first result
of the lemma (proved above) that all partial derivatives of the functions (x,y) —
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f(z+1iy) are continuous on AF(0, 00). Moreover, since Supp(¥) C [a, b], it follows
by the definition of f that f(z) = 0 unless a < ¢ + ¢1log(]2]?) < b, and so (by
elementary properties of the exponential and logarithm functions) we obtain the
result (8.6). By (8.6), one has f(z+iy) = 0 for all (z,y) in a neighbourhood of the
point (0,0) € R2. Therefore, in that neighbourhood, all partial derivatives of the
function (z,y) — f(z+iy) are defined and equal to zero, and so are (in particular)
continuous at the point (0,0). This proves that the function f : C — C is smooth:
for we showed already that all partial derivatives of the function (z,y) — f(z+iy)
are continuous on AR(0, 00). Since the Schwartz space S(C) contains all smooth
and compactly supported complex functions, it follows (given (8.6)) that we have
f € S(C). The bound in (8.5) is an immediate corollary of (8.6) and the case
r = exp(min{a/c1,b/c1} — (c2/c1)), R = exp(max{a/c1,b/c1} — (c2/c1)) of (8.4):
no dependence on a or b is shown in (8.5), since (8.6) holds when a and b are,
repectively, the infimum and supremum of Supp(¥). |

Lemma 8.3. Let 1 > § > 0 andt € R. Let f : C — C be smooth. Suppose
moreover that
oItk

Dwioy F(2) < (8]2])70HH (J,k e NU{0}, z€Cr), (8.7)

and that Supp(f) C C*. Let g : C — C be given by:

o) = {O ¥2=0, (8.8)

f(2)|2|?*  otherwise.

Then the function g is smooth, has the same support as f, and is such that
gitk » 1\ -Gk ‘ X

By 9) <k ((5 +[t]) |z|> (j,k e NU{0}, 2 € C*). (8.9)

Proof. The hypotheses of Lemma 8.2 are satisfied when m = 1, ¢ = (¢,0) and

U(v) = exp(iv) (v € R). Hence it follows by Lemma 8.2 that the function x :
C* — C given by

X(2) = |2[*" = exp(itlog(|z[*)) (2 €C%)

is smooth. Since f is (by hypothesis) a smooth function with domain C, it follows
by the product rule of differential calculus that the function z — f(z)x(z) (z €
C*) is smooth. It can furthermore be deduced that the function g : C — C,
given by (8.8), is smooth. Indeed, since 0 ¢ Supp(f), one has f(z) = 0 for
all complex numbers z lying in some neighbourhood of 0; and so the function
(z,y) — g(z +iy), and all its partial derivatives, are defined and equal to zero
on some neighbourhood of the point (0,0) in R?; and those partial derivatives are
therefore certainly continuous at (0,0). This suffices to establish the smoothness
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of g, given that, for (z,y) € AR(0,00), we have g(z + iy) = f(z + iy)x(z + iy),
where the function z — f(2)x(z) is smooth on C*. Since |r?| =1 (r > 0), and
since g(0) = f(0) = 0, it follows by the definition (8.8) that all zeros of f are zeros
of g, and vice versa. Therefore Supp(g) = Supp(f).

Suppose now that j, k € NU{0}, and that z € C*. In order to obtain the bound
(8.9), we note firstly that, by (8.7) and Leibniz’s rule for higher order derivatives
of products, one has:

itk ' gem )
‘8$Jayk f)x(2)| < 27+F ST X(Z)‘Oj—e,k_m ((5| )~ (0= )))7

(8.10)

for some non-negative integers ¢, m with ¢ < j and m < k. Then we observe that,
by (5.19), one has

O =l (2 2) (222
ar—i—s 8T+s .
< 2£+m 2E+m 2it 11
s x| =2 2 (5.11)

for some non-negative integers r, s satisfying r +s =04+ m < j + k.

Real-variable calculus shows that

2 |Z|2it

0z

_ itlz|2itz—1 and |2it _ it|z|2it(§)_1

52 17

(this also follows, by (5.21), from the fact that |2|?** = 2i(2)¥). By induction
(and with the aid of (5.21) and the product rule of differential calculus), it may
therefore be deduced that, for n € NU {0}, one has:

o |2zt

|Z o |2zt
8 n

|22 2" (it—n+1), and |z

P |2 (Z) " (it—n+1),,

where, as in (2.1), (@) = a(a+1)---(a+m—1) =T(a+m)/T'(«). Hence, and
by (5.21),

8r+s
0zr0z°

‘Z|2it s Y Z|2it

s 1), ()
(it =s+1):(2)° 5= |
(it — s+ 1)s(it —r + 1), ()7 |2[* 27"

T8 —(r+s e m _ m
Lpgs (L) |20 = (1 4 |¢)) ™ |2~ EF™),
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By this last bound, in combination with (8.10) and (8.11), we find that

8]+k

' L4m | —(L4m) —((G—0)+(k—m))
S i (L) 2] (5]z)

=55 4 (2x(2)

+ |t|)€+’m 5€+m (j+k)|z| (F+k)

=
( (1+ )7+ (5J+k) §UHE) ||~ G+k)
(5 (3+k) +(1+ m)ﬁk) 2|~ (3+k)
<@ 1 [el) T O,

Consequently (since 61 > 1, and since g(w) = f(w)x(w) for w € C*), we have
the bound (8.9). [ |

Lemma 8.4. Let H K, N, > 0 and the functions o, : C — C be such as to
satisfy the hypotheses of Theorem 10 (so that one has, in particular HK = N > 1);
and, forn € O — {0}, let a,, be given by the equation (1.3.14). Suppose moreover
that

K> H, (8.12)

and thate > 0,t e R, X > 1 and
Re [N, 8N*3]. (8.13)

Then

X X 3/2
SR X,N) < (XN)F (570 + o) <R+ (%)~ (7= RWNW>N'

(8.14)

Proof. Let §; = (6= + [t|)~1; and let oy, 3; : C — C be the complex functions
satisfying both a;(0) = B;(0) = 0 and, for all z € C*, a(z) = a(2)|z|** and
Bi(z) = B(2)|z]*". Then, by Lemma 8.3, the hypotheses of Theorem 10 concerning
H,K,N,§ and the functions « and 8 will continue to be satisfied if we substitute
ay, P and 6; € (0,1] for e, 5 and 4, respectively (while making no change to H, K
and N). Therefore, given the definition (1.3.2) of S;(Q, X, N), and given (1.3.14),
the cases of Lemma 8.4 in which ¢ # 0 are a corollary of the particular case t = 0
(i.e. a corollary obtained by applying that case of Lemma 8.4 with «y, 8; and d;
substituted for «, 5 and 4, respectively): for, by (1.3.14), one has, for n € O —{0},

S amse (3) = Y ammns (F) [5] = D ams (5) P = anlnf*
h h

h|n n n

24t

(which is the coefficient independent of V' in (1.3.2)); and, with regard to the factor
involving & in (8.14), one has also (§; * +|0[)** =6, ** = (6~ + |¢)'1.
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By the foregoing observations, we now have only to prove the case t = 0 of the
lemma. Moreover, in doing so we may suppose that

X > 64K. (8.15)

Forif 1 < X < 64K then it follows by Theorem 7 that So(R, X, N) < So(R, 64K, N);
and so, if the bound (8.14) holds for ¢ = 0, X = 64K and all € > 0, then, when
1 < X < 64K, one has:

So(R, X, N) <o jo (KN)=/25711 (R FN (HK/R)3/2R1/2N1/2) N

— (H'N)) 7?6 (R+ N+ RN N
< N6 MRN < (XN)*6 "RN

(given (8.13)), which implies the case ¢t = 0 of the bound in (8.14).
For z € Cand Z > 0, let

W(Z;z) = Q (Z*l/zz) : (8.16)
where the function Q : C — [0,1/e] is given by

0 if w=0,

Q(w> = 1 9
og(|w|?)
<1><1 + o @7)

(8.17)
) otherwise,

with ® : R — [0,1/e] being the specific infinitely differentiable function defined,
below the equation (3.5), in the proof of Theorem 5. Then, since Supp(®) =
[-1,1], and since ®(v) > ®(1/2) = exp(—4/3) > 1/4 for —1/2 < v < 1/2, it
follows that, for w € C, z € C and Z > 0, one has:

1 Z
Qw) =0 unless 3 < lw|? < 1; w(Z;2)=0 unless 5 < |2|? < Z;
(8.18)
1
w(Z;2) 20, and - w(Zz) > if 27347 2P <2742, (8.19)

We furthermore define, for @) > 0,

(To(a)) 2
T(Q,X,N) = Z w(®;q) Z K/f(vv,0) Z ancy (nyvy,0)| , (8.20)
0#q€O 14 N 2
vy >0 4<‘”| <N

with f : C* — [0, 1/¢] as defined below the equation (3.5) in the proof of Theorem 5
(so that f depends on, and is determined by, X ), and with the transform K f(v, p)
as defined in the statement of Theorem 1. Given the inequalities in (8.19) and
the lower bound on X in (8.15), which implies that X > 64, it follows therefore
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(similarly to how, in the proof of Theorem 8, the result (4.3) was obtained) that,
for @ > 0, we have

(To(9)) 2

T(Q,X,N)> > w(@aq) Y, X

Z ancy (n; vy, O)
0#£qgEeO \%

N
vy >0 T <In]P<N

(To(q))
> Z Z Xvv Z ancy (n; vy, 0)
w0 A <injz<n

273/4Q<q2L27 Q.

2

Hence, and since (R/2, R] = (R/2,27*/?R]U(27'/2R, R], it follows by (1.3.2) that
T(Q,X,N) > So(R, X, N), (8.21)
for some (@ satisfying

Qe {2—1/43, 21/4R} and Q> 24, (8.22)

We may therefore assume, in what follows, that which is stated in (8.22) and
(8.21).

Given the similar forms of the sums over ¢ and V' occurring in (8.20) and in
the result (4.3) (within the proof of Theorem 8), it follows by steps differing in
only one minor respect from the steps taken in passing from (4.3) to (4.5)—(4.6)
that we must either have

T(Q,X,N) < (log X) (Q + O- (N'*9)) |lan|l5, (8.23)

or else

T(Q,X,N) <

SNy wa

2-3/4P<|p|2<2-1/4P N <J62 jmP<N

S, m;pq) [ 2mvVem
X Z | ‘2 ( w(Q;Q) ) (824)
ofedo  IPd Pq
for some P satisfying
Pec {2*3/462*, 9-5/4Q ... 2 2T/A0x 2729/462*}, (8.25)
where
Q" =647’ XN/Q (8.26)

(so that the relationship between @ and Q* is the same as it is in Theorem 8). In
either case we find by (1.3.14), (1.3.15) and (1.2.11) that

lanlls = > Zo(l)r= > (OE(InIE/‘*))Q<<€N1+(E/4). (8.27)

0<|n|2<N' h|n 0<|n|2<N
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Since HK = N > 1, it follows by (8.15), (8.12) and (8.13) that XN > 64KN >
64N3/2 > 64N*/3 > 8R. Consequently it is implied by the conditions in (8.22),
(8.25) and (8.26) that we have P > 23/272,

Note that in obtaining (8.24) we employ a division of the sum over p which is,
in a sense, ‘twice as fine’ as the corresponding division of a sum used to obtain the
bound (4.6), in the proof of Theorem 8. The conditional conclusion (8.24)—(8.26)
is justified, since for L/2 < M < L, and any coefficients ¢, € C (p € O —{0}), one
has

C(L/2,L) < C(LJ2, M) +C(M, L) < 2max{C(L/2, M), C(M,L)},

where C(a,b) = [ 3, |p12<p Cp |-
If the bound (8.23) holds then, by (8.21)—(8.23), (8.13) and (8.27), one has

So(R, X, N) < (log X) O.(RN?) |lax||3 <. X*/?RNTG</Y) < (XN)*RN
(8.28)

(the last inequality following since, by (8.15) and (8.12), one has X? > K2 > HK
where, by hypothesis, HK = N). This means that we obtain the case t = 0
of the bound in (8.14) when (8.23) holds (given that we have, by hypothesis,
1 > ¢ > 0). Therefore, bearing in mind what we concluded in (8.23)—(8.26), we
may complete this proof by showing that the case ¢ = 0 of the bound in (8.14)
holds if the hypotheses of the lemma and the conditions in (8.15) and (8.24)—(8.26)
are satisfied. Accordingly, we now add to our hypotheses by supposing that the
conditions in (8.24)—(8.26) are satisfied.

By (8.24), (8.18) and (8.19),

T(Q,X,N)
S 2wV L
<« ¥ S @man Y ‘”@P”q (” m>w<cz;q>
2-3/4p<|p|2L2-1/4P %<|Z|2,|m|2<N 0#g€O Pa pa
S(¢,m; pq 21/ Im
€ X v XX e, 3 S0 (0 o)
0#peO %<|E|2,|m|2gN 07#q€D
S(¢, m; pq 2V fm
- X rn, XX w3 S (300 o)
07ped A <ioz jm2<n 07aeo

(8.29)

where w(Z; z) is as defined in (and below) (8.16) and (8.17); while, for p € ©—{0},
the coefficient 6, is a complex number determined by @, X, IV, P, the coefficients
an (0#n € O) and p, and moreover satisfies:

(8.30)

6, = 1 if P/2 < |p* < P,
10 otherwise.
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By a division of the range of summation for the variable £ in (8.29), one may
deduce that

T(Q,X,N) <

> ay wPip)y Y, am

2-3/4L<|)2€2- /4L p#0 %<|m\2<N

x> St i pa) <2W\/%>W(Q;q),

= Ipal? Pq

for some L satisfying
Le {21/4N, 9-V/AN 234N 2—5/4N} and  L>2Y4  (8.31)

Hence, by steps similar to those by which (8.29) was obtained from (8.24), we find
that

T(Q,X,N) <Y w(LiO)Ye > w(Pip)l, > am

££0 p#0 %<|’rn|2§N
S, m;pq) . 2mvVelm
yo B w(Q:q), (8.32)
= Il pq

where w(Z;2) is as defined in (and below) (8.16) and (8.17), while, for £ € O —
{0}, the coefficient Y, is a complex number determined by Q, X, N, P, L, the
coefficients a,, (0 # n € O) and the variable ¢, and is such that

. (8.33)
0 otherwise.

lag| if L/2 < |¢]? <L,
Lol = {

If w € O — {0} then the mapping d mod w9 — d* mod wo is (as is evident
from our definition of the meaning of d* in this context) an involution on the set of
elements of the multiplicative group (O/wO)*; and so it follows by the definition
(1.3.6) that, in (8.32), one has

S(¢,m;pq) = S(m, ; pq).

Given this elementary fact, and given the hypotheses of Theorem 10 regarding
Supp(«) and Supp(f), it follows by (8.32) and the definition (1.3.14) of the coef-
ficient a,,, that we have now

T(Q,X,N) <Y Olp| Y lal” QZqﬁhZZS hk, 4;pq) @(h, k, £,p, q) Yo,

p#0 4#0 k(0
(8.34)
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where, for z € C5,
@(21,22,23,24,25) (8.35)
f(27T W’)a(zl)ﬂ(zQ)w(L; z;;)w(P; 24)w(Q; z5) if z29,...,25 #0,

2425

0 otherwise,

while, for h € O — {0}, the (effectively redundant) factor ¢y, is given by:

. (8.36)
0 otherwise.

{1 if H/2 < |h|? < H,
bn =

We shall complete this proof by applying Lemma 6.3 to obtain an upper bound
for the sum on the right-hand side of (8.34) (that sum being similar in form to the
sum R defined by the equation (6.1)). In order to justify this it is necessary to
first verify that the function ¢ : C> — C given by (8.35) satisfies all the relevant
hypotheses stated in the first paragraph of Section 6. To simplify matters we first
reformulate those hypotheses in terms of the function ¢ : C°> — C given by:

&(z) = <p(H1/221 LKV LM 22y, P22y, Q1/225) for z € C®.  (8.37)

The relevant hypotheses concerning ¢ are that all partial derivatives of the function
(T1,91, - -+, 25,Yy5) = @(x1 +iy1,..., 75 + y5) are defined and continuous on R1?;
that ¢ : C5 — C has the property (6.2); and that, when x,y € R5 are such that
xq+iyq # 0 for d = 1,...,5, the bound (6.3) holds for all j, k € (NU{0})°. Since
H K,L, P,Q > 0, it follows by the chain rule of differential calculus that these
hypotheses concerning ¢ are satisfied if and only if the function & : C® — C given
by (8.37) satisfies three particular conditions. The first of these conditions is that
all partial derivatives of the function (z1,y1,...,25,95) — &(z1,Y1,.-.,25,Ys) be
defined and continuous on R'?. The second condition is that & : C® — C satisfy

1
£&(z) =0 unless 3 < |z1|2, ce z5}2 <1 (8.38)

The third (and final) condition is that one have, for j,k € (NU{0})% and x,y € R5,
the bound:

5

E(zy + iy, ... @5 +iys) <jx H 6~ Untkn) - (8.39)
h=1

Hirttistkite+ks
J1 5 9,k k
81‘1 DY 6$5 8y11 DY 8y55

We do not claim that (8.39) is, by itself, equivalent to (6.3): it is the combination
of (8.38) and (8.39) which is equivalent to the combination of (6.2) and (6.3).

In preparation for the application of Lemma 6.3, we show now that the function
&(z) satisfies the three conditions just mentioned: that being sufficient (given the
observations of the preceding paragraph) to establish that the function ¢(z), in
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(8.34) and (8.35), satisfies all of the requisite hypotheses. By (8.16), (8.35) and
(8.37), we have, for z € C?,

5

£(z) = g(Z)A(Zl)B(ZQ) d1;[3ﬂ(zd) if 29,...,25 #0, (8.40)

0 otherwise,

where (z) is given by (8.17), while

Alz)=a(HY?2)  and  B(z)=p(K'?2)  (2€0C), (8.41)
and v
Z122%:
sorn) =1 (FL22) (ze (@), (3.42)
2425
with (given (8.25), (8.26), (8.31) and the hypothesis that HK = N):
2r(HKL)Y/4 _
Yy =" —on/i6x—1/2 8.43
(PQ)? | (549
for some odd integer n € [—31,27], independent of the variables z1,...,25. In

order that we may reach the desired conclusions concerning the function £(z), we
must first establish certain related facts about the above functions A(z), B(z),
O(z) and g(z).

By hypothesis, the functions «, 5 : C — C are smooth. Hence, and by the
chain-rule of differential calculus, the functions A, B : C — C given by (8.41) are
also smooth. Moreover, the hypotheses of Theorem 10 concerning Supp(«) and
Supp(B) imply that, when z1, 22 € C, one has:

1 1
A(21) =0 unless 5 < 2 * < 1; B(z) =0  unless 5 < |22) < 1.
(8.44)
By (8.41), (8.44) and the hypothesis (1.3.15), we may deduce that, for j, k € NU{0}
and z,y € R,

itk
7 g
Oxi Oyk

)

j+k )
max { ’axjayk A(:E + Zy)

(z+ zy)‘} Ljp 470R) (8.45)

(note that we are here using (8.44) for the cases where |z + iy|? < 1/2).

We turn next to the function Q(z), which is defined by (8.17) (with @ :
R — [0,1/e] there as given below the equation (3.5)). By the case m = 1,
c=(2/log2,1), ¥ = & of Lemma 8.2, the function Q : C — C is smooth (indeed
it lies in the Schwartz space S(C)); the results (8.5), (8.6) of that lemma imply
the result already noted in the first part of (8.18), and show also that

§Iitk

Doy Qz +iy) = 0p,k(1) = Ojk(1) (ke NU{O}, z =2 +iy € C).

(8.46)
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The last two paragraphs contain all that we need concerning the functions
A(z), B(z) and Q(z). As for the function g : (C*)> — C, it follows by (8.42),
(8.43), and the definition of f (below (3.5)), that

Y /212223
5
_<I><06+chlog(|zd|2)> (z € ((C*)s),

g(z) =D ((log 2)_1 log (X1/2
Z4%5
d=1

with ¢ € RS given by ¢; = ¢3 = ¢3 = (4log2)™}, ¢4 = ¢5 = —(2log2)7L,
cg = 1n/16 (where n € [—31,27] is the integer constant in (8.43)), and with ® :
R — [0,1/e] as defined below the equation (3.5). Therefore, by the case m =
5, U = & of Lemma 8.2, it follows that all partial derivatives of the function
(1,91, .,25,y5) — g(x1 +iy1,..., o5 + tys) are defined and continuous on the
set AZ(0,00) C R0 (defined as in (8.1)); given the result (8.4) of Lemma 8.2, it is

moreover the case that, for j,k € (NU{0})® and z = x + iy € ((C*)5, one has

§irttistkite+ks

- — g
or* - - -8x5"8y’f1 p -3y§5

(2) = Oa.4,jx(1) = Ojx(1)
1
when 3 <zl s> <1 (8.47)

Given (8.40) and (8.42), it is an immediate consequence of the properties of
the functions Q, A, B : C — C noted in (8.18) and (8.44) that £(z) satisfies the
condition (8.38). Moreover, given the conclusions of the preceding paragraph
(and since we showed earlier that the functions A, B, : C — C are smooth),
it follows by (8.40) and the product rule that all partial derivatives of the func-
tion (1,y1,...,Z5,Y5) — &(x1 +iy1,...,T5 + tys5) are defined and continuous on
A]},}(O, 00). All those partial derivatives are, furthermore, defined and continuous
on R for if p = (2},9},...,25,y%) is a point of R'® not included in the set
AE(0,00) then, by (8.1) and (8.38), one has &(zy + iy1, . .., x5 + iys) = 0 for all
points (21,y1,...,%s5,y5) in the open Euclidean ball in R!® with centre p and
radius 1/v/2, and so any partial derivative of the function (z1,y1,...,2s,¥5) +
&(z1 +iy1,. .., x5 +iys) is defined and equal to zero on that open Euclidean ball,
and is therefore certainly continuous at the point p.

The above shows that the function ¢ satisfies the first two of the three conditions
stated below (8.37). In order to verify that the final condition there is also satisfied,
we begin by observing that, since the set AX [2*1/27 1] is a closed subset of R0,
it therefore follows from (8.38) that the bound (8.39) holds when one has j. k €
(NuU {0})5 and (z1,y1,...,25,y5) € R0 — AE[271/21]: for in that case the
partial derivative which appears in (8.39) is equal to zero. On the other hand,
when j,k € (NU{0})® and z = x + 4y € (C*)°, it follows by (8.40) and Leibniz’s
rule for higher order derivatives of a product that, for some r,s, t,u with

r,s,t,u € (NU{0}), r+t=j and s+u=k, (8.48)
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one has

i1t Histhit+ks
b J1 b j5a k1 o ks f(Z)
‘Tl ... I5 yl . e y5
aT1+'“+T5+81+“'+85
<a ER N N 55g(z))
Ty L5 0y Ys

< at1+---+t5+u1+-~~+U5
X

5
A(z1)B(z Q(z
axtf __.axgsayiu Oy ( 1) ( 2);[[[3 ( d))‘

gritotrstsiteo+ss otritu 4
<8x71’1 OOy - Oy g(z)) <W (21)>
Otz tuz2 5 Otatua
g B A o , 8.49
g <6w§28y§2 (22)> 11 (axgday;;d (Zd)) ‘ (549

where J = 320 (ja + ka). Given that & € (0,1], it follows by (8.45)~(8.49) that
the condition (8.39) is satisfied at all points (z1,y1,...,%5,95) € AR [2_1/27 1];
since we have already seen that the same is true when (x1,91,...,25,y5) € R0 —
AR[27%/2 1], we may therefore conclude that the condition (8.39) is satisfied when-
ever x,y € R® and j k € (NU {0})5.

We have now shown that the function £(z) satisfies all three of the conditions
stated towards the end of the paragraph containing (8.37). As noted in that para-
graph, it follows (therefore) that the function ¢(z) and parameters H, K, L, P, Q
and ¢ satisfy the initial hypotheses of Section 6 (up to, and including (6.3)): by the
remark below (6.3), we have in particular ¢ € S(C®). By (8.30), (8.33) and (8.36),
the coefficients 0, ¢p, Tr (p € O — {0}, h, £ € O) satisfy the hypotheses (6.4) and
(6.5) of Section 6. Moreover, By (8.22), (8.13) and (8.12), we have N < Q <« N*/3
and H < K; and so it follows by (8.25), (8.26) and (8.15) that

<2’

=927

PQ =Q*Q = XN > KN > HN. (8.50)

Since we have also L < N (by (8.31)) and N = HK (by hypothesis), the pa-
rameters H, K, L, P, @Q therefore satisfy the conditions (6.8) of Lemma 6.1. This,
combined with the preceding observations, shows that, if e; > 0, and if E is given
by E = (PQ)** (1 + §71) < (PQ)*16~!, then the hypotheses of the case ¢ = ;
of Lemma 6.1 are satisfied. Consequently, and since (8.34) shows that we have
T(Q,X,N) < R, where R is the sum defined by the equation (6.1), it follows by
Lemma 6.3 that, for e; > 0,

T(Q,X,N) <. (PQ)!e16~1

1/2
x ((ND)Y2 + (P/K)Q + (P/K)**(QN)2) (N%j nrﬁ) .
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Hence and by (8.31), (8.50), (8.33), (8.27), (8.15) and (8.22), we find that

T(Q, X, N) <. (XN)!erg5-11 <N LK-IXN 4 (Q71XH)3/2 Q1/2N1/2)N1+(5/8)
- (XN)H“NE/S(S_“ (K—1XN+ (R_lXH>3/2 R1/2N1/2) N

for 1 > 0. Taking e; = £/22, we have (X N)!1e1 N/8 = Xe/2N%/8 L (XN)®

(since X, N > 1). Therefore the last bound for T(Q, X, N), combined with (8.21),

completes our proof of the case t = 0 of the lemma. As noted at the start of this
proof, the remaining cases of the lemma follow. |

Lemma 8.5. Suppose that, with the exception of (8.13), the hypotheses of
Lemma 8.4 are satisfied. Suppose moreover that

1< Q< 8NY3, (8.51)
Then
SU(Q. X, N) < (QN)* (67 + )" (Q + N +(Q+ N)'""(HX)’) N, (8.52)

where ¥ is the absolute constant given by (1.2.20) and (1.2.21). The implicit
constant in (8.52) is determined by ¢ and the matriz (c;i); k>0, where cji is the
implicit constant in the term O, k(1) in (1.3.15).

Proof. We consider firstly the cases where
SNY3>Q>N. (8.53)

In these cases QH ! = QN~'K > K > 1. Therefore, when (8.53) holds, it follows
by Theorem 7 and Lemma 8.4 (Wlth /4 substituted for ) that

9
Si(Q,X,N) < max{1, (Qg_l) }St (Q,QH™',N)

<. max<q 1 L ! (QH—lN)€/4 (5_1+\t|)11
5 5 QH*I
X (Q+ (QI;’(_1>N+13/2Q1/2N1/2>N

(1 ) (QK)=/* (57" +e))"
<QN>€/4 6 )" (@ + (HX)PQ ") N, (8.54)

so that the bound (8.52) is obtained.
When (8.53) fails to hold, one has (by (8.51)) 1 < Q < N; an application of
Lemma 7.3 then shows that

S:(Q, X, N) < (S;(5N/2,X,N) + S,(5N, X, N)) log(5N/2).
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Moreover, since N < 5N/2,5N < 8N*/3, we may here apply the bound (8.54),
with either 5N/2 or 5N substituted for Q. As a result, we find that if (8.53) does
not hold then

5,(Q, X, N) < O, (Ns/Q (6~ + )" (N + (HX)'N'=?) N) log(5N/2)
< N (6 + ) (N + (HX)N' ) N,

This bound (valid when @ < N) implies that in (8.52), and so completes this
proof. |

Lemma 8.6. Let 1/4 > ¢ > 0; let Qo > 1; and let ¥ be given by (1.2.20) and
(1.2.21). Suppose moreover that, with the exception of the condition (8.13), the
hypotheses of Lemma 8.4 are satisfied. Let Q > 1 satisfy either Q'=¢ < N, or
Q' > XN, or Q < Qg. Then one has

Si(Q. X, N) < Ci(2,Q0) (QN)* (67 + t) (Q + N + (X/K)’N) N,  (8.55)

where C§ ({—:, QO) is a constant, greater than or equal to 1, and depends only upon
e, Qo and the matriz (cji);j k>0 of constants c;, implicit in the term O; (1) in the
condition (1.8.15).

Proof. We shall deal firstly with the cases where @7 > XN. In the proof
of Lemma 4.1 (where the hypotheses are more general than what is currently
supposed) the bound (4.20) is shown to hold for ¢ € R and @, X, N > 1 such
that Q'73¢ > XN. The same holds true if /3 is substituted for ¢, so that if
Q¢ > XN then one has

5:(Q X, N) <& (QN)7* (Q+ X"N) |lax 3
which, by Theorem 4 and the bound (8.27) for |lay|3, implies that

SUQ. X, N) = 0. ((QN)/* (Q + X¥/°N) N1 HE/)

< (QN)* (Q + X2/9N1*(5/12)€Q*(2/3)s) N

Giventhat 0 < e < 1/4 < 7/3and X, N > 1, we have, in the above, X2/9 N1-(5/12)¢
< (XN)'=(/3) Therefore, and since (1 — (¢/3))(1+¢) < 1+ (2/3)e (as € is posi-
tive), we find that

S,(Q,X,N) <. (QN)*QN  if Q'™ > XN. (8.56)

The above supplies all that we need in respect of the cases where Q¢ > X N.
We now need only to obtain suitable bounds for S;(Q, X, N) in the cases where
@ < max {Nl/(l’f), QO}. In each such case one has either Q=% > N and Q < Q,
or else Q'7° < N. We shall consider, in turn, these two possibilities.
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If Q'=¢ > N and Q < Qo then, since ¢ > 0 and N, Q > 1, one has N < Q!¢ <
Q < Qo. Moreover, given Theorem 4, one has NV < Qg/g and N¢/* < QSM when
N < Qo; and so, from (8.27) and the bound (4.21) (obtained within the proof of
Lemma 4.1), one may deduce that

SH(Q, X, N) <o (@N)* (Q+ (X/N)’N)N it N9 <Q < Q. (8.57)

In comparison to the implicit constant in (4.21), the implicit constant in (8.57)
potentially accommodates an extra factor D(e)QEf/ DFTEM - where D(e), which
is the implicit constant in (8.27), is determined by ¢ and the relevant implicit
constant in respect of the case j = k = 0 of the condition (1.3.15).

If QI_E < N then, since 0 < & < 1/4, one has @ < N/(-e) < N4/3, so that
the condition (8.51) in Lemma 8.5 is satisfied (as are all the other hypotheses of
that lemma). Lemma 8.5 is valid for arbitrary € > 0. Therefore, by applying
Lemma 8.5 with 2 € (0,1/16] substituted for ¢, we find that if Q*=¢ < N then

S(Q, X, N) <. (QN)E) (671 + i)™ (Q + N+ Q' (HX)” + N'?(HX)”) N.
(8.58)
If Q'~% < N then one has also Q@ < N(QN)*/(>=9)_ 5o that

@)@ < @V (N(@N)/=) T = (@N)FONY,

where

Ll s
2—¢ 6\2—5 c

(with the last two inequalities following since ¥ > 0 and 0 < € < 1/4). Since

the hypotheses of the lemma imply that (QN)(EZ) < (QN)e, it may therefore be
deduced from the conditional bound (8.58) that

F(e)

SHQ, X, N) <. QN (5 +t)" (Q+ N+ N'"?(HX)’)N  if Q'"°<N.
(8.59)

Let A(g), B(e,Qo),C(g) > 0 be sufficiently large to serve as the implicit con-
stants in (8.56), (8.57) and (8.59), respectively. Then, given that 0 < § < 1 and
N=HK > K > 1land 9 > 0, it follows by those conditional results, (8.56), (8.57)
and (8.59), that if either 1 < Q < max{N'/(1=9) Qu}, or Q'*¢ > XN, then the
bound (8.55) will hold with Cf (e, Qo) = max{1, A(e), B(e, Qo),C(e)}. |

The proof of Theorem 10. It will suffice to obtain the bound (1.3.16) in cases
where 0 < ¢ < 1/4. Indeed, since (QN)'/* < (QN)® when Q, N > 1 and ¢ > 1/4,
all relevant cases where ¢ > 1/4 follow from cases in which one has ¢ = 1/4.
Therefore we assume henceforth that

0<e<1/4

We shall assume also that
K>H.
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This latter assumption is justified, since the case K < H of Theorem 10 follows
from the case K > H by the substitution of 8, K, a and H for o, H, § and K,
respectively.

Given the hypotheses of Theorem 10, it follows (similarly to (8.27)) that

lan|l; < Ch(e)N'He, (8.60)

where C% = C% (g) € [1,00) is a constant depending only upon € and the implicit
constant in the case j = k = 0 of the conditions (1.3.15). Taking now Cj3 =
Ci3(g) € [1,00) to be one of those numbers whose existence is established by the
case j = 13 of Lemma 4.2, we put

-2
Qo=Qi(e) = (2"°Cus(e)) ™ 7 ana (8.61)
Ci = Ci(e) =max {C;(,Qo) , 271 CL(e)},

where Ci(g,Qo) = CF € [1,00) is any one of those numbers whose existence is
established in Lemma 8.6 (note that we are certain to have here Qo > 272 > 1).
The functions «, 5 : C — C (and hence also the associated parameters H, K, N, 0)
will remain fixed throughout this proof, as does €. The same is therefore true of
all the numbers C% = CZ% (¢), Ci3 = Ci3(e), Qo = Qf(e), Cf = Ci(e,Qp) and
Cy = Cg(e), just described.

For each @ € [1,0), let A*(Q) denote the proposition that, for all X > 1 and
all t € R, one has

SU(Q, X, N) < C3(e)(QN)* (Q+ N + X N?Q'"2 4+ X'KN) (5 +t)" N.

(8.62)
Given that we have K > H and 0 < ¢ < 2/9 (by Theorem 4), the inequality
(8.62), if true, would imply the result (1.3.16) of Theorem 10. Therefore, in order
to complete this proof of Theorem 10, it will suffice that we show that A*(Q) is
true for all @ € [1,00). Since the equalities noted in (4.30) (within the proof of
Theorem 6) remain valid in the current context, we have, moreover:

A*(Q) implies A*(P) if Q+1>P>Q¢€N.

Consequently we may complete this proof of Theorem 10 simply by showing that
A*(Q) is true for all @ € N: this we shall achieve through a ‘proof by contradiction’.
Suppose that A*(Q) is false for some @ € N. Then, for reasons similar to
those which justify (4.32) and (4.33) in the proof of Theorem 6, there must exist

a unique R € N such that
A*(R) is false (8.63)

and
A*(Q) is true for Q € [1,R). (8.64)

Lemma 8.6 implies that A*(Q) is true for all real @ > 1 satisfying either @ < Qf(e),
or Q'7¢ < N: for the definition (8.61) ensures that C(e) > C5(g,Qo), and so, in
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all the relevant cases, the result (8.55) of Lemma 8.6 implies the inequality (8.62).
Hence, given (8.63), we must have:

R>Qie)=Qo>1 (8.65)

and
R'™ > N. (8.66)

By Lemma 8.6 (again), we moreover have

SR, X,N) < Ci(5,Qo) (RN)*(R+ N + X K"N) (6~ + i)' N
for t e R, X € [1,R'"*¢/N]. (8.67)

The steps we shall now take in order to complete this proof are similar to those
taken (after (4.34)) in completing the proof of Theorem 6. We shall deduce from
(8.60), (8.61) and (8.64)—(8.67) that the proposition A*(R) is true: since that
conclusion will directly contradict (8.63), we shall thereby have given a ‘proof by
contradiction’ that A*(Q) is true for all @ € N, and so (given the points noted
below (8.62)) shall have completed the proof of Theorem 10.

By (8.61) and (8.67), we obtain the bound (8.62) for @ = R, all t € R and all
X € [1,R'*¢/N]. Therefore, if it can be shown that (8.62) holds for @ = R, all
t € R and all X > R'*¢/N, then we may deduce that A*(R) is true. Accordingly,
let us suppose that

teR and X > R'™/N (8.68)

(by (8.66) this ensures that X > R?® > 1). Then, given the observations immedi-
ately preceding our supposition of (8.68), the proposition A*(R) is true if it can
now be deduced that

Sy(R, X, N) < C3(e)(RN)* (R+ N+ X N?R"2 £ X" K~N) (5" +t])"' N.

(8.69)

By (8.68) and (8.66), the case @ = R of the condition (4.22) in Lemma 4.2 is

satisfied. Therefore, by applying Lemma 4.2 for Q = R and j = 13, we find that,

for Y = min{X, R>~¢/N}, some v € R and some L € (YN/R,2'°Y N/R), one
has

X 9
Si(R, X, N) < Ci3(e) (> ((1 + v —t)) TS, (L, Y, N) + R (/3 ||aNH§) :

Y
(8.70)
Here, by (8.66), (8.68) and the same calculations as carried out below (4.36) (in
the proof of Theorem 6), it follows that

Y>1 and 1<L<2"YN/R<2R"5. (8.71)

Moreover, given that 0 < & < 1/4 and Cy3(e) > 1, it is implied by (8.65) and
(8.61) that

-1
RE > (29C15()) % ) > 2180 5 910, (8.72)
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The inequalities in (8.72) and the second part of (8.71) imply that 1 < L < R.
It therefore follows, by (8.64), that the proposition A*(L) is true. In particular,
a valid inequality is obtained in (8.62) when we there substitute L, Y € [1, c0) and
v € R for @, X and ¢, respectively. It is therefore the case that

Sy(L,Y,N) < Ci(e)(LN)* (L+ N + YN?L'=2" 4 YP K~/ N) (6~ + Ju]) ' V.
(8.73)
Since 0 < e < 1/4 and 0 < ¢ < 1, it follows by (8.66), (8.71) and Theorem 4 that
we have, in the above,
L+N+ Y19N19L172’l9 g 210R17€ 4 les +R(27€)’l9 (210R175)1—2’l9
— (210 + 1) Rl—f;‘ + 210(1—219)R1—(1—19)E
g (211 + 1) R17(7/9)6 < 223/2R176/3’
g
(LN)E < (210R1—EN)5 < 25/2 (R1—8/3N)
and
Sl =04 t+ -t <5 [+ -t <) L+ v—t]).
Therefore the bound (8.73) certainly implies that
(14 ]o—t)) " 8, (L, Y, N) < 214¢%(e) (Rl‘E/BN)
X <R1_5/3 + Y”K—ﬂN) G+ )N (8.74)
Moreover, by (8.60) and (8.61), we have
R1+(2—5)a/3 ||aNH§ < R1+(2—a)5/3C:O(E)N1+a _ C;ko(E) (R1_E/3N)5+1
e+1
< 2105 (e) (R1‘5/3N) . (8.75)
Since §=1 > 1, it follows by (8.70), (8.74) and (8.75) that

19 €
SR, X, N) < 25Ch5(6) 0 (<) (;() (r1-<2n)

x (R4 Y KON (671 + )N
= 215015(e) R~ /3CE () (RN)*

X 9
X <<Y> R1—8/3+X19K—19N) (57 +[¢) "N,

where, just as at the end of the proof of Theorem 6, one has:

v )
(if) R L max{R15/3, <1§;J—Va> R1€/3} < R+ XYNYR-2Y

<R+ N+ XYNYRI-?
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(with the penultimate inequality following by Theorem 4). By (8.72) we have, in
the above,

215013(€)R_E2/3 < 1.
It may therefore be deduced that the inequality in (8.69) holds: this (as observed
immediately above (8.69)) is sufficient to establish that the proposition A*(R) is
true, so that the statement (8.63) is contradicted. Consequently, as explained in
the paragraph below (8.67), the proof of Theorem 10 is now complete. |

9. Proving Theorems 11 and 12

In this section we prove first Theorem 12, and then Theorem 11. We begin with
two lemmas required in the first of these proofs.

Lemma 9.1. Let gq,7,s € © — {0} be such that ¢ = rs and (r,s) ~ 1; let T =
To(q) < SL(2,9); let goo € SL(2,C) be as in (1.8.3); and let u,t € O and
g1/s € SL(2,C) be such that the equations (1.4.1) and (1.4.2) hold. Then

gl_/lsfgoo = {(Aﬁ BNF) :A,B,C,D €O and ADr =1+ B(Js}, (9.1)

Csyr Dy/r
g g =4 (A BY.AB.CDeOand AD =1+ BCqb =T = g='1
1/s-91/s Cq D y 2y Ly q Joo 1 Goo)

(9.2)
and the condition (1.1.1) is satisfied when ¢ € {oc0,1/s}.

Proof. Let G(r,s) denote the set on the right-hand side of the equation (9.1).
Since I' = T'y(q), and since (1.3.3) makes goo the identity element of SL(2,C), it
follows that the final two equalities in (9.2) are trivial consequences of the definition
of the Hecke congruence subgroup I'o(g), and that g /1SFgoo =g, /151‘. Therefore,

in order to complete the proofs of (9.1) and (9.2), it will suffice to show that
gl_/lsF =G(r,s) and G(r,s)g1s =T. (9.3)

We begin with a proof of the first equation in (9.3). Suppose, firstly, that
~ € I'. Then, for some a,b, c,d € O satistying ab— c¢d =1 and ¢ | ¢, one has

c d

By (1.4.1)-(1.4.2), the matrix g;/, is an element of the group SL(2,C), and so it
follows from (9.4) that

(a b) =~ eI < SL(2,0). (9.4)

91/s7 € SL(2,C). (9.5)
Moreover, by (1.4.1)—(1.4.2) and (9.4) (again),

aita= (2 TR (D)
= (e T i) = (e W) e w0
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where, since ¢ € ¢O = rsO, one has A, B,C,D € O. By (9.5) and (9.6) the
determinant of the last matrix is equal to 1, so that ADr = 1 + BCs. It has
therefore been shown that

g AT € G(r,5). (9.7)
Suppose now that
B AI\/; B//\/,F
h= (C”s\/F D’\/T“) e G(r,s). (9.8)

Then, since g;,5 € SL(2,C), and since G(r, s) is a subset of the set of elements of
SL(2,C), one has
g1/sh € SL(2,C).

Hence, and by (1.4.1),

L[V UNE) (AVE BVE
g1/s = S\/; u\/,]j C/S\/; D/\/F
o Ar+C'st B' + D't _
o ((A’ +C'u)rs B's+ D’ru) €lo(g) =T
(for we have r,s,t,u € O, rs = ¢q and, by (9.8), A/, B',C', D' € ). Since
the relation g;/,h € I' implies that h € g;/lsR the above therefore shows that
G(r,s) C gf/lsl". This, together with (9.7), completes the proof of the first equation
in (9.3).
We may employ a similar strategy to prove next the second equation in (9.3).
Suppose that v is as in (9.4). Then, since SL(2,C) > v,g1/s, one has ’ygl_/ls €
SL(2,C). Since it moreover follows from (9.4) and (1.4.1)—(1.4.2) that

1 _f(a b ur =t/ r\ (auw — bs)\/1 (—at +br)/\/r
YT Ne d) \=svr v ) T \e/s)u—d)syr o (=(e/r)t+ )y
(where ¢/s,c/r € O, since ¢q | ¢), we have therefore that Wg;/ls € G(r,s). This
proves that I'g;’ /ls C G(r,s), and so enables us to deduce that

Ic G(Ta 5)91/5' (99)

On the other hand, for h as in (9.8), one has hg;,; € SL(2,C) (since h,gy,s €
SL(2,C)) and so

W (AVE B (VE

91/s = C's\/F D/\/; S\/; u\/;
([ Ar+B's A't + B'u _
o ((C”+D’)rs C”st—|—D'ur> €lo(g) =T

Therefore we have that G(r,s)gi1/, € I'. This, together with (9.9), proves the
second equation in (9.3).
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In order to complete the proof of the lemma we must show that (1.1.1) holds
for all ¢ € {o0,1/s}. Let ¢ € {c0,1/s}. Then, by either (1.1.3) or (1.4.1)—(1.4.2)
(whichever is appopriate), the scaling matrix g, is an element of SL(2, C) satisfying
gcoo = ¢. Indeed, if ¢ = oo then, by (1.3.3), goo[1,0] = [1,0] € P!(C), while if
instead ¢ = 1/s then, by (1.4.1)-(1.4.2), g1/4[1,0] = [/, sy/r] = [1,5] € P'(C).
It follows that when v € I' one has y¢ = ¢ if and only if g; 'yg.00 = oo, for the
latter equation is equivalent to the equation yg.0o = g.00, and, as we have just
seen, g.oo = c¢. Therefore, and since the trace of any v € I' is invariant under
conjugation by an element of SL(2,C), it follows from the definitions of I'; and I",
preceding (1.1.1) that

g ' Thg. = {g e g:'Tge : goo = oo and Tr(g) = 2}. (9.10)
Recall now that, if
a b
o= (2 1) estec

then one has goo = oo if and only if ¢ = 0. Given this fact, it follows from (9.10)
and (9.2) that one has

g Tg. ={g €T : goo = 0o and Tr(g) = 2}

c

:{(A B) "AB.DeD, ADzlandA+D:2}

0 D
1 B
(6 1)-0e)
which is the required result (1.1.1). [ |

Remark. The calculation below (9.9) (in the same paragraph), is somewhat su-
perfluous. Indeed, by (9.9) and the first equation in (9.3), one has I < gl_/lsfgl/s;
and it is not possible that I" be a proper subgroup of g /1SFgl /s, for the covolumes
of these two discrete and cofinite subgroups of G = SL(2,C) are equal.

Lemma 9.2. Let the hypotheses of Lemma 9.1 be satisfied. Let w,w’ € O. For
a,b € {oo,1/s}, put

Oyen = > e (Re (B(1)u(1)w)) du(yyw fu(r): (9.11)

I vel\I' : yb=a
- _(u(v) B()
sta=("0" i)
where 6, equals 1 if w = z, and is otherwise zero; and let aC® and the generalised
Kloosterman sums Sqp (w,w’;c) (c € °C°) be given by (1.1.13)—(1.1.15). Then
one has what is stated in (1.4.3), (1.4.4), (1.4.16) and (1.4.17); and it is moreover
the case that
4 if =w=0,
O =0T = N bwwwr =42 W =Hw A0, (9.12)
ueo* 0 otherwise.
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Proof. By Lemma 9.1, we have (9.1), (9.2) and (1.1.1) for ¢ € {c0,1/s}, which
implies that

I =gBYgrt (e € {oo,1/s)), (9.13)

where, recalling the notation of Subsection 1.1, one has B* = {n[a] : « € O}.
Given the definitions (1.1.13) and (1.1.14), the result (1.4.3) concerning */5C> will
follow if it can be shown that, when ¢ € C — {0}, the set g /lsl“goo contains an

element of the form
% %
() -

c/svre  and (¢/sv/r,r) ~ 1. (9.15)

if and only if

Accordingly, let ¢ € C — {0}. By (9.1), the set g, /1811900 contains an element of
the form (9.14) if and only if ¢ = C'sy/r for some C' € O such that the congruence
rX = 1 mod CsO has a solution in 9. Moreover, since Z[i] is a principal ideal
domain, and since (r, s) ~ 1, the conguence in question is soluble if and only if the
Gaussian integer C' = ¢/sy/r is coprime to r. Hence, in (9.15) we have necessary
and sufficient conditions for g, /1SF Joo toO contain at least one element of the form

(9.14). This completes the proof of (1.4.3).

The result (1.4.16) follows similarly (but even more easily) from (9.2): we omit
the relevant details.

As a first step towards the proof of (1.4.4) and (1.4.17), we observe that, as
a consequence of (9.13) and the definitions (1.1.13)—(1.1.15), one has

oy a ,d
Sap (w,w'sc) = > e(Re(wc—i—w C))

BF(% %)BteBt\g; 'eTtg,/B+

'd
. ) (R(M)) (9.16)
d+cO€eC/(cD) a+cODEC/(cO) ¢
(¢ 2)€9a"Tao

whenever (a,b) € {00,1/s} x {00,1/s} and ¢ € °C®. Note that the final sum in
(9.16) is completely determined by w, w’, ¢ and the set g;'T'gp C SL(2,C). Hence,
and since we have gl_/lsfgl/s = 92 T gos, by (9.2), and 1/5C1/s = ¢ = ¢O — {0}
(by the result (1.4.16), which follows from (9.2)), it is therefore the case that

S1/61/s (W, w5 Cq) = Sog 00 (w,w'; Cq) for C € O —{0}. (9.17)

Moreover, by substituting into the case a = b = oo of (9.16) the explicit description
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of g!T'goo = T given in (9.2), we find that, for 0 # C € O,

SemlediC= B (e (AED))

D+CgDED/(CqD) A+CqDED/(CaD)
(éqq E)EFO((I)
A 'D
- X efre(#1EERY).
A,D mod Cq9O q
AD=1 mod Cq9O

The conditions of summation here ensure that (D,Cq) ~ 1 and A = D* mod C¢9O.
The above therefore shows that we have

Soc,00 (w,w';Cq) = S (w,w'; Cq) (Ceo—{0}),

with S(u,v;w) as defined in (1.3.6). By this and (9.17), the result (1.4.17) follows.

To prove (1.4.4), we observe that, by (9.1), (9.16) and the (already proven)
result (1.4.3), it follows that when ¢ = Csy/r, with C € O — {0} and (C,r) ~ 1,
one has

D+CsOeO/(CsO) A+CsODeD/
ADr=1 mod CsO

A "D
Z Z e (Re (w g @ )) .
D mod Cs®O A mod CsO 5

(D,Cs)~1 A=r*D* mod CsO

The result (1.4.4) follows, since the last sum above is (by the definition (1.3.6))
equal to the simple Kloosterman sum S(wr*,w’; Cs).

To obtain the result (9.12) (and so complete the proof of the lemma), we note
firstly that, by (9.11) and (9.13), one has

55’71, = Z e (Re (Buw)) duw wr fu (9.18)

Bt (g 17u> €B*\g7 'Tga
when a € {oo,1/s} (it should be noted here that if v € I is such that g; !ygs00 =
00, then ya = a). As an immediate consequence of (9.18) and (9.2), we find that

53}/:)/1/9 - 5(30w0/0 = Z € (Re (ﬂuw)) 5uw,w//u

B+ (0 u )eB+\F

> > e (Re (Buw)) Suey o u

u€O* B+(1/u)DeN/((1/u)9)

Z Z € (Re (Buw)) 6uw,w//u'

u€D* f4+0€H/O
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Therefore, since /9 = {0+ O}, since e(Quw) = ¢(0) =1 (for u € C), and since

Z 5“‘”7‘“’/“ - Z Ouiww = 2000 + 20w
u€O* u€eO*

we obtain all parts of (9.12). [ |

The proof of Theorem 12. This proof is an application of the preceding lemma,
in conjunction with two results from [22]. The first of the latter two results [22,
Theorem B] is a ‘spectral to Kloosterman’ summation formula (inverse in effect
to the ‘Kloosterman to spectral’ summation formula in (1.2.1)); the other is [22,
Theorem 1], which has been reproduced in Subsection 1.2 of the present paper (it
appears there as Theorem 2).

Let the hypotheses of Theorem 12 be satisfied. Put N/ = {v € C: —2/3 <
Re(v) € 2/3}; and let the function h : N X Z — C be given by:

(9.19)

h(v.p) = (X¥ 4+ X ")exp(v?) ifveN andp=0,
P70 if v e N and p € Z — {0}.

This function h satisfies all of the relevant hypotheses of the case o = 2/3 of
[22, Theorem B], as summarised in [22, Theorem B, Conditions (i)—(iii)]. Indeed,
by (9.19) we have, for (v,p) € N X Z,

h(—l/, _p) = h’(l/7p)
and

h(v,p) < (1 +|p)) ™" exp(|(log X)Re(v)| + [Re(v)[* — [Im(v)|*)

. 2 4 1 A
S @+ p) " exp( 3 [log X[+ 5 ) {1+ 5 [Im(v)]

<x (14 lp)™* (1 + |tm(z))

(which takes care of [22, Theorem B, Conditions (i) and (iii)]); and, with regard
to [22, Theorem B, Condition (ii)] (requiring that, for each p € Z, the function
v +— h(v,p) have a holomorphic continuation into a neighbourhood of the strip
N'), it suffices to note that, since X is positive, both the functions v — 0 and
v — (XY + X V) exp(v?) are entire. Since we have, moreover, I' = I'g(q), where
q,r,s € O — {0} satisfy (1.4.18), and since the last part of Lemma 9.1 (and its
proof) shows that the scaling matrices g, and g, /, satisfy the relevant hypotheses
(including the condition (1.1.1)), it therefore follows by [22, Theorem B]| that, for
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a € {oc0,1/s} and m,n € O — {0},

)
> e (mivv,pv) & (nsvv,pv) h vy, py) (9.20)
14
(")

1 -
+> Tri. T > /Bg (m;v,p) BY (nyv,p) h(v, p) dv

[V C 1

peNeTZ ()
(")

m,n;c 2my/mn
471'3 Z/ (v, p) p -2 du—i— Z aa|c|2 )Bh< " ),

PEL () ceace

where 47,5, is as defined in the equation (9.11) of Lemma 9.2, and where the

B-transform is that defined above (1.2.5), in the proof of Theorem 1; while the
meaning of any other non-standard notation used is explained in Subsection 1.1.

By the results of Lemma 9.2 (specifically (1.4.16), (1.4.17) and (9.12)), it follows
that the right-hand side of the equation (9.20) is independent of the choice of cusp
(that choice being between having a = 1/s, or else a = 00): the same is therefore
true (when m and n are given) of the numerical value of the left-hand side of
the equation (9.20). Therefore, and since our choice of test-function h (in (9.19))
ensures that h(v,p) # 0 ounly if p = 0, we may deduce that

ma/*(m,n;h) =0 (m,n;h)  (m,neO—{0}),
where
™)

n;(m7n7h’): Z C%/ (m;VV7O)CaV (n;VVaO)h(VV7O)
Vipy=0

)
1 -
+ Z m / Bg (m; v, 0) B? (n; v, 0) h(l/, 0) dl/.
cel (0)
Consequently one has
H)/*(b,N;h) = H®(b, N; h), (9.21)

where, for a € {o0, 1/s},

Hi(b,N;h) = Z Z by by 02 (m, 13 h) =

A <imf.n2<N

()

>

Vipy=0

2
h (Vv,O)

Z bncg/ (n;Vv,O)

1 <Inl’<N

247” r 17 /

(0)

N

2

Z b, BE (n;v,0)

%<|n|2<N

h(v,0) dv.
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Recall now that the index V in the second last summation denotes a cuspidal
subspace occurring in the orthogonal decomposition (1.1.3) of the space °L?(T'\G).
For each such V the associated spectral parameter vy is either positive (and less
than 2/9), or else lies on the ray i[0, c0) in the complex plane (see (1.1.2)—(1.1.4)
and the paragraph containing (1.1.11)). Hence, and by (9.19), we may rewrite the
expression just obtained for Hg (b, N;h) so as to obtain:

H(b,N;h) = p3(b,N; X) +2> R (b,N;X)  (ac{oo,1/s}), (9.22)
7=0

where pg(b, N; X) is the sum defined in (1.4.19),

()
b N;X) = Y

\4 :pv=0
vy €i[0,00)

x cos ((log X) Im(vy)) exp(— (Im(VV))2>

Z bpcys (n; vy, 0)

T<mpN

and

o

1(b, N; X) szr r//

— 00

Z b Be (n;it, 0)
%<|n\2<N

x cos ((log X)t) exp(—t?) dt.

Moreover, since —1 < cosf < 1 for all real 8, and since

oo

/Texp(—T2) dT = % exp(—t*)  (t€R),

[t]
we have here

1 oo
RS (b, N;X) <4y /Eu q.1/2,T;27"N,b) T exp(—T?) dT
h=0

(a € {o0,1/s}, j =0,1), (9.23)

where the sums Ef (g, P, K; N,b) (a € Q(i) U{oo}, j = 0,1) are those defined by
(1.2.7)—(1.2.8), in Theorem 2.

In the above, each sum Ff(g,1/2,T; N, b) is, by its definition, a real-valued and
monotonic increasing function of the real variable 7T, and satisfies
0 < Ef(q,1/2,K;N,b) < Ef(q,1, K;N,b) for all real K. Hence, and by The-
orem 2, it follows from (9.23) that, for a € {0,1/s}, j = 0,1 and any ¢ > 0, one
has
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RS (b, N; X)
1 o0
<4y /E; (¢,1,K;27"N,b) (K — 1) exp(—(K — 1)*) dK
h=0 7

< / (14 K2) (K + 0. (N***[u(@)PK 1) ) w3 (K — 1)K dK

< (1 + O (N u(@)]?)) b3 - (9.24)

Given the definition of p(a) in (1.2.10), and in light of Remark 3 below Theorem 2,
we have here

L q S
1(1/s) " ((50), a/(s0) )~ 4T ooy

and so we may deduce from (9.22) and (9.24) that

_ 2
Hy (b, Ni ) = p(b, N5 X) + O( (14 0. (N+7]g1 %)) b3
(a € {o0,1/5}, € > 0).
By the substitution of these results into (9.21), one obtains the result seen in

(1.4.20). |

We end this section with the proof of Theorem 11. By way of preparation,
we include here three more lemmas. The first of these is a corollary of Theo-
rems 4, 5, 9, 10 and 12: the others are of a technical nature.

Lemma 9.3. Let the hypotheses of Theorem 11, concerning 9,¢, N, L,§, P,Q, R,
S, X € R, the function A : C — C, the set B(R,S) C O x O and the func-
tion b be satisfied; let a, € C for n € O — {0}; and, for u,y € R, let S3°,* =
S (R, S; X5 L, N) be given by:

(To(rs))

Seor= > Ib(r,9)] ZX”V

,s)EB(R,S
(r.s)€B(R.5) Vo

<| ST AP Gy, 0) Y @ nl* e/ (nvv,0)] . (9.25)

Lojer<e F<inp<n

Then the function (u,y) — Soy” s continuous and bounded on R x R; and, for
(u,y) € R xR, one has

(525 < @V blI2 lawlf? L(L + Q)(N + Q)

X2LN v 1"
X <1+ (L+Q)2(N+Q)> (6= + Jul) (9.26)

where ||lan||2 and ||b||2 are as defined in (1.2.11) and (1.4.13), respectively.
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If it is moreover the case that the hypotheses of Theorem 10 concerning H, K €
R, N, the functions a, 8 : C — C and the coefficients a,, (n € O—{0}) are satisfied,
then one has also

(5257)? <. Qb2 NL(L + Q) (9.27)

X <(l ~ariar) v (1 M)Q)

_ 1, 11
X (07 Jul) (07 + [y])
where ||b||oo is as defined by (1.4.15).
Proof. Let

2 X2

Then Z > L > 1 and Z' > 0, and for v > 0 one has
1 <XV _ ( /ZZ/) — ZV/Q (ZI)V/Q,

It therefore follows, by (9.25) and the Cauchy-Schwarz inequality, that

0< (S35 (R, S; X L,N))” < S°(R, S5 Z; L) Si(R. S: Z'; N), (9.29)
where
(To(rs)) ‘ 2
SRS Z; L) = > > 2 Y AP e (G vy, 0)) (9:30)
(r,s)EB(R,S) VVV>O 2<|€|2<L
and
S,(R,S;Z';N)
(To(rs)) _ 2
= > sl S @) Y @l (mev,0)] . (9.31)
(r,s)€B(R,S)

50 TN
Since the relation (r,s) € B(r, s) implies that 0 # rs € O and RS/4 < |rs|]? <
RS = @, and since
{(r,s) € B(R.S) :rs =q}| < 1= ( |€/4) for g€ O—{0}, (9.32)
rlg
it consequently follows by (9.30) that

So (R, S;Z; L)
2

Z A(0) €17 52 (45 1y, 0)

0l <|£|2§L

(To(q))

D VD M W &

weq0,1 Q
2w{<Q} SwFT <lgI2< Sow Vv>0
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Therefore, given that the parameters L and d, and the function A : C — C satisfy
the hypotheses stated in Theorem 11, and given that ¢ > 0, it follows by Theorem 9
(applied with /6, Z, L and A substituted for ¢, X, H and «, respectively, and,
when it is appropriate, with /2 substituted for @) that one has:

SR, S; Z; L) < Q/° (57" + [ul) "' 57(Q + L)"+</°L.

By this bound, together with Theorem 4 and the conditions in (1.4.6), we find
that

S®(R,S; Z; L) <. QPL(L+Q) (67" + [u]) " (9.33)

In order to obtain a suitable bound for Sy (R, S;Z’; N), we note firstly that,
since Z' > 0, it follows that if ¢ = rs, with (r,s) € B(R, S), and if

Y=2+1 (9.34)

(sothat Y > Z’ > 0 and Y > 1), then

2
> e/ (nivy,0)

o0 T npp<n
(To(q)) 2
< DY @ e/ i, 0)
P50 F<inp<n
(To(q)) 2
<2 Z Z Y”V‘ Z a7n|n\2iyc%//s(n;1/v,0) ,
YOV W i<y

and so, by Theorem 5 (applied with £/8 and Y substituted for ¢ and X, respec-
tively, with IN/2 substituted for N, when appropriate, and with b,, = @, |n|*"¥, for
n €O — {0}, and a = 1/s), one has:

(To(9)) 2

ST@yl ST @ e/ (nivy,0)
\%

N
vy >0 7 <InlP<N

-0
< (1 +Y M, N)G(q) (1 +0. (Ml/s N1+8/8))1 (a)

X ||aNH§ log(2 + Mf/ls N1,
where ©(q) is as defined in (1.2.20), and where M, ;s = |u(1/s)|> = |q|2 (for, as

noted towards the end of the proof of Theorem 12, one has 1/u(1/s) ~ ¢ when
I' =Ty(q) and s € O is a factor of g such that (s,q/s) ~ 1). Hence, and by (9.31),
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Theorem 4, the definition (1.4.8) and the conditions in (1.4.6), we find that

S;(R,S;Z';N)

O(rs) 1-0O(rs)
YN N
= § b 20 N/B 1+ — 1
| (7‘,3)\ 8( + |7“s|2 + |7“s|2

(r,s)€B(R,S)

rs|?
X ||aN||§10g<2+ |N|>>

YNY/ N\’
<@ (1430 ) (147)  lanl3lo (9.35)

where [|b]|2 is as defined in (1.4.13), while Y is given by (9.34) and (9.28) (ensuring
that we have Y > 1, and so justifying the upper bound given here for the sum
over r and s).

By the combination of results in (9.29), (9.33) and (9.35), we have the bound

9 1-9
(5297 (R, 8; X; L, N))* <. Q°L(L + Q) <1 + YN) (1 n N)

Q Q
_ 11
x lawllz 18113 (57" + Jul) (9.36)
where, by (9.28) and (9.34),
1+ﬂf1+ﬂ+@fl+g+ﬂ
Q Q Q Q (Q*+1*)Q

s (” (Q+22§2(LQ]2V+N)> (“g)'

Since 0 < ¥ < 2/9, the relations on the last line imply that

(1 * Yév)ﬁ(l * g)w < (1 RE +22§2<Lg T N))ﬁ (1 * g)

< (” <Q+)L(>22L<22V+N>)ﬁ <Q5N) ’

and so, by the bound in (9.36), we obtain the result stated in (9.26).

The statement preceding (9.26) merits some justification. Recall that, for
each Hecke congruence subgroup I' < SL(2,9), there can be at most a finite
number, F(I') (say), of irreducible cuspidal subspaces V C L?(I'\G) that have
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vy > 0 (these V corresponding to the ‘exceptional’ eigenvalues Ay discussed below
(1.1.11)). Hence, and by (1.4.6), (1.4.8), (9.25) and (9.32), one has, for u,y € R,

E(To(q))

sr= Y YO Y xved)

0<|q|?<Q slq Jj=1

x|y ST w0z ;)P 0|,

Lojep<e T<mpen
where Q, L, N, Cy(s), v(¢,7), wq;(¢) and 24 s ;j(n) denote complex numbers (real
and non-negative, in the case of @, L, N, C,(s) and v(q, j)) that are independent of
the variables u and y. Since one has here E(T'g(¢q)) < oo and [{m € O :0 < |m|? <
M} < 4M < oo (for 0 # g € O, M > 0), and since all functions of the form
(u,y) = [€**|n|*"¥ are continuous, the continuity of the function (u,y) — S5
on R x R therefore follows. We have, moreover, both min{S3%* : u,y € R} >0,
and

E(To(q))

max{Se5 tu,y €R} < Y D Clgs) Y, XY@ N wg,(0)]
j=1

0<q2<Q slq %<M|2<L

<Y zge(n)| < oo,

T <inl2<N

so that the function (u,y) — S5%" is bounded, as asserted in the statement of the
lemma.

In proving the one remaining result of the lemma, which is the bound (9.27),
we may of course assume the relevant premise, stated in the lemma. Accordingly,
it is to be supposed that the hypotheses of Theorem 10 concerning H, K € R, N,
the functions «, 8 : C — C and coefficients a,, (n € O — {0}) are satisfied. Since
we assume these hypotheses in addition to (and not as a substitute for) those that
were previously assumed, it follows that all the results previously obtained in this
proof remain valid: we refer, in particular, to the results (9.29), (9.33) and (9.35),
through which (9.36) was obtained. We shall show that, given the additional
hypotheses, one can obtain a stronger bound for the sum S;(R,S;Z’; N) than
that obtained in (9.35). By using this stronger bound, together with (9.29) and
(9.33), we shall obtain the result in (9.27).

Let Y and Z’ be given (as previously) by (9.34) and (9.28), so that Y > Z’ > 0.
Then, for v > 0,

(Z") <Y"<Y"+Y V< (Y +Y V) exp(v?) = hy(v) (say).  (9.37)

Hence, and by Theorem 12 (with b, = @, [n|*¥ for n € O — {0}, and with £/8
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substituted for €), we find that if (r,s) € B(R,S) and ¢ = rs, then

(To(9)) 2

D@30 am P/ (nw,0)
VVV>O %<\n\2<N
(To(a)) -
<D )| DD @i/ (v, 0)
w0 TN
(To(q)) _
= 2 wv)| 3D @lnVe (nivy,0)
v

N
vy >0 I<|n‘2<N

+0( (140 (lal2N"/%) ) a3 - (9.38)

2

2

Since Y = Z’' + 1 > 1, the function hy : (0,00) — (0,00) defined in (9.37)
satisfies

2 < hy(v) < 2Y"exp(v?) for v >0.
Morever, it follows by (1.2.20), (1.2.21) and (1.1.11) that, for each cuspidal sub-

space V C °L?(Ty(¢)\G) indexing a term of the sum on the right-hand side of the
equation (9.38), one has 0 < vy < 2/9, and so

1 <exp(vy) < exp(4/81).
With the aid of these observations, one may deduce from (9.38) and (9.31) that

0<S;(R,S;Z';N)
(To(rs)) 2

<2exp@/8) Y0 P S Y| S @ lnPres (nivy,0)
1%

(r,s)€B(R,S)

N
>0 T<inpn

N
Lo (N a2 Y |b<r,s>|2(1+)

|rs|?
(r,)EB(R,S)

Hence, and by (1.4.6), (1.4.8) and (9.32), we obtain:

(To(q)) 2
S;(R,S;Z';N) <. Q/8|b||%, Z Z Yy Z @, [n|*"Y e (n; vy, 0)
2 1qP<Q 150 N onp<n
+ N5 lan |3 [1Bl13%(Q + N), (9.39)

where, as noted in (8.60), within the proof of Theorem 10, one has
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lanls <, N7 (> 0), (9.40)

with an implicit constant that is determined by 7 and the value of the implicit
constant associated with the case j = k = 0 of the condition (1.3.15).

Given what we currently suppose concerning the coefficients a,, (n € O —{0}),
it follows by Theorem 10 (applied with /8, @: C — C, 3: C — C, y, Y and,
when appropriate, /2 substituted for e, « : C - C, 8 : C — C, ¢, X and Q,

respectively) that one has, for Q; € {Q/2,Q} with @, > 1,

(To(a)) |
Z Z Yyvv Z @ [n*Y e (n; vy, 0)
Q1 v

N
=5 <lal?’<Q1 vy>0 T <Inl2<N

1 11 y Y vy /8 nrl+e/8
0~ 1+ ——— 1 N| Q/8BNITe/8,
< (071 +1yl) ( +Q%N1)Q+( +H+K> Q

Since 0 < ¥ < 2/9, since 0 < § < 1, since N < Q? (by (1.4.6)), and since

Y = 7'+ 1, where Z' is given by (9.28), it follows by (9.39), (9.40) (for n = £/8)
and (9.41) that one has

vy oV vy
* L7l e/2 2 -
Si(R,8; Z'; N) <. Q7> N|b|% (<1+ QzN—1> Q+ (H H+K> N)

(9.41)

x (67 + )™ (9.42)
where
Y 14z _  ZN_ . XN _ . XNL
v men S T ne < e e
and
Y _1+Z’<1+ z' _1 X2
H+K H+K 2 H+K 2 (QL'+L)(H+K)
<1+ XL
(Q+L)(H +K)
By (9.29), (9.33), and (9.42) and the bounds just noted, the result in (9.27) follows.
|

Lemma 9.4. Let B > 1, X > 0 and t € R; let the function Q : (0,00) — C
be infinitely differentiable, with support Supp(2) C [B’l,B]; and let the function
¢ :(0,00) — C be given by

p(r) = Q(Xr?) r? (r>0). (9.43)
Then ¢ is infinitely differentiable on (0,00), satisfies
09 (r) <q,; (L+|t)ir™7 (j e NU{0} and r > 0), (9.44)
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and has
Supp(SO) g I:B—l/QX—l/Q’ Bl/2X_1/2}. (945>
Moreover, the function f : C* — C given by
f@)=¢(z)  (z€C), (9.46)

is even, smooth and compactly supported in C*.

Proof. Note firstly that the function R — Q(R?) is infinitely differentiable on
(0,00). Indeed, this function is the composition of functions 2 o ¢, where ¢ :
(0,00) = (0,00) is given by

q(R)=R* (R>0), (9.47)

and so (given that the functions z — Re(2(z)) and z — Im(Q(z)) are infinitely
differentiable) it follows by the case m = 1, U = V = (0,00) and f = ¢ of
Lemma 8.1 that 2 o ¢ is infinitely differentiable on (0,00). Since the function
r + X'/?r is infinitely differentiable (and positive valued) on (0,00), it similarly
follows that the function
r—(Qo q)(X1/2r) =Q(Xr?)

is infinitely differentiable on (0, 00). By the chain-rule of differential calculus (and
the principal of induction), it may moreover be deduced that, for » > 0 and
7=0,1,2,..., one has:
dJ

2

d7
— ‘de(Qoq)(Xl/zr)

_ ‘Xj/Q (Qoq)? (Xl/zr)‘

< J () —Jj
< (r}gggR [(Qoq) (R)!)T

- (1/&?2@ RI|(Q0q)" (R)| )7“ i, (9.48)
Since the function r — Q(X7r?) is infinitely differentiable, and since
dJ
dri
we may deduce from (9.43) and (9.48), by Leibniz’s rule for higher order derivatives

of a product, that the function ¢ is infinitely differentiable on (0, c0), and is such
that, for all j € NU {0}, and all » > 0, one has:

(r2) = (2it)(2it — 1) --- (2t — j + 1)r24 (j e NU{0}, r > 0),

J . A
j J . it @7
‘wm(r) =¥ (k) ( 11 (22t€)>7~2t k e Q (Xr?)
k=0 0<e<k
j .
< Z (1+ |t|)k7‘7k Oq.j—k (7‘7(7716)) .
k=0

We consequently obtain the bound stated in (9.44).
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By (9.43), Supp(¢) = {\/2/X : € Supp(Q?)}. The result (9.45) is therefore
an immediate corollary of the hypothesis that Supp(2) C [B~1, B].

In order to complete this proof we have now only to verify the assertions of the
lemma concerning the function f : C* — C given by (9.46).

Firstly, we may note that, since |—z| = |z| for z € C, it is ensured by the
definition (9.46) that the function f is even.

Secondly, we observe that, by the relations (9.45) and (9.46), one has Supp(f) C
A, where

A={zeC:BT2x"12 <o < BYV2X V2L c

We claim that the set Supp(f) is, therefore, a closed and bounded subset of C,
and so is compact (with respect to the usual topology on C). The boundedness
of Supp(f) follows immediately from our observation that Supp(f) is contained
within the annular region A (itself clearly bounded). To see that Supp(f) is also
a closed subset of C, we begin with the observation that Supp(f) is, by definition,
a closed subset with respect to the relative topology on C*. There is, consequently,
some set Z C C which is closed in C and satisfies Z N C* = Supp(f). Therefore,
and since Supp(f) C A C C*, it follows that Supp(f) is the intersection of two
closed subsets of C (namely A and Z), and so is itself a closed subset of C. As
the above has verified our claims concerning the set Supp(f), we may conclude
that f is indeed compactly supported in C*.
Thirdly (and finally), we note that one has, by (9.46),

flo+iy) = ((x2 + y2)1/2) =(poqg (@ +v*)  ((w,y) €R*={(0,0)}),
(9.49)

where ¢=' : (0,00) — (0,00) is the inverse of the function ¢ given by (9.47).
Hence, and since all three of the functions u — ¢~!(u) = \/u, v — Re(p(v)) and
v — Im(p(v)) are infinitely differentiable on (0, 00), it follows by the case m = 1,
U=V =(0,00), f =g ! of Lemma 8.1 that the functions u +— Re((¢ o ¢~1)(u))
and u + Im((p o ¢~1)(u)) are infinitely differentiable on (0,00). Therefore, by
two further applications of Lemma 8.1 (both with m = 2, U = R? — {(0,0)},
V = (0,00) and f : U — V given by f(u) = u? + u3, for u € U), it may be
deduced from (9.49) that the function f : C* — C given by (9.46) is smooth (in
the sense defined at the start of Subsection 1.2). ]

1

Lemma 9.5. Let n > 0. Then there exists an infinitely differentiable function
0 :(0,00) — [0, 1] which has

Supp(Q) C [27772, 2712 (9.50)

and satisfies
Qu) =1 for27" <u< 2. (9.51)

Proof. It will suffice to construct an infinitely differentiable function ¥ : R —
[0, 1] which has
Supp(¥) € [-n—2, n+2] (9.52)
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and satisfies
U(y) =1 for —n <y <. (9.53)
For then the function 2 : (0,00) — [0, 1] given by

ow=v(23) >0

will be such that the conditions (9.50) and (9.51) are satisfied, and (by the case
m=1,U=(0,00), V=R, f(u) = (logu)/(log2) of Lemma 8.1) will, moreover,
be an infinitely differentiable function on (0, c0).

We claim that a suitable function ¥ : R — [0,1] (infinitely differentiable, and
such that (9.52) and (9.53) hold) is given by:

Uy =(X1) ' X+n+1)-X@y-n-1) (YER), (9.54)
with .
X(z) = / o(t)dt  (zeR), (9.55)

where (as in the proof of Theorem 5) the function ® is the infinitely differentiable
real function defined by the second of the equations below (3.5).
In order to verify this claim, it suffices to show that (9.55) defines an infinitely
differentiable function X : R — R which is zero on (—oo, —1], strictly increasing
n (—1,1), and constant on [1,00). For, if that is the case, then X is an increasing
and infinitely differentiable function on R, with

X(z) =X(-1) for = < —1, X(z)=X(1) for = >1,

and
X(1) > X(-1)=0;

and so it then follows, by (9.54), that the function ¥ is infinitely differentiable on
R, with range contained in the interval [0/X (1), (X (1) —0)/X(1)] = [0, 1], and
with

(X(=1) = X(=1))/X(1) = (0-0)/X(1) =0 ify<-—n=-2
)= X(=1))/X(1) = (X(1) -0)/X(1) =1 if —n<y<n;
(X (1) = X(1))/X(1) =0/X(1) =0 ify=n+2.

Observe now that (9.55) does indeed define a real function X with all of the
properties just mentioned. Indeed, since ® is continuous on R, since the range of
® is contained in [0, 00), and since ®(¢) > 0 if and only if —1 < ¢t < 1, the integral
on the right-hand side of the equation (9.55) equals zero for x < —1, and (by the
first fundamental theorem of integral calculus) is strictly increasing on the interval
(—1,1), and constant on [1,00); one has, moreover, X'(z) = ®(x) (z € R), and
so, given that & is infinitely differentiable on R, it follows that X is infinitely
differentiable on R. This completes the proof of the lemma. |
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The proof of Theorem 11. By the case 7 = 4 of Lemma 9.5, we may choose
(once and for all) an infinitely differentiable function €2 : (0,00) — [0, 1] such that

Supp(Q) C [27°, 2] (9.56)

and
Qu) =1 for 274 <u <24 (9.57)

We choose this function Q independently of all other parameters (as might, for
example, be achieved by defining Q(u) = ¥((logu)/(log2)) (u > 0), where ¥ is
the real function constructed in the proof of Lemma 9.5).

Let the hypotheses of Theorem 11 be satisfied. Then, by the definition (1.4.11)
and the results (1.4.3), (1.4.4) (established by Lemma 9.2), we have, for (r,s) €
B(R,S) and n,? € O,

KT,S(n7’€) = Z gT,s(|p|2) Sl/s,oo (n,f,ps\/?“)

0#peO
(p,’l“)/\-/l
(FU(T‘S)) |C|2
= Z 9r,s (|S|2|7”|> Sl/s,oo(nag; C),
cel/sC>

where *C® and S p(w, w’; ¢) are given by (1.1.13)—(1.1.15) (with ' = T'g(rs) there).
Since it is moreover the case that Supp(gys) C [P/2, P], we therefore have:

(FO(TS)) |C|2
K,«,S(n,f) = Z 9r,s (32|T|) Sl/s,oo(n»& C)
cel/sc>

D(r,s)/2<]|c|?<D(r,s)
((r,s) € B(R,S), n,t € D), (9.58)
where
D(r,s) = P|s|?|r|. (9.59)

To prepare for an application of Theorem 3, we observe now that, if r, s, £, n
and c satisfy the conditions of summation in (1.4.10) and (9.58), then, by (1.4.8
and (9.59), one has

21V nl

C

2
Ar?inl| . (47r2(N/4)1/2(L/2)1/2 47r2N1/2L1/2>
|c[? Pls|?|r| " (Pls[?Ir]/2)

c (2’3/2X’1, 25/2X’1) 7

where the parameter X > 2 is that given by the equation (1.4.7). The relations in
(9.57)—(9.59) therefore imply that

2
2mv/nl x 9r,s< |c|?
c

(To(rs))
|s|2r|) Sl/s,oo(na t;c)

Ky o(n, ) = > Q
cet/sc>
D(r,s)/2<]|c|?<D(r,s)
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whenever r, s, £ and n satisfy the conditions of summation in (1.4.10). Now
the conditions D(r,s)/2 < |c|> and |¢|> < D(r,s) are redundant in the above
summation, for (as is implicit in our derivation of (9.58)) the factor g, s(|c|?/|s|?|r|)
is equal to zero whenever those conditions of summation are not both satisfied.
Therefore any weakening of those conditions has no effect on the value of the sum.
Hence, given the definitions in (9.59) and (1.4.8), it is certainly the case that if r,
s, £ and n satisfy the conditions of summation in (1.4.10) then

(To(rs)) 2

K’ns(n’ g) _ Z Q ZWW

|c[? :
9r,s W Sl/s,oo(nvgyc)v

cel/sc> ¢
278D* <|c|?<28 D"
(9.60)
where
D*=D(VR, VS )= PSR'?, (9.61)

For (r,s) € B(R,S), the function g, : (0,00) — C is, by hypothesis, both
infinitely differentiable and compactly supported, and so, by Mellin’s inversion
formula [10, Appendix, Equation (A.2)], one has

o+ioco
1
gr.s(x) = 5 / G s(w)z™" dw (c € Rand = > 0), (9.62)
where -
G, s(w) = /xwflgns(x) dz (w e C). (9.63)
0

Note that the integral on the right-hand side of (9.62) is absolutely convergent.
Indeed, if (r, s) € B(R, S) then, given the definition (9.63), and given our hypothe-
ses concerning the function g, s (which include the bounds in (1.4.9)), we may use
repeated integrations by parts to obtain:

oo

Gy (o +it) = (—1)j/

0

pi—1+o+it

()
G-ldo+it)j—2+0c+it)-- (o+it) 973 (x) dw

P

_ (71)J 41,0'71 T
_(j—1+0+it)(j—2+a+it)---(a+it)/O]( )d
P/2

Lgj P H |m + o +it| (9.64)
o<m<yj

forceR, 0#£¢t€ R and j € NU{0}.
We apply the case o = 1 of the identity (9.62) to the factor g, s(|c|?/|s|?|r|) of
the summand on the right-hand side of (9.60). By following that with a change
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in the order of summation and integration (justified by the finiteness of the sum
concerned), we find that on the right-hand side of the equation (1.4.10) one has

K, s(n,t) /GTS 1+ it) |s\f|2+2lt

(To(rs))

X Z Q

cel/sc>
278D*<|c|*<28 D"

X | el 727 81 g no(n, b ¢) dt

From this it follows (similarly) that, when (r,s) € B(R, S), one has:

Yoan Y AWK (n,0)
Tampsn Zapep<s

o0

1 ; 4
-1 / Gra(1+it) [sy/7 >3 (2m) 2t (r, 550) b, (9.65)
where
st = S adnlt S A
TN Lojep<e
(To(rs))
Sl/soo(na&c) 12
’ 9.66
x Z |c|? Pt ¢ ) ( )
cel/sc>
278D*<|c|?<28 D"
with

oi(p) = Q(Xp%) p** (p>0). (9.67)

By (1.4.3), the innermost sum on the right-hand side of the equation (9.66) is
finite, so it is certainly the case that, for (r, s) € B(R, S), the function ¢ — x(r, s;t)
is both continuous and bounded on R. Therefore, by (9.65) and the case o =1 of
the bounds in (9.64), it follows that if (r,s) € B(R,S) and j > 1 then

de
S oa S AWK <<]P|||r|/|nrst T

Femp<n  Lajepse
Consequently, given the definitions (1.4.10), (1.4.8) of A and B(R,S) (which en-
sure, amongst other things, that the latter is a finite set), one has the bounds:

o

A <; PSRY? / < Z b(r, s) H(r,s;t)|> e (7>1). (9.68)

(r,s)€B(R,S) (1 + |t|)j

— 00
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The next step is (in effect) to apply the ‘Kloosterman to spectral’ sum formula
(Theorem 1), in order to express k(r, s;t) (as given by (9.66)) in terms of spectral
data associated with the space L?(I'g(rs)\G). However, we save some time and
space by using Theorem 3 in place of Theorem 1.

Note firstly that, given the constraint (9.56) on Supp(f2), it is shown by
Lemma 9.4 that, for each t € R, the hypotheses of Theorem 3 concerning ¢ :
(0,00) = C, X, A and f : C* — C are satisfied when one has: ¢ = ¢; (the
function defined in (9.67)), X as defined in (1.4.7), A = 8, and f(z) = ¢:(|z])
(z € C*). We have, in particular,

Supp (1) C [273)(*1/2, 93 X —1/2 (t € R), (9.69)

and so, given (1.4.7) and (9.61), the conditions 278D* < |¢|?> < 28D* constrain-
ing the innermost summation on the right-hand side of the equation (9.66) are,
in effect, superfluous: for if N/4 < |n|> < N, and if L/2 < |¢|* < L, then
oi(|2nvnl/c|]) = 0 for all ¢ € /5C> that satisfy either |c|> < 27'%/2D* or
lc|2 > 26D*. Tt therefore follows by Theorem 3 that, when (r,s) € B(R,S),
t € R and > 0, one has:

(To(rs))
K(r, s;t) Z Kf: (vy,0 Z @|n|“c%,/5 (n; vy, 0)
llv>0 1 <|YL|2<N
x Y AT (v, 0) (9.70)
2<\£|2<L

+ On((log X)Y: (1 + |u(1/s)|Nn+1/2> (1 n |/,L(oo)|L"“/2>

1/2
XIazv||2< > IA(€)|2> :

Lep<r
where
fi(z) =e(l2])  (z€C7) (9.71)
and
Y, = X3/? max ‘@EB) (p)‘ (9.72)

p>0

(while the definitions of the cuspidal subspaces V', the spectral parameters vy, the
K-transform, the Fourier coefficients cf,(n;v,p), the factors p(a) and the norm
|lan ||z may, in each case, be found either in Subsection 1.1, or else within the
statements of Theorems 1 and 2, in Subsection 1.2).

By Lemma 9.4 it follows that, when ¢ € R, the function ¢; : (0,00) — C given
by (9.67) is infinitely differentiable on (0, c0), and moreover satisfies

o (p) < L+ [t)/p7 for jENU{0} and p>0 (9.73)
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(although the implicit constant here does depend on €, as well as on j, we are
nevertheless correct in omitting to indicate this dependence on €2 in (9.73), for
our choice of © was not dependent on anything else, and remains fixed). Hence,
and by (9.69), (9.71) and our hypothesis (1.4.7) that X > 2, it follows that, when
t € R, we may apply the bound in (1.2.17) for f = f;, A =8, and ¢ = ¢4, and so
deduce, by (9.69) and (9.73) (for j = 0), that

93 x—1/2
d
Kfi(v,0) < / o(1) 2 min {logXx,v'} XV
9-3x—1/2 P
< (log X)X" (0<v<1/2). (9.74)

By (9.69), (9.72) and the case j = 3 of (9.73), we have also

— -3/2 3 -3 3
Y, =X o O(+1t)°p7?%) < (1+1t]) (t € R).

Moreover, it follows by the definition (1.4.8) that, when (r,s) € B(R,S), ¢ =rs
and I' =Ty(q), one has

u(1/5)] = |u(o0)| = ™

(for, as is observed towards the end of the proof of Theorem 12, if I' = I'y(g), and
if s | ¢ is such that ¢ and ¢/s are coprime, then 1/u(1/s) ~ 1/u(c0) ~ q).

Given the bound in (9.74), and given what has just been noted concerning Y,
1(1/s) and p(oo), we may deduce from the equation (9.70) and Theorem 4 that,
for (r,s) € B(R,S),t € R and n=¢/16 > 0,

(To(rs))
K(r,s;it) < (log X) Y X*V ( > %|n|“ci/5(n;yv,0)>
1%

o0 TN
X ( > AW R (4 VV,0)>
Lepr<e
Nnt+1/2 [n+1/2
+ O (log X) (1 +t)? (1 + —— |1+ ———
s |rs]

1/2
X aN||2< > IA(€)|2>

Lepr<e
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By this and the case j = 13 of the bound (9.68), either

1/2
A <. (log X) PSR ||aN||2< > |A<€>2)

Lojep<e

NE/16+1/2 [E/16+1/2
(R A

|rs]
(r,5)EB(R,S)

or else

with S5 = S5%" (R, S; X; L, N) being the bounded and continuous non-negative
real valued function of (u,y) € R x R that is given by the equation (9.25), in
Lemma 9.3.

In the latter of the two cases just described, the results (1.4.12) and (1.4.14)
of Theorem 11 follow immediately from (9.76) and the bounds (9.26), (9.27) of
Lemma 9.3 (the relevant calculation is straightforward if one notes that RS = @,
that 1 <0~ +(¢/2] < (1+[t[)d " for 0 < § < 1and ¢ € R, and that [, (1+]¢))7dt <
oo for o < —1).

In the former case (in which the bound (9.75) holds) we may note that, since

oo lA@Pr= > om<L
Lojep<e Lojp<e
(by the case j = k = 0 of the hypotheses in (1.4.5)), and since one has also

Nn+1/2 2 Ln+1/2 2
S (1 YRy (e
s |rs]

(r,s)€B(R,S)
N L 8n
<<|B(R,S)|<1+RS> <1+RS>Q (n>0)

and ) )
IB(R, S)| < (2R1/2> (251/2) — 16RS = 16Q (9.77)

(by the definition of B(R, S) in (1.4.8), and the conditions in (1.4.6)), it therefore
follows by a combination of the bound (9.75) and the Cauchy-Schwarz inequality
that

M=o <(1"gX>2P252R law 2 LI BI3 IB(R. $)] @/ (1 i g) <1 i g))

<. (log X)?*P2S |lawll; L Bl Q7 (Q + N) (Q + L) (9.78)



Weighted spectral large sieve inequalities for Hecke congruence subgroups of SL(2,Z[i]) 375

where ||b||2 is as stated in (1.4.13); and it moreover follows by (9.78), (1.4.13) and
(9.77) that one has also:

A% =0, (aogX)zPQSHaNHiL [b]12, [B(R, S)| Q' (Q + N) (Q+L>)
<. (log X)2P%S|lan|3 L[b]% Q2 (Q + N) (Q + L), (9.79)

where ||b|| is given by (1.4.15).

The bound in (9.78) implies the result stated in (1.4.12) (where, by definition,
one has ¥ > 0, and where, by hypothesis, one also has 6~ > 1). Moreover, when
the hypotheses of Theorem 10 concerning a,, (n € © —{0}), N, H, K € [1,00) and
a,B : C — C are satisfied, one has (see (8.27), in the proof of Lemma 8.4) the
bound HaN||§ = O.(N'*¢/4), so that the bound (9.79) implies the result stated in
(1.4.14) (given that, by the condition (1.4.6), one has N*/4 < Q*/?).

By the conclusions reached in the last three paragraphs, we have obtained, in
all relevant cases, what is stated in Theorem 11. |
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