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ON THE HÖLDER CONTINUITY OF GRADIENT OF
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Abstract: The interior C1,γ -regularity for weak solutions with BMO-gradient of nonlinear
nonautonomous second order systems satisfying Legendre-Hadamard ellipticity condition is in-
vestigated.
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1. Introduction

The question of smoothness of weak solutions to elliptic systems has been exten-
sively studied for more than one century. One of the key steps in this process
is higher integrability of gradients of weak solutions. This information guaran-
tees among other Hölder continuity of solutions on plane domains or estimates of
Hausdorff dimension of singular sets. The first and fundamental contribution in
this direction was the work of Bogdan Bojarski (see [1], [2]). The boom in these
investigations proved that the approach is of great importance. Nevertheless, as
well known examples show, full regularity in higher dimensional space cannot be
achieved without additional structural assumptions.

In this paper we give conditions guaranteeing that if BMO norm of symmetric
gradient of a weak solution u to a nonlinear system satisfying Legendre-Hadamard
ellipticity condition is sufficiently small then u ∈ C1,γ

loc (Ω). Here Ω is a domain
in Rn and as we are interested in local estimates we will not assume anything
about ∂Ω or boundary values of the solution. For u : Ω → Rn, Du denotes its
distributional gradient and Eu = 1

2 (Du + DuT ) its symmetric part. The studied
system has the form

−div(aij(x,Eu)) = −div(f ij(x)) on Ω. (1.1)
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We suppose that aij = aji, f ij = f ji for all i, j = 1, ..., n. By a weak solution
to (1.1) we will understand a function u ∈ W 1,2

loc (Ω,Rn) such that for any ϕ ∈
D(Ω,Rn) it holds 1

∫

Ω

aij(x,Eu)Eij(ϕ)dx =
∫

Ω

f ijEij(ϕ)dx.

We assume that the coefficients aij(x, p) have linear growth in p. The scope
of this paper is to generalize the results of our previous papers [6], [7] to the case
of (1.1) where the coefficients depend on x and on symmetric gradient only and
satisfy a weaker ellipticity condition, namely

ν|ξ|2 6 Akl
ij (x, p)ξijξkl

for x ∈ Ω and symmetric matrices p, ξ where

Akl
ij (x, p) =

∂aij

∂pkl
(x, p).

Then (1.1) satisfies the Legendre-Hadamard condition instead of usually required
strong uniform ellipticity and the results can be applied to models of continuum or
fluid mechanics where the requirement of strong uniform ellipticity is unrealistic.

Let us recall that even for systems with real analytic coefficients, right hand
sides satisfying strong uniform ellipticity there are solutions with bounded and dis-
continuous gradient (see [15]) so that the Hölder continuity of the gradient cannot
be obtained without some additional conditions. The example of a system of linear
elasticity type with bounded measurable coefficients and unbounded gradient can
be found in [16]. For a more detailed survey see [13].

In what follows Ω ⊂ Rn is an open set and Sn the space of all n× n symmet-
ric matrices. We impose the following structural assumptions on the coefficients
of (1.1):
(i) (Smoothness) The functions aij(x, p) : Ω × Sn → R are differentiable in x

and p with continuous derivatives for all i, j = 1, . . . , n. Without loss of
generality we suppose that aij(x, 0) = 0.

(ii) (Growth) For all (x, p) ∈ Ω× Sn denote

Akl
ij (x, p) =

∂aij

∂pkl
(x, p)

and suppose

|aij(x, p)|,
∣∣∣∣
∂aij

∂xs
(x, p)

∣∣∣∣ 6 M(1 + |p|), (1.2)
∣∣Akl

ij (x, p)
∣∣ 6 M, (1.3)

where M > 0.
1Throughout the whole text we use the summation convention over repeated indices.
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(iii) (Ellipticity) There exists ν such that for every x ∈ Ω and every p, ξ ∈ Sn

ν|ξ|2 6 Akl
ij (x, p)ξijξkl. (1.4)

(iv) (Oscillation of coefficients) There is a real function ω continuous on [0,∞),
which is bounded, nondecreasing, concave, ω(0) = 0 and such that for all
x ∈ Ω and p, q ∈ Sn

∣∣Akl
ij (x, p)−Akl

ij (x, q)
∣∣ 6 ω (|p− q|) . (1.5)

We set ω∞ = limt→∞ ω(t) 6 2M .
(v) (Right hand side) f belongs to Sobolev space W 1,2

loc (Ω) and Df to Morrey
space L2,δ−2

loc (Ω) for δ = n + 2γ, γ ∈ (0, 1).

In what follows we will understand by pointwise derivative d
dtω the right deriva-

tive of ω which is finite on (0,∞).
For p ∈ (1,∞), 1

p + 1
p′ = 1 denote

Jp =

∞∫

0

d
dt (ω

2p′)(t)
t

dt, (1.6)

Sp = sup
t∈(0,∞)

d

dt
(ω2p′)(t) (1.7)

and
Pp = min{Jp, Sp}. (1.8)

Now we formulate the result

Theorem 1.1. Let u be a weak solution to (1.1) such that Eu ∈ BMO(Ω,Sn)
and aij, f satisfy the hypotheses (i)–(v). Then there exists a number σ0 > 0,
depending only on n, p, M , ν, ω, such that the inequality

‖Eu‖BMO(Ω,Sn) < σ0

implies that Du ∈ C
0,γ−ε/2
loc (Ω,Rn2

) for any positive ε. Moreover, for any com-
pactly embedded and smoothly bounded subdomain Ω0 such that dist(Ω0, ∂Ω) > d
the inequality

‖Du‖
C0,γ− ε

2 (Ω0,Rn2 )
6 C(ε, f)dγ− ε

2

holds.

2. Preliminaries and Notations

Let n ∈ N, n > 3. If x ∈ Rn and r > 0, we set B(x, r) = {y ∈ Rn : |y − x| < r}.
Denote by ux,r = (κn rn)−1

∫
B(x,r)

u(y) dy the mean value of a function
u ∈ L(B(x, r),Rn) over the set B(x, r).
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Moreover, we set

φD(x, r) =
∫

B(x,r)

|Du(y)− (Du)x,r|2 dy,

φE(x, r) =
∫

B(x,r)

|Eu(y)− (Eu)x,r|2 dy.

Beside the usually used space D(Ω,Rn), Hölder space C0,α(Ω,Rn) and Sobolev
spaces W k,p(Ω,Rn), W k,p

0 (Ω,Rn) we use Campanato spaces Lq,λ(Ω,Rn), Mor-
rey spaces Lq,λ(Ω,Rn) and space of functions with bounded mean oscillations
BMO(Ω,Rn)(see, e.g.[12]). By function space Xloc(Ω,Rn) we understand the
space of all functions which belong to X(Ω̃,Rn) for any bounded subdomain Ω̃
with smooth boundary which is compactly embedded in Ω.

For definitions and more details see [3], [9], [12] and [14]. In particular, we will
use:

Proposition 2.1. For a bounded domain Ω ⊂ Rn with a Lipschitz boundary we
have the following
(a) For q ∈ (1,∞), 0 < λ < µ < ∞ it holds

Lq,µ(Ω,RN ) ⊂ Lq,λ(Ω,RN ), Lq,µ(Ω,RN ) ⊂ Lq,λ(Ω,RN ),

(b) Lq,λ(Ω,RN ) is isomorphic to the C0,(λ−n)/q(Ω,RN ), for n < λ 6 n + q,
(c) Lq,n(Ω,RN ) is isomorphic to the L∞(Ω,RN ), Lq,n(Ω,RN ) is isomorphic to

BMO(Ω,RN ),
(d) Lq,λ(Ω,RN ) is isomorphic to the Lq,λ(Ω,RN ), for 0 < λ < n.

Lemma 2.2. Let u be a weak solution to (1.1) and coefficients aij satisfy the
hypothesis (i)-(iv) with the constants M, ν and a right hand side f ∈ W 1,2

loc (Ω,Rn2
).

Then u ∈ W 2,2
loc (Ω,Rn) and for any x0 ∈ Ω and R ∈ (0, 1

2 dist(x0, ∂Ω)) it holds
∫

B(x0,R)

|D2u|2 dx 6 C

(
M

ν

) (
1

R2
φD(x0, 2R) + Rn

+
∫

B(x0,2R)

(|Du|2 + |Df |2) dx

)
.

(2.1)

Proof. Following the lines of [10], [8] we use Nirenberg’s difference quotients
method and Caccioppoli’s lemma to obtain for any s = 1, ..., n

∫

B(x0,R)

∣∣∣∣
∂

∂xs
Eu

∣∣∣∣
2

dx 6 C

(
M

ν

)

 1

R2

∫

B(x0,2R)

∣∣∣∣∣
∂u

∂xs
−

(
∂u

∂xs

)

x0,2R

∣∣∣∣∣

2

dx

+Rn +
∫

B(x0,2R)

|Du|2 dx +
∫

B(x0,2R)

|Df |2 dx


 .
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Any component of D2u can be easily expressed as a linear combination of compo-
nents of D(Eu) which implies the assertion of the lemma. ¥

In what follows we will use an algebraic lemma due to S. Campanato. By
a simple induction argument we can prove

Lemma 2.3. Let β, d, B be positive numbers and let α ∈ [0, β), τ ∈ (0, 1). Then
there exists constant C = Bdβ

τ(1−τβ−α)
so that for any nonnegative, nondecreasing

function φ defined on [0, d] and satisfying the inequality

φ(τR) 6 ταφ(R) + BRβ ∀R : 0 < R 6 d, (2.2)

it holds
φ(σ) 6

( σ

τd

)α

(φ(d) + C) ∀σ : 0 < σ 6 d. (2.3)

As in [8], Lemma 3.0.5, we get the following

Lemma 2.4. Consider system of the type (1.1) with aij(x, p) = Akl
ijpkl, Akl

ij ∈ R
(i.e. linear system with constant coefficients) satisfying (i), (ii) and (iii) and f
identically zero. Then there exists a constant L = L(n,M/ν) > 1 such that for
every weak solution v ∈ W 1,2(Ω,Rn) and for every x ∈ Ω and 0 < σ 6 R 6
dist(x, ∂Ω) the following estimates

∫

B(x,σ)

|Dv(y)− (Dv)x,σ|2 dy 6 L
( σ

R

)n+2
∫

B(x,R)

|Dv(y)− (Dv)x,R|2 dy,

∫

B(x,σ)

|Ev(y)− (Ev)x,σ|2 dy 6 L
( σ

R

)n+2
∫

B(x,R)

|Ev(y)− (Ev)x,R|2 dy

hold.

In the next we take use of

Lemma 2.5 ([17], p.37). Let ψ : [0,∞] → [0,∞] be a non decreasing function
which is absolutely continuous on every closed interval of finite length, ψ(0) = 0.
If h > 0 is measurable, H(t) = {y ∈ Rn : h(y) > t} and µ is n-dimensional
Lebesgue measure then

∫

Rn

ψ ◦ h dy =

∞∫

0

µ (H(t)) ψ′(t) dt.

Proof of Theorem 1.1. Let Ω0 be a smoothly bounded subdomain of Ω. Denote
d = dist(Ω0, ∂Ω) > 0. For x0 ∈ Ω0 we will prove that Eu ∈ L2,δ on a neighborhood
of x0. Let R 6 1

2d. Since no confusion can occur, we will use the notation B(R),
φE(R), φD(R) and (Eu)R instead of B(x0, R), φE(x0, R), φD(x0, R) and (Eu)x0,R.
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Denote

Akl
ij,0 = Akl

ij (x0, (Eu)R) , Ãkl
ij (x) =

1∫

0

Akl
ij (x0, (Eu)R + t (Eu(x)− (Eu)R)) dt.

Hence
aij(x0, Eu)− aij(x0, (Eu)R) = Ãkl

ij (x) (Eklu(x)− (Eklu)R) .

Using the foregoing notations we can rewrite the system (1.1) as

−Dj

(
Akl

ij,0Eklu
)

= −Dj

((
Akl

ij,0 − Ãkl
ij

)
(Eklu− (Eklu)R)

)

−Dj

(
aij(x0, Eu)− aij(x,Eu)

)−Dj

(
f ij(x)− (f ij)R

)
.

Split u as v + w where v is the solution of the Dirichlet problem

−Dj

(
Akl

ij,0Eklv
)

= 0 in B(R)

v − u ∈ W 1,2
0 (B(R),Rn) .

and w ∈ W 1,2
0 (B(R),Rn) is the weak solution of the system

−Dj

(
Akl

ij,0Eklw
)

= −Dj

((
Akl

ij,0 − Ãkl
ij

)
(Eklu− (Eklu)R)

)

−Dj

(
aij(x0, Eu)− aij(x,Eu)

)

−Dj

(
f ij(x)− (f ij)R

)
.

(2.4)

For every 0 < σ 6 R from Lemma 2.4 it follows
∫

B(σ)

|Dv − (Dv)σ|2 dx 6 L
( σ

R

)n+2
∫

B(R)

|Dv − (Dv)R|2 dx

hence

φD(σ) =
∫

B(σ)

|Du− (Du)σ|2 dx

6 2L
( σ

R

)n+2
∫

B(R)

|Dv − (Dv)R|2 dx + 4
∫

B(R)

|Dw|2 dx

6 4L
( σ

R

)n+2

φD(R) + 4
(

1 + 2L
( σ

R

)n+2
) ∫

B(R)

|Dw|2 dx.

(2.5)

Now as w ∈ W 1,2
0 (BR,RN ) we can choose test function ϕ = w in (2.4) and,
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using Korn’s lemma in the first inequality, we get
∫

B(R)

|Dw|2 dx 6 2
∫

B(R)

|Ew|2 dx

6 6
ν2

( ∫

B(R)

ω2 (|Eu− (Eu)R|) |Eu− (Eu)R|2 dx

+
∫

B(R)

n∑

i,j=1

( ∣∣aij(x0, Eu)− aij(x,Eu)
∣∣2

+
∣∣f ij(x)− (f ij)R

∣∣2
)

dx

)
.

(2.6)

Now, fix σ so small that
(
1 + 2L

(
σ
R

)n+2
)

6 2. The inequalities (2.5) and (2.6)
and Poincaré’s inequality imply

φD(σ) 6 4L
( σ

R

)n+2

φD(R) +
48
ν2




∫

B(R)

ω2 (|Eu− (Eu)R|) |Eu− (Eu)R|2 dx

+
∫

B(R)

n∑

i,j=1

∣∣aij(x0, Eu)− aij(x,Eu)
∣∣2 + c(n)R2

∫

B(R)

|Df |2 dx


 (2.7)

6 4L
( σ

R

)n+2

φD(R) +
48
ν2

[
(I1 + I2) + c(n)Rδ||Df ||2

L2,δ−2(Ω,Rn2 )

]
,

where 2 is the constant from Korn’s inequality and c(n) the constant from Poin-
caré’s inequality.

Then using Hölder’s inequality with the exponent p from the assumptions of
Theorem 1.1, the embedding theorem and Lemma 2.2 we have

I1 6




∫

B(R)

|Eu− (Eu)R|2p dx




1/p 


∫

B(R)

ω2p′ (|Eu− (Eu)R|) dx




1/p′

6 C2
pR2−n/p′

∫

B(R)

|D2u|2 dx




∫

B(R)

ω2p′ (|Eu− (Eu)R|) dx




1/p′

6 C(n, p, M/ν)


 1

κnRn

∫

B(R)

ω2p′ (|Eu− (Eu)R|) dx




1/p′

×
(
φD(2R) + Rn+2 + R2||Du||2

L2(B(2R),Rn2 )
+ Rδ||Df ||2

L2,δ−2(Ω,Rn2 )

)
,

(2.8)
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where Cp stands for the embedding constant from W 1,2(B(1),RN ) into
L2p(B(1),RN ) and C(n, p,M/ν) is the product of C2

p and the constant from
Lemma 2.2.

Taking in Lemma 2.5 ψ(t) = ω2p′(t), h(y) = |Eu(y)− (Eu)R| on B(R) and
h(y) = 0 otherwise, we have HR(t) = {y ∈ B(R) : |Eu(y)− (Eu)R| > t} and for
the last integral we get

∫

B(R)

ω2p′ (|Eu− (Eu)R|) dx =

∞∫

0

[
d

dt
(ω2p′)(t)

]
µ (HR(t)) dt.

Now we can estimate the integral on the right hand side according to assump-
tions of the theorem. In the first case we assume that

Pp = Jp =

∞∫

0

d
dt (ω

2p′)(t)
t

dt < ∞.

As µ (HR(t)) is nonnegative, non-increasing it holds µ (HR(t)) 6 1
t

t∫
0

µ (HR(s)) ds

and we have
∞∫

0

[
d

dt
(ω2p′)(t)

]
µ (HR(t)) dt 6

∞∫

0

d

dt
(ω2p′)(t)


1

t

t∫

0

µ (HR(s)) ds


 dt

6
∞∫

0

d
dt (ω

2p′)(t)
t

dt

∫

B(R)

|Eu− (Eu)R| dx

6 (κnRn)1/2Jpφ
1/2
E (R). (2.9)

If Pp = Sp = sup0<t<∞
d
dt (ω

2p′)(t) < ∞ we have

∞∫

0

[
d

dt
(ω2p′)(t)

]
µ (HR(t)) dt 6 (κnRn)1/2Spφ

1/2
E (R). (2.10)

Denoting

K = κ
− 1

2p′
n C(n, p, M/ν)P

1
p′

p ‖Eu‖
1

2p′
BMO(Ω,Sn) (2.11)

and using (2.8), (2.9), (2.10) for the estimate of I1 we get

I1 6 K
(
φD(2R) + Rn+2 + R2||Eu||2L2(B(2R),Sn) + Rδ||Df ||2

L2,δ−2(Ω,Rn2 )

)
.

(2.12)
As we suppose that Eu ∈ BMO(Ω, Sn) we have from Proposition 2.1 that

Eu ∈ L2,λ(Ω, Sn) for any λ < n and

||Eu||2L2(B(2R),Sn) 6 c(λ, n)Rλ||Eu||2BMO(Ω,Sn). (2.13)
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Set λ = δ − 2 = n− 2(1− γ), R < 1. Hence

I1 6 KφD(2R) + Kc(λ, n)
(
1 + ||Eu||2BMO(Ω,Sn) + ||Df ||2

L2,δ−2(Ω,Rn2 )

)
Rδ

I2 6 M2R2

∫

B(R)

(
1 + |Eu|2) dx 6 M2


κnRn+2 + R2

∫

B(R)

|Eu|2 dx




6 M2
(
κn + ‖Eu‖2BMO(Ω,Sn)

)
Rδ. (2.14)

We get from (2.7) by means of (2.14)

φD(σ) 6
[
4L

( σ

R

)n+2

+
48
ν2

K

]
φD(2R)

+
48
ν2

(Kc(λ, n) + M2)
(
κn + ‖Du‖2BMO + ||f ||2L2,δ

)
Rδ.

(2.15)

Choose a positive ε < δ and set in Lemma 2.3 β = δ, α = δ − ε, τ ∈ (0, 1) so
small that 4Lτn+2−α 6 1

2 and B = 48
ν2 (Kc(λ, n)+M2)

(
κn + ‖Du‖2BMO + ||f ||2L2,δ

)
.

Let σ0 be so small that

48
ν2

κ
− 1

2p′
n C(n, p, M/ν)P

1
p′

p σ
1

2p′
0 6 1

2
.

If ‖Du‖2BMO < σ0 then also 48
ν2 Kτ−α 6 1

2 and from (2.15)

φD(τR) 6 ταφD(R) + BRδ.

Thus Lemma 2.3 implies that

φD(σ) 6 C̃σα, ∀ σ 6 d

2
. (2.16)

The thesis follows from Proposition 2.1, part (b). ¥
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