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A PRIORI ESTIMATES OF TODA SYSTEMS, I:
THE LIE ALGEBRAS OF An,Bn,Cn AND G2
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Abstract

It is well-known that the PDE (Partial Differential Equation)
system arising from the infinitesimal Plücker formulas is a partic-
ular case of the Toda system of An type. In this paper, we prove
an a priori estimate of solutions of the Toda systems associated
with the simple Lie algebras An,Bn,Cn and G2. Previous results
in this direction have been done only for the case of Lie algebras
of rank two. Our result for n ≥ 3 is new. The proof of this fun-
damental theorem is to combine techniques from PDE and the
monodromy theory. One of the key steps is to calculate the local
mass of a sequence of blowup solutions near each blowup point.
At each blowup point, a sequence of bubbling steps (via scaling)
are performed, and the local mass of the present step could be
computed from the previous step. We find out that this transfor-
mation of the local mass of each step is related to the action of
an element in the Weyl group of the Lie algebra. The correspon-
dence of the Pohozaev identity and the Weyl group could reduce
the complicated calculation of the local mass into a simpler one.

1. Introduction

Let (M, g) be a compact Riemann surface, and ∆g be the Beltrami-
Laplacian, and u = (u1, · · · , un) be smooth functions on M which sat-
isfies

(1.1) ∆gui +

n∑
j=1

kije
uj = 4π

∑
pt∈S

αt,iδpt + Fi, i ∈ I = {1, 2, · · · , n},

where αt,i > −1, δp stands for the Dirac measure at p ∈M , S is a finite
set of M and F1, · · · ,Fn are smooth functions on M . Here (kij) is the
Cartan matrix of a simple Lie algebra.

Let

(1.2) ρi = 4π
∑
pt∈S

γt,i +
n∑
j=1

kij
∫
M
Fj ,
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where γt,i =
∑n

j=1 k
ijαt,j and (kij)n×n is the inverse of (kij)n×n. Our

main theorem is the following a priori estimate:

Theorem 1.1. Suppose that (kij) is the Cartan matrix of one of the
simple Lie algebras An,Bn,Cn and G2, αt,i ∈ N and ρi /∈ 4πN for any
i ∈ I. Then for any compact subset K ⊂M \ S, there exists a constant
C > 0 such that for any solution of (1.1) there holds

(1.3) |ui(x)| ≤ C, ∀x ∈ K, i ∈ I.

Equation (1.1) is closely related to the classical infinitesimal Plücker
formula. Let f be an holomorphic curve from a simply connected do-
main D of C into CPn. Lift locally f to Cn+1 and denote the lift by
ν(z) = [ν0(z), ν1(z), · · · , νn(z)]. The k-th associated curve of f is de-
fined by fk : D → G(k, n+ 1) ⊂ CP(ΛkCn+1) and

fk(z) =
[
ν(z) ∧ ν ′(z) ∧ · · · ∧ ν(k−1)(z)

]
,

where ν(j) is the j-th derivative of ν with respect to z. Let

Λk(z) = ν(z) ∧ · · · ∧ ν(k−1)(z),

and the well-known infinitesimal Plücker formula (see [18]) gives,

∂2

∂z∂z
log ‖Λk(z)‖2 =

‖Λk−1(z)‖2‖Λk+1(z)‖2

‖Λk(z)‖4
for k = 1, 2, · · · , n,(1.4)

where we define the norm ‖ · ‖2 = 〈·, ·〉 by the Fubini-Study metric
in CP(ΛkCn+1) and put ‖Λ0(z)‖2 = 1. We observe that (1.4) holds
only for ‖Λk(z)‖ > 0, i.e., all the unramificated points z. Let us set
‖Λn+1(z)‖ = 1 by normalization (analytical extended at the ramificated
points) and define Uk by

Uk(z) = − log ‖Λk(z)‖2 + k(n− k + 1) log 2, 1 ≤ k ≤ n,

then, from (1.4) we have

(1.5)
∂2

∂z∂z̄
Ui +

1

4
exp

 n∑
j=1

kijUj

 = 0 in D, i ∈ I,

where

(1.6) K = (kij)n×n =


2 −1 0 · · · 0
−1 2 −1 · · · 0
...

...
...

. . .
...

0 · · · −1 2 −1
0 · · · 0 −1 2


is the Cartan matrix of the simple Lie algebra sl(n+ 1,C).
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Set

(1.7) ui =
n∑
j=1

kijUj ,

(1.5) can be written as

(1.8)
∂2

∂z∂z̄
ui +

1

4

n∑
j=1

kije
uj = 0 in D.

The equation (1.8) can be globally defined on any compact Riemann
surface (M, g) if f is an holomorphic curve from M into CPn. Locally,
we could introduce the complex structure z and let the metric g =
e2ψ(x)|dz|2, where ψ(x) satisfies

∆ψ(x) +K0e
2ψ = 0,

where ∆ is the Laplacian with respect to the flat metric and K0 is the
Gaussian curvature with respect to the metric g. Then globally, the
equation (1.8) can be rewritten as

(1.9) ∆gui +
n∑
j=1

kije
uj −K0 = 4π

∑
pt∈S

αt,iδpt , i ∈ I,

where S is a set of all the ramificated points and αt,i, i ∈ I is the
ramification index at the singular point pt. This is the system (1.1)
with Fi = K0, i ∈ I and K = (kij)n×n is the matrix (1.6).

The system (1.1) has been extensively studied in many disciplines of
mathematics and physics. For example, when n = 1, (1.1) is reduced
to a single equation, it is related to the Nirenberg problem of finding
the prescribed Gaussian curvature if S = ∅, and the existence of the
same curvature metric of problem (1.1) with conic singularities if S 6= ∅.
While in physics, the Toda system is a well-known integrable system and
closely related to the W-algebra in conformal field theory, see [1, 17]
and references therein.

Integrating the equation (1.1), we can rewrite it as the following form

(1.10) ∆gui+

n∑
j=1

kijρj(
hje

uj∫
M hjeujdVg

− 1

|M |
) =

∑
pt∈S

4παt,i(δpt−1) onM,

with ρi given by (1.2), and

ui ∈ H̊1(M) =

{
f ∈ H1(M)|

∫
M
fdVg = 0

}
, i ∈ I.

In this paper, we would like to consider (1.10) with positive C1 functions
hi, αt,i > −1, ρi ∈ R+ and the matrix K is the Cartan matrix of the
Lie algebras of An, Bn and Cn, where the Cartan matrices for Bn and
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Cn respectively are
(1.11)

Bn =


2 −1 0 · · · 0
−1 2 −1 · · · 0
...

...
...

. . .
...

0 · · · −1 2 −2
0 · · · 0 −1 2

 , Cn =


2 −1 0 · · · 0
−1 2 −1 · · · 0
...

...
...

. . .
...

0 · · · −1 2 −1
0 · · · 0 −2 2

 .

Given αt,i, we define

(1.12) µt,i = αt,i + 1 > 0.

For a given µ1, · · · , µn, in section 3 we will introduce the set of the local
mass σ = (σ1, · · · , σn)

Γ(µ1, · · · , µn) =
{
σ | σi = 2

∑
j

aijµj for A = [aij ] given by (3.6)
}
.

By Theorem 3.2, we will see any entry aij of A is a nonnegative integer.
For example if the Lie algebra is sl(3), then

Γ(µ1, µ2) =
{

(0, 0), (2µ1, 0), (2µ1, 2µ1 + 2µ2), (0, 2µ2),

(2µ1 + 2µ2, 2µ2), (2µ1 + 2µ2, 2µ1 + 2µ2)
}
,

and if the Lie algebra is sl(4), then

Γ(µ1, µ2, µ3) =
{

(0, 0, 0), (2µ1, 0, 0), (0, 2µ2, 0), (0, 0, 2µ3),

(2µ1 + 2µ2, 2µ2, 0), (2µ1, 2µ1 + 2µ2, 0),

(2µ1 + 2µ2, 2µ1 + 2µ2, 0), (2µ1, 0, 2µ3),

(0, 2µ2 + 2µ3, 2µ3), (0, 2µ2, 2µ2 + 2µ3),

(0, 2µ2 + 2µ3, 2µ2 + 2µ3),

(2µ1, 2µ1 + 2µ2, 2µ1 + 2µ2 + 2µ3),

(2µ1 + 2µ2, 2µ2, 2µ2 + 2µ3),

(2µ1, 2µ1 + 2µ2 + 2µ3, 2µ3),

(2µ1 + 2µ2 + 2µ3, 2µ2 + 2µ3, 2µ3),

(2µ1 + 2µ2, 2µ1 + 2µ2, 2µ1 + 2µ2 + 2µ3),

(2µ1, 2µ1 + 2µ2 + 2µ3, 2µ1 + 2µ2 + 2µ3),

(2µ1 + 2µ2, 2µ1 + 4µ2 + 2µ3, 2µ2 + 2µ3),

(2µ1 + 2µ2 + 2µ3, 2µ1 + 2µ2 + 2µ3, 2µ3),

(2µ1 + 2µ2 + 2µ3, 2µ2 + 2µ3, 2µ2 + 2µ3),

(2µ1 + 2µ2, 2µ1 + 4µ2 + 2µ3, 2µ1 + 2µ2 + 2µ3),

(2µ1 + 2µ2 + 2µ3, 2µ1 + 4µ2 + 2µ3, 2µ2 + 2µ3),
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(2µ1 + 2µ2 + 2µ3, 2µ1 + 2µ2 + 2µ3, 2µ1 + 2µ2 + 2µ3),

(2µ1 + 2µ2 + 2µ3, 2µ1 + 4µ2 + 2µ3, 2µ1 + 2µ2 + 2µ3)
}
.

We introduce the critical parameter set Γi of (1.3) by

Γi =
{

2π
∑
pt∈R

σt,i + 4πm | (σt,1, · · · , σt,n) ∈ Γ(µt,1, · · · , µt,n),

R ⊂ S, m ∈ Z
}
.

Our main theorem in this paper is the following a priori estimate for
the system (1.10), which contains Theorem 1.1 as a particular case.

Theorem 1.2. Suppose that ρi 6∈ Γi for any i ∈ I. Then for any
compact set K ⊂M \S, there exists a constant C > 0 such that for any

solution u of (1.10) in H̊1(M),

(1.13) |u(x)| 6 C, ∀x ∈ K.
If αt,i ∈ N then we will see σi ∈ 2N∪{0} for any tuple (σ1, · · · , σn) ∈

Γ(µ1, · · · , µn). Then Theorem 1.1 is a special case of the following
corollary.

Corollary 1.3. Suppose that αt,i ∈ N for any i ∈ I and pt ∈ S. If
ρi 6∈ 4πN, then the a priori estimate (1.13) holds for any solution of

(1.10) in H̊1(M).

In the past decades, there are a lot of works concerning the a priori
estimate of the equation (1.10). In particular, for n = 1, the study of a
priori estimate began with the work of Brezis-Merle [8] and Theorem 1.2
was proved by Li [23] for the case without singularities, and Bartolucci
and Tarantello [2] with singular sources. While for the case n = 2, the
problem becomes very difficult. In [21], the a priori estimate was first
derived when (1.10) has no singular sources, and recently through a
series of works by Lin-Wei-Zhang [28], Lin-Zhang [29], Lin-Wei-Yang-
Zhang [27], a slightly weak version of Theorem 1.2 was obtained for
the case of rank two simple Lie algebra. For n ≥ 3, Theorem 1.2 is
completely new.

To establish the a priori estimate, the most important issue is to
understand the blow up phenomena of (1.10). A point p is called a
blow up point if, along a subsequence, a sequence of solutions {uk =
(uk1, · · · , ukn)} satisfies

max
i

max
B(p,δ)

uki = max
i
uki (pk)→ +∞, pk → p.

The set of all the blow up points is called the blow up set.

Our proof of Theorem 1.2 is based on two results. The first one is

Theorem 1.4. Suppose that uk = (uk1, · · · , ukn) is a sequence of
blowup solutions of (1.10) and B is the blow up set of uk. Then at
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least one component uki of uk satisfies

uki (x)− log

∫
M
hie

uki dVg → −∞ for x /∈ B ∪ S.

The second and harder part of the proof of Theorem 1.2 is to deter-
mine the local mass at each blow up point of uk, which is defined as
follows. Suppose that q is a blow up point of uk, we define

(1.14) σi(q) =
1

2π
lim
r→0

lim
k→+∞

ρi
∫
B(q,r) h

k
i e
uki dx∫

M hki e
uki dx

, i ∈ I,

where B(q, r) is the ball centered at q with radius r. The main issue is
how to calculate σi(q). Of course the local mass σi can also be defined
for a sequence of local solutions. Let uk = (uk1, · · · , ukn) be a sequence
of local solutions of

∆uki +
n∑
j=1

kijh
k
j e
ukj = 4παiδ0 in B(0, 1), i ∈ I,(1.15)

where αi > −1 and B(0, 1) is the unit ball in R2. Throughout this
paper, we assume hki are smooth functions satisfying

hki (0) = 1,
1

C
≤ hki ≤ C, ‖hki ‖C3(B(0,1)) ≤ C in B(0, 1), i ∈ I.(1.16)

For solutions uk = (uk1, · · · , ukn) of (1.15) we assume:
(i) : 0 is the only blow up point of uk in B(0, 1),
(ii) : |uki (x)− uki (y)| ≤ C, ∀x, y on ∂B(0, 1), i ∈ I,
(iii) :

∫
B(0,1) h

k
i e
uki ≤ C, i ∈ I.

(1.17)

For this sequence of blowup solutions we define the local mass by

σi = lim
r→0

lim
k→∞

1

2π

∫
B(0,r)

hki e
uki , i ∈ I.(1.18)

It is proved in [28] that (σ1, · · · , σn) always satisfies the Pohozaev iden-
tity (P.I. in short):

(1.19)

n∑
i=1

σ2
i −

n−1∑
i=1

σiσi+1 = 2

n∑
i=1

µiσi,

where µi = αi + 1.

Theorem 1.5. Suppose that σi, i ∈ I are the local masses of a
sequence of blowup local solutions of (1.15) such that the assumption
(1.17) holds. Then there exists (σ̂1, · · · , σ̂n) ∈ Γ(µ1, · · · , µn) such that

σi = σ̂i + 2mi, mi ∈ Z, i ∈ I.

Our proof of Theorem 1.5 succeeds in combining two important fea-
tures about (1.10): PDE and the integrable system. The PDE part
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is the bubbling analysis for selecting a finite set of blow up points
{0, xk1, · · · , xkm} (if 0 is not singular point, then 0 can be deleted from
this set) and balls B(xki , l

k
i ). We have to analyze the behavior of uk in

these tiny balls by the scaling. The analysis shows that at each step of
blowup in B(xki , l

k
i ), only part of the re-scaling system will converge to

a new system which can be decomposed into a decoupled An-type Toda
system. Part of this bubbling analysis has been carried out in [27, 28].
To carry out the analysis [27, 28], the authors in [27, 28] introduces the
notions of slow decay and fast decay. After [27, 28], in order to com-
plete the analysis, we have to prove that the fast decay does not increase
the mass. For n = 2, it was proved in [27]. The original method in [27]
can not be extended to the case n ≥ 3. In any case, this important step
is proved in section 5. Then it remains two questions, the first question
is how to determine those total mass of the new An-type Toda system
from the previous step. One of the main discovery in this paper is that
the mass transformation from the one to the new one is related to the
Weyl group of the Lie algebra An. Indeed this holds true also for Bn

and Cn. The second question is how to calculate the total mass outside
the union of these balls B(xki , l

k
i ). The computation of mass for this

part seems not trivial at all from the analytic viewpoint. Indeed, this is
where the integrability of the Toda system (1.9) comes to play an impor-
tant role in our proof. See the main results in section 3. We remark that
at the moment, we succeed only for Lie algebras An, Bn, Cn and G2.

We say (α1, · · · , αn) satisfies Q-condition if α1, · · · , αn are Q-linearly
independent. Theorem 1.5 has a sharper form if α = (α1, · · · , αn)
satisfies the Q-condition.

Theorem 1.6. Suppose that (α1, · · · , αn) satisfies the Q-condition
and uk = (uk1, · · · , ukn) is a sequence of blowup solutions to (1.15). If
σ = (σ1, · · · , σn) is the local mass of uk, then σ ∈ Γ(µ1, · · · , µn). Fur-
thermore, the Harnack-type inequality holds:

(1.20) uki (x) + 2 log |x| ≤ C for x ∈ B(0, 1).

By Theorem 1.6, if αt = (αt,1, · · · , αt,n) satisfies the Q-condition
for any pt ∈ S, then Theorem 1.2 can be strengthened. For σt =
(σt,1, · · · , σt,n), we set

Γ+
i =

{
2π
∑
pt∈R

σt,i+4πm | σt ∈ Γ(µt,1, · · · , µt,n), R ⊂ S, m ∈ N∪{0}
}
,

then the following result holds:

Theorem 1.7. If αt satisfy the Q-condition for any pt ∈ S and
ρi 6∈ Γ+

i for all i ∈ I, then the a priori estimate (1.13) holds for any

solution u of (1.10) in H̊1(M).
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We conjecture that Γ+
i is the true critical parameter set for the system

(1.10). But so far we could prove it is true for generic αt only.
Before we end this introduction, let us state some existence result

from the a priori estimate obtained in this paper. The a priori bound
of Theorem 1.2 could allow us to define the Leray-Schauder degree for
equation (1.10). For equation (1.10) with ρ = (ρ1, · · · , ρn), we denote
the degree by dρ.

Theorem 1.8. Suppose that αt,i, i ∈ I are non-negative integers for
any pt ∈ S and χ(M) ≤ 0. Let ρi 6∈ 4πN for some i ∈ I and ρj ∈ (0, 4π)
for j ∈ I \ {i}. Then the topological degree of the equation (1.10) is
non-zero.

The counting degree formulas under the assumption of Theorem 1.8
could be obtained from the previous works on the mean field equation
[10, 12].

Recently, Battaglia [5] considered the general Liouville system (1.10)
with αt,i, i ∈ I are non-negative integers for any pt ∈ S and K =
(kij), i, j ∈ I is symmetric, positive definite matrix with non-positive
entries outside the diagonal (i.e., kij ≤ 0 for any i 6= j). Assume
the a priori bound holds and χ(M) ≤ 0, he has shown the existence
result of (1.10), see [5, Corollary 1.3]. Through the following simple
transformation:

2 −1 0 · · · 0
−1 2 −1 · · · 0
...

...
...

. . .
...

0 · · · −1 2 −2
0 · · · 0 −1 2




ρ1
ρ2
...

ρn−1

ρn

 =


2 −1 0 · · · 0
−1 2 −1 · · · 0
...

...
...

. . .
...

0 · · · −1 2 −1
0 · · · 0 −1 1




ρ1
ρ2
...

ρn−1

2ρn


and

2 −1 0 · · · 0
−1 2 −1 · · · 0
...

...
...

. . .
...

0 · · · −1 2 −1
0 · · · 0 −2 2




ρ1
ρ2
...

ρn−1

ρn

 =


2 −1 0 · · · 0
−1 2 −1 · · · 0
...

...
...

. . .
...

0 · · · −1 2 −2
0 · · · 0 −2 4




ρ1
ρ2
...

ρn−1
1
2ρn

 ,

we can write Bn and Cn Toda systems into a symmetric form. To-
gether with [5, Corollary 1.3], we get the following existence theorem
for An,Bn and Cn Toda systems.

Theorem 1.9. Suppose that χ(M) ≤ 0. Let ρi 6∈ Γi for any i ∈
I. Then the equation (1.10) with K = An always admits a solution.
Similar results hold for K = Bn or Cn.

The organization of this article is as follows. In section 2 we establish
the global mass for the entire solutions of the An type Toda system
with many singular sources defined in R2. This kind of result plays
important roles in our bubbling analysis. In [26], it has been proved
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that any solution u is associated with a (n + 1)-th order ODE in com-
plex form. Our method is to apply the monodromy of this ODE to
establish a formula of global mass. The aim of section 3 is to study the
Pohozaev identity of all the possible solutions. As discussed above, we
shall also explore the relation between the Pohozaev identity and the
Weyl group. Then in section 4 we review some results of the bubbling
analysis, which have been proved in the previous work [28]. In section
5 we present two crucial lemmas, which play the key role in the proof of
main results. Then in section 6 and section 7 we discuss the local mass
on each bubbling disk centered at 0 and not at 0 respectively, thereby
we prove all the results of An type Toda system. In the last section, we
provide all the counterpart results for Bn and Cn Toda system.

2. Total mass for Toda system

In this section, we shall consider the SU(n+ 1) Toda system,

(2.1)

 ∆ui +
∑n

j=1 kije
uj =

∑N
t=1 4παt,iδpt in R2,∫

R2 e
ui < +∞, i = 1, 2, · · · , n,

where p1, · · · , pN are distinct points in R2 and αt,i > −1, ∀ 1 ≤ i ≤
n, 1 ≤ t ≤ N . We recall the Cartan matrix is given by (1.6). For any
solution u = (u1, · · · , un), we let

(2.2) σi =
1

2π

∫
R2

euidx, 1 ≤ i ≤ n,

and σ = (σ1, · · · , σn) be the total mass of the solution u. In this section
we shall determine the total mass of u.

To investigate this problem, we shall regard (2.1) as an integrable
system, that is, for any solution u = (u1, · · · , un) there is an associated
(n+ 1)-th order Fuchsian differential equation:

(2.3) L(y) = y(n+1)(z) +

n−1∑
j=0

Wj(z)y
(j)(z) = 0 in C,

whose singular points exactly are pt, t = 1, · · · , N . Here Wj(z) are the
so-called W -invariants and meromorphic functions defined on C, see
[26]. For a Fuchsian ODE, the most important data is the monodromy
transformation M. Fix a base point z0 ∈ C, z0 /∈ {p1, · · · , pN}, and
a basis ν(z) = (ν0(z), · · · , νn(z)) of solutions for (2.3). Let li (starting
and ending at z0) be a loop cycling around pi once, 1 ≤ i ≤ N and
(li)
∗ν denote the analytic continuation of ν along li. Then there exists

a matrix Mi such that

(2.4) (li)
∗(ν(z))t = (ν(z))tMi.
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The matrix Mi is called the monodromy transformation. Without loss
of generality, one may arrange the index i such that

(2.5) M∞MN · · ·M1 = In+1.

The fundamental theorem about the Toda system is,

Theorem 2.A ([26]). Let u(z) be a solution of (2.1) and (2.3) be
the associated ODE. Then there is a basis (ν0, · · · , νn(z)) of solutions
to (2.3) such that

e−U1(z) = |ν(z)|2,

where U1 =
∑n

j=1 k
1juj.

Let βt,i be the local exponents of equation (2.3) at pt, 1 ≤ t ≤ N ,
then

(2.6) βt,0 = −α1
t , βt,i = βt,i−1 + µt,i, 1 ≤ i ≤ n,

where αit =
∑n

j=1 k
ijαt,j , 1 ≤ i ≤ n. To compute the local exponent at

∞, we have

Lemma 2.1. Suppose that the solution u satisfies

(2.7) ui(x) = −2α∞,i log |x|+O(1) at ∞.

Then the local exponent at ∞ is
(2.8)
β∞,0 = −α1

∞, β∞,j = −αj+1
∞ + αj∞ − j, 1≤ j≤n−1, β∞,n = αn∞−n,

where αi∞ =
∑n

j=1 k
ijα∞,j , 1 ≤ i ≤ n.

Proof. By [26], the ODE (2.3) is written as
(2.9)
L = (∂z −Un,z)(∂z + Un,z −Un−1,z) · · · (∂z + U2,z −U1,z)(∂z + U1,z)

= ∂n+1
z +

n−1∑
j=0

Wj∂
j
z ,

where Ui(z) =
∑n

i=1 k
ijuj , 1 ≤ i ≤ n. The exponents at z = ∞ can

be computed by applying the transformation w = 1
z and the relation

∂z = −w2∂w. Let

Ũi(w) = Ui(
1

w
) = Ui(z), and Ṽi(w) = Ũi(w)− 2αi∞ log |w|.

Then

Ui,z = −w2Ũi,w = −w2(Ṽi,w +
αi∞
w

),
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and the linearized operator L is transformed to

(2.10)

L̃ = (−1)n+1w2(∂w −
αn∞
w
− Ṽn,w) · · ·w2(∂w +

α1
∞
w

+ Ṽ1,w)

= (−1)n+1(∂n+1
w +

n−1∑
j=0

W̃j∂
j
w).

It is not difficult to see that at point w = 0, the limw→0w
n+1−jW̃j only

depends on the terms of W̃j containing the αi
∞
w and their derivatives.

Thus the terms Ṽi,w can be neglected when we compute the local expo-

nents of L̃ at w = 0. As a consequence, the exponents of L at ∞ are
the exponents at w = 0 of the equation

(−1)n+1w2(∂w −
αn∞
w

) · · ·w2(∂w +
α2
∞ − γ∞,1
w

)w2(∂w +
α1
∞
w

)h̃ = 0,

which is the same as

(−1)n+1wn+1(w∂w−αn∞+n) · · · (w∂w+α2
∞−α1

∞+1)(w∂w+α1
∞)h̃ = 0.

Therefore the exponents are

−α1
∞, −α2

∞ + α1
∞ − 1, · · · ,−αn∞ + αn−1

∞ − (n− 1), αn∞ − n,
which is exactly (2.8). q.e.d.

In this section, the main result is to use the monodromy theory to
calculate the mass (2.2) of the solution u to (2.1).

Theorem 2.2. Suppose that u = (u1, · · · , un) is a solution of (2.1)
and αt,i ∈ N ∪ {0}, 2 ≤ t ≤ N, 1 ≤ i ≤ n. Then there exists a
permutation map f on I0 = {0, 1, · · · , n} such that

1

2π

∫
R2

eui = 2
i−1∑
j=0

f(j)∑
l=1

α1,l −
j∑
l=1

α1,l

+ 2Ni, i ∈ I,

where Ni ∈ Z, 1 ≤ i ≤ n.

Proof. Following the approach introduced by Chen-Li [13, 14] for
Liouville equations (based on potential analysis), we could get that any
solution u = (u1, · · · , un) of (2.1) has the following asymptotic behavior
at infinity:

(2.11) ui(z) = −2α∞,i log |z|+O(1), α∞,i > 1, i = 1, · · · , n,
and the total mass for ui satisfies

(2.12) σi =
1

2π

∫
R2

euidx =

n∑
j=1

kij

(
2

N∑
l=1

αl,j + 2α∞,j

)
, i = 1, · · · , n,

where (kij)n×n is the inverse of K.
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Let (2.3) be the associated ODE of the solution u(z) and Mt be the
monodromy transformation at pt, t = 1, · · · , N,∞. Then we have

(2.13) M∞MN · · ·M1 = In+1.

The local exponents of L at pt are given in (2.6) provided 1 ≤ t ≤ N , and
by (2.8) provided t = ∞. In addition, by Theorem 2.A, Mt is unitary.
Hence the monodromy at each pt, 1 ≤ t ≤ N and ∞ are the following

(2.14) Mt = Ct


e2πiβt,0 0 · · · 0

0 e2πiβt,1 · · · 0
...

...
. . .

...
0 0 · · · e2πiβt,n

C−1
t , 1 ≤ t ≤ N,

and

(2.15) M∞ = C∞


e2πiβ∞,0 0 · · · 0

0 e2πiβ∞,1 · · · 0
...

...
. . .

...
0 0 · · · e2πiβ∞,n

C−1
∞ ,

where Ct and C∞ are constant invertible matrices. By the assumption

αt,i ∈ N ∪ {0}, 2 ≤ t ≤ N, 1 ≤ i ≤ n,

we have Mt = e2πiβt,0In+1, 2 ≤ t ≤ n. Set Ξ =
∑N

t=2 βt,0. Then (2.13)
yields

M1 = e−2πiΞM−1
∞ .(2.16)

Therefore, we can find a permutation map f on I0 such that,

(2.17) β∞,j + Ξ + β1,f(j) +mj = 0, j ∈ I0,

where mj ∈ Z, 0 ≤ j ≤ n. By (2.6) and (2.8), (2.12) can be rewritten as
(2.18)

1

4π

∫
R2

eui =
n∑
j=1

kij

(
N∑
t=1

αt,j + α∞,j

)
=

N∑
t=1

αit + αi∞

=−
N∑
t=1

i−1∑
`=0

(βt,` − `)−
i−1∑
`=0

(β∞,` + `)

=−
i−1∑
`=0

(β1,` − β1,f(`)) +

i−1∑
`=0

(
N∑
t=2

βt,0 −
N∑
t=2

βt,`

)
+mi,1

=−
i−1∑
`=0

(β1,` − β1,f(`))−
i−1∑
`=0

N∑
t=2

∑̀
j=1

αt,j +mi,2

=−
i−1∑
`=0

(β1,` − β1,f(`)) +mi,3,
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where mi,1,mi,2,mi,3 ∈ Z, 1 ≤ i ≤ n. Using (2.18), we finally get

(2.19)
1

4π

∫
R2

eui =
i−1∑
j=0

f(j)∑
l=1

α1,l −
j∑
l=1

α1,l

+Ni, i ∈ I.

Combining with equation (2.1), we prove the conclusion. q.e.d.

A direct consequence of Theorem 2.2 is the following result:

Corollary 2.3. Suppose that u = (u1, · · · , un) is a solution of (2.1)
and αt,i ∈ N ∪ {0}. Let σ = (σ1, · · · , σn) be the total mass of u. Then
σi, i ∈ I, are positive even integers.

3. The Pohozaev identity and Weyl group

3.1. Definition of Γ(µ). We recall the Pohozaev identity (P.I. in short)

(3.1)
n∑
i=1

σ2
i −

n−1∑
i=1

σiσi+1 = 2
n∑
i=1

µiσi.

It has been known that the P.I. plays an important role for studying the
bubbling behavior of solutions of the mean field equation. For example,
see [2, 3, 9, 10, 11, 12] and the references therein. The purpose of
this section is to derive all possible values of the local mass for a local
solution u of (1.15).

In this section, µ1, · · · , µn are considered as independent variables
and the P.I. is seen as a polynomial with degree 2 and coefficients in
C[µ1, · · · , µn]. For (µ1, · · · , µn), the set Γ(µ1, · · · , µn) (Γ(µ) in short)
is defined as the minimal set satisfying the following conditions:

(i) (0, · · · , 0) ∈ Γ(µ) and
(ii) if σ ∈ Γ(µ), then Riσ ∈ Γ(µ), i ∈ I, where

(3.2) Riσ = (σ1, · · · , 2µi −
n∑
j=1

kijσj + σi, · · · , σn).

It is not difficult to see that for each element σ ∈ Γ(µ), σi is a poly-
nomial of µ1, · · · , µn of degree 1. Indeed, we have σi = 2

∑n
j=1 aijµj ,

where aij ∈ Z. Set A = [aij ].
We first prove each element in Γ(µ) satisfies the P.I.

Proposition 3.1. For each element σ ∈ Γ(µ), we have σ satisfies
the P.I.

Proof. For any i, (3.1) can be written as

(3.3) σ2
i − (2µi −

∑
j 6=i

kijσj)σi +
∑
l 6=i

σ2
l −

∑
l∈Ii

σlσl+1 − 2
∑
l 6=i

µlσl = 0,
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where Ii = I \ {i − 1, i, n}, which shows σi is a root of the quadratic
equation

(3.4) x2 − (2µi −
∑
j 6=i

kijσj)x+
∑
l 6=i

σ2
l −

∑
l∈Ii

σlσl+1 − 2
∑
l 6=i

µlσl = 0.

Thus the other root of (3.4) is 2µi−
∑

j 6=i kijσj−σi = 2µi−
∑n

j=1 kijσj+

σi. Then Riσ satisfies (3.3) which is equivalent to P.I. q.e.d.

Remark. We shall prove all the entries of A are non-negative inte-
gers. On the other hand, we set
(3.5)

ΓN (µ) =
{
σ | σ satisfies the P.I., σi = 2

n∑
j=1

aijµj , aij ∈ N ∪ {0}
}
.

In proposition 3.4 we will show that the two sets Γ(µ) and ΓN (µ) are
exactly the same.

Next, we state the main result in this section,

Theorem 3.2. For each element σ ∈ Γ(µ), there exists a permuta-
tion map f on I0 = I ∪ {0} such that σi is expressed by

(3.6) σi = 2

i−1∑
j=0

f(j)∑
l=1

µl −
j∑
l=1

µl

 , i ∈ I.

Furthermore the correspondence σ → f is bijective from Γ(µ) onto the
permutation group Sn+1 of I0. Consequently

|Γ(µ)| = (n+ 1)!.

Proof. First, we note that when f is the identity map of I0, equation
(3.6) gives σi = 0, and σ = (0, · · · , 0) ∈ Γ(µ). For some element
σ ∈ Γ(µ). Suppose that (3.6) holds for some permutation map f .
According to the definition of Rmσ, we have

(3.7) (Rmσ)i =


2
∑i−1

j=0

(∑f(j)
l=1 µl −

∑j
l=1 µl

)
, if i ∈ I \ {m},

2
∑m−1

j=0

(∑f(j)
l=1 µl −

∑j
l=1 µl

)
+2
∑f(m)

j=1 µj − 2
∑f(m−1)

j=1 µj , if i = m.

Let g be g(i) = f(i), i ∈ I \ {m− 1,m} and g(m− 1) = f(m), g(m) =
f(m− 1). Then by using g, we have

(3.8) (Rmσ)i = 2

i−1∑
j=0

g(j)∑
l=1

µl −
j∑
l=1

µl

 , i ∈ I.

On the other hand, (3.8) also shows that if a permutation f yields
an element in Γ(µ) by (3.8), then f ◦ sm also yields another element of
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Γ(µ), where sm is the simple permutation only by exchange of m − 1
and m. Since the permutation group is generated by all the simple
permutations sm, we conclude that any permutation f always gives an
element in Γ(µ) via (3.6). Now it remains to prove different permutation
map f gives different σ.

Suppose that there are two permutations f, g give the same element
σ ∈ Γ(µ), i.e.,

(3.9)
i−1∑
j=0

f(j)∑
l=1

µl −
j∑
l=1

µl

 =
i−1∑
j=0

g(j)∑
l=1

µl −
j∑
l=1

µl

 , i ∈ I.

If i = 1, then we have
∑f(0)

l=1 µl =
∑g(0)

l=1 µl, so f(0) = g(0). By induction
on i, it is not difficult to see f(i) = g(i), ∀i ∈ I by (3.9).

Since f → σ is bijective, we have

|Γ(µ)| = |{f | f is a permutation map on I0}| = (n+ 1)!.

q.e.d.

Corollary 3.3. For any element σ ∈ Γ(µ), let A be the correspond-
ing matrix. Then all the entries in A are non-negative integers.

Proof. Since we have already seen that all the entries aij are integers,
then it suffices to show aij ≥ 0. For the i-th component σi, we rearrange
f(0), · · · , f(i− 1) such that

f(0) < f(1) < · · · < f(i− 1) without changing the value of σi.

Therefore l ≤ f(l), 0 ≤ l ≤ i − 1. Thus it is easy to see that by (3.6),
all the coefficients of µj , j ∈ I for σi are non-negative. q.e.d.

Proposition 3.4. Let ΓN (µ) be defined in (3.5). Then

ΓN (µ) = Γ(µ).

Proof. From Corollary 3.3 it is easy to see that Γ(µ) ⊂ ΓN (µ). Hence
it suffices to prove the other direction. For any σ = (σ1, · · · , σn) ∈
ΓN (µ), in the proof of Proposition 3.1, we already proved that Riσ also
satisfies the P.I. We claim:

(3.10) If σ ∈ ΓN (µ), then Riσ ∈ ΓN (µ), ∀i ∈ I.

Let σi = 2
∑n

j=1 aijµj , i ∈ I, where aij ∈ N ∪ {0}. The claim (3.10) is
equivalent to show

(3.11) bil := δil −
n∑
j=1

kijajl + ail ≥ 0, ∀l ∈ I.
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Since σ satisfies the P.I., substituting the expression σi = 2
∑n

j=1 aijµj
into the P.I., and comparing the coefficients of µ2

l , we get

(3.12)
n∑
j=1

a2
jl −

n−1∑
j=1

ajlaj+1,l = all, l ∈ I.

Similarly, for Riσ we have
(3.13)∑
j∈I\{i}

a2
jl + b2il −

∑
j∈I\{i,i−1}

ajlaj+1,l − (ai−1,l + ai+1,l)bil = âll, l ∈ I,

where

ajl = 0 if j ≤ 0 or j ≥ n+ 1, ∀l ∈ I,
and

âll =

{
all, if l 6= i,
bii, if l = i.

From (3.12) and (3.13), we can view ail, bil l 6= i as the solutions of the
following quadratic equation
(3.14)

x2−(ai−1,l+ai+1,l)x+
∑

j∈I\{i}

a2
jl−

∑
j∈I\{i,i−1}

ajlaj+1,l−all = 0, l ∈ I\{i},

and aii, bii as the solutions of the following quadratic equation

(3.15) x2 − (ai−1,l + ai+1,l + 1)x+
∑

j∈I\{i}

a2
ji −

∑
j∈I\{i,i−1}

ajiaj+1,i = 0.

At first, we prove that bii ≥ 0. Note∑
j∈I\{i}

a2
ji −

∑
j∈I\{i,i−1}

ajiaj+1,i ≥
1

2

∑
j∈I\{i,i−1}

(aji − aj+1,i)
2 ≥ 0,

which together with the equation (3.15) yields bii ≥ 0. It remains to
show bil ≥ 0 for l 6= i. By (3.14), we see bil ≥ 0 if

(3.16)
∑

j∈I\{i}

a2
jl −

∑
j∈I\{i,i−1}

ajlaj+1,l − all ≥ 0.

Set cjl = ajl, j ∈ I \ {i} and cil = 0. Then we have

(3.17)

∑
j∈I\{i}

a2
jl −

∑
j∈I\{i,i−1}

ajlaj+1,l − all

=

n∑
j=1

c2
jl −

n−1∑
j=1

cjlcj+1,l − cll

=
1

2

 l−1∑
j=0

(cjl − cj+1,l)
2 − cll

+

 n∑
j=l

(cjl − cj+1,l)
2 − cll

 ,
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where c0l = cn+1,l = 0. Since cjl ∈ N ∪ {0}, it is easy to see

(3.18)
l−1∑
j=0

(cjl − cj+1,l)
2 − cll ≥ 0 and

n∑
j=l

(cjl − cj+1,l)
2 − cll ≥ 0.

As a consequence, (3.16) holds and we get bil ≥ 0 for l 6= i. Thus the
claim (3.10) is proved, and Riσ ∈ ΓN (µ).

Next we define a partial order � in ΓN (µ), we say

σ1 � σ2 provided (σ1)i ≤ (σ2)i, i ∈ I.
It is easy to see that we have

either Riσ � σ or σ � Riσ, ∀i ∈ I.
For any σ ∈ ΓN (µ), we set

(3.19) Γσ = {Ri1 · · ·Rimσ | m ∈ N ∪ {0}} .
It is easy to see that for any σ1,σ2 ∈ ΓN (µ), we have either

(3.20) Γσ1 = Γσ2 or Γσ1 ∩ Γσ2 = ∅.
Next we shall prove that 0 = (0, · · · , 0) ∈ Γσ for any σ ∈ ΓN (µ).

An element σ̂ ∈ Γσ is minimal if σ̃ � σ̂ for some σ̃ ∈ Γσ, then
σ̂ = σ̃. It is not difficult to see that Γσ has a local minimal element
σ0 = (σ1,0, · · · , σn,0), i.e.,

σ0 � Riσ0, ∀i ∈ I.
As a consequence, we have

2µi −
n∑
j=1

kijσj,0 ≥ 0, i ∈ I.

On the other hand, since σ0 satisfies the P.I., we get

(3.21) 0 ≤
n∑
i=1

(2µi −
n∑
j=1

kijσj,0)σi,0 = −2
n∑
i=1

µiσi,0 ≤ 0.

Then σi,0 = 0, ∀i ∈ I. Hence 0 ∈ Γσ. By (3.20), we obtain Γσ =
Γ(0,··· ,0) for σ ∈ ΓN (µ) and it implies

ΓN (µ) = Γ(µ).

q.e.d.

3.2. The Weyl group and Γ(µ). For any σ ∈ Γ(µ), we can define
the matrix A. Then we set

(3.22) B = In −KA.
In the next theorem we will see that the matrix B is related to the Weyl
group of the Lie algebra An. It is known that the simple roots for the
Cartan subalgebra of sl(n+1) is ei−ei+1, i ∈ I, where ei, 1 ≤ i ≤ n+1
is the standard orthogonal basis in Rn+1 and 〈·, ·〉 is the inner product of
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Rn+1. Let V be the subspace spanned by simple roots. For 0 6= α ∈ V ,
the orthogonal reflection Sα is defined by

Sα(β) = β − 2
〈β, α〉
〈α, α〉

α for β ∈ V.

The subgroup W generated by the reflections Sei−ei+1 , i ∈ I is called
the Weyl group of the root system R. Using the basis ei+1 − ei, W can
be embedded into GL(n,R).

Theorem 3.5. Let B be defined in (3.22), then we have the following
conclusions.

(a) The matrix B for any A ∈ Γ(µ) is non-singular. Furthermore, let
f → Af be the correspondence by Theorem 3.2 and Bf is given by
(3.22). Then f → Bf is an anti-homomorphism from the permu-
tation group Sn+1 to GL(n,Z). Consequently

{B | B is given by (3.22), A ∈ Γ(µ)} is a group

denoted by B.
(b) The entries of any B in B consist only of {0,±1}.
(c) The group B is the Weyl group of the root system for the Lie

algebra An.

Proof. (a) We start the proof by showing B is invertible. Using the
P.I. we get

(3.23)

n∑
i=1

 n∑
j=1

aijµj

2

−
n−1∑
i=1

 n∑
j=1

aijµj

 n∑
j=1

ai+1,jµj


=

n∑
i=1

µi

 n∑
j=1

aijµj

 ,

which implies

µtAtAµ− µtAtRAµ = µtAµ,(3.24)

where

R =


0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1
0 0 0 · · · 0

 ,
and µ = (µ1, · · · , µn)t. Since the equation (3.24) is independent of µ,
we get

(3.25)
1

2
AtKA = AtA− 1

2
At(R+Rt)A =

1

2
(A+At),

where At denotes the transpose of A.
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On the other hand, we have by (3.22)

(3.26) A = K−1(In − B) and At = (In − Bt)K−1.

Substituting (3.26) into (3.25), we get

(3.27) (In − Bt)K−1(In − B) = ((In − Bt)K−1 + K−1(In − B))

which implies

(3.28) BtK−1B = K−1.

From the above equation, we deduce that B is non-singular.
Next we shall show the map f → Bf is an anti-isomorphism from

Sn+1 to B. It is easy to see Bf = In provided f is the identity map. By
Theorem 3.2 we get the map f → Bf is onto, now we will prove

Bg◦f = BfBg for any permutation map f and g.

Since any permutation map f can be decomposed by some simple ones,
which alternates only one couple of neighbor points. Then it suffices to
show the anti-homomorphism holds with f is simple, i.e., f only change
the places of m − 1 and m for some m ∈ I. Suppose g corresponds
to the element σ = (σ1, · · · , σn), then g ◦ f corresponds to Rmσ. We
assume σi = 2

∑n
j=1 aijµj , then the (i, j)-th entry of Bg and Bg◦f can

be represented respectively in the following

(Bg)(i,j) = δij −
n∑
l=1

kilalj(3.29)

and

(Bg◦f )(i,j) =



δij −
∑n

l=1 kilalj , if i ∈ I \ {m± 1,m},

δij − kimδjm −
∑n

l=1 kilalj
+kim

∑n
l=1 kmlalj , if i = m± 1,

−δmj +
∑n

l=1 kmlalj , if i = m.

(3.30)

On the other hand, for the permutation map f we have

(Bf )(i,j) =

{
δij , if j 6= m,
δim − kim, if j = m.

(3.31)

From (3.29) to (3.31) and straightforward computation we get

(Bg◦f )(i,j) =

n∑
l=1

(Bf )(i,l)(Bg)(l,j), i, j ∈ I,(3.32)

which implies Bg◦f = BfBg. Therefore we proved the map f → Bf is
anti-homomorphism and consequently B is a group. Now it remains to
show the map is injective, i.e., the pre-image of In is the identity map.
Suppose that there exists a permutation map f such that Bf = In.
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Then Af = 0 and by Theorem 3.2 we have f is identity. Hence the map
f → Bf is anti-isomorphism.

(b) We have already known that the (i, j)-th entry of Bf is the co-

efficient of µj in
∑f(i)

l=1 µl −
∑f(i−1)

l=1 µl, j ∈ I. Then it is easy to see

that the coefficient of µ`, ` ∈ I in µi − 1
2

∑
j kijσj only takes the value

in {−1, 0, 1}, therefore the second conclusion holds.

(c) We have already seen that the generators for the Weyl group of
the Lie algebra An are

(3.33) Se1−e2 ,Se2−e3 , · · · ,Sen−en+1 .

It is known that

(3.34) Sem−em+1(ei − ei+1) =


ei − ei+1, if i /∈ {m,m± 1},
em−1 − em+1, if i = m− 1,
em+1 − em, if i = m,
em − em+2, if i = m+ 1.

The corresponding matrix Mem−em+1 is

[Mem−em+1 ]ij =

{
δij , if j 6= m,
δim − kim, if j = m.

(3.35)

On the other hand, from the proof of (a) we get the generators of the
group B are Bf , where f is the simple map which only change the
places of m−1 and m for some m ∈ I. The matrix Bf has already been
computed in (3.31). Combined with (3.35), we get

Mem−em+1 = Bf .
As a consequence, the generators of the Weyl group of An and the group
B are the same. Therefore these two groups are the same. Hence we
finish all the proof. q.e.d.

3.3. For any σ ∈ Γ(µ), we set

(3.36) µ̄i = µi −
1

2

∑
j

kijσj , i ∈ I.

Then we state the following result

Theorem 3.6. Assume σ ∈ Γ(µ), and let µ̄i be given in (3.36). For
any permutation map f on {0, 1, · · · , n}, we set σf = (σf,1, · · · , σf,n)
by

(3.37) σf,i = σi + 2
i−1∑
j=0

f(j)∑
l=1

µ̄l −
j∑
l=1

ūl

 .

Then σf ∈ Γ(µ).

Proof. Note that if f is an identity then σf = σ. Hence it suffices
to prove that if f is any permutation such that σf ∈ Γ(µ) and g is the
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simple permutation, then σf◦g ∈ Γ(µ). Let g be a simple permutation
which only alternates the places of `− 1 and ` for some ` ∈ I, then we
have
(3.38)
(f◦g)(`−1) = f(`), (f◦g)(`) = f(`−1), (f◦g)(i) = f(i), i ∈ I\{`−1, `}.
According to the definition of σf◦g,i, for i 6= ` we have that

(3.39)

σf◦g,i = σi + 2
i−1∑
j=0

(f◦g)(j)∑
m=1

µ̄m −
j∑

m=1

ūm


= σi + 2

i−1∑
j=0

 f(j)∑
m=1

µ̄m −
j∑

m=1

µ̄m

 = σf,i.

For i = `, we have
(3.40)

σf◦g,` = σ` + 2
`−1∑
j=0

(f◦g)(j)∑
m=1

µ̄m −
j∑

m=1

µ̄m


= σ` + 2

`−2∑
j=0

 f(j)∑
m=1

µ̄m −
j∑

m=1

µ̄m

+ 2

 f(`)∑
m=1

µ̄m −
`−1∑
m=1

µ̄m


= σf,`−1 + σf,`+1 − σf,` + 2µ̄` − σ`−1 − σ`+1 + 2σ`

= 2µ` −
∑
j

k`jσf,j + σf,`.

Thus σf◦g = R`σf , where R` is given by (3.2), and then σf◦g ∈ Γ(µ).
This proves Theorem 3.6. q.e.d.

An important consequence of Theorem 3.6 is the following proposi-
tion, which plays a crucial role in section 6 and section 7. Before we state
the result, let us introduce the notion of consecutive indices. We say
that J ⊂ I consists of consecutive indices if J = {i, i+1, · · · , i+m} ⊂ I
for some m ≥ 0. We will see the concept of consecutive indices is needed
in the partial blow-up phenomena of solutions of Toda system.

Theorem 3.7. Assume σ ∈ Γ(µ), n ≥ 2. Let J = J1 ∪ · · · ∪ Jl ⊂ I,
where J1, · · · , Jl are disjoint sets and Jt = {it, · · · , it + |Jt| − 1}, t =
1, · · · , l consists of the maximal consecutive indices. We set µ̄i = µi −
1
2

∑n
j=1 kijσj , i ∈ I and

(3.41)

σ̄i = σi for i ∈ I \ J, σ̄i = σi +
∑
j∈Jt

kijt (2µ̄j + 2µ̄2it+|Jt|−j−1) for i ∈ Jt,

where (kijt )|Jt|×|Jt| is the inverse of (kij)|Jt|×|Jt|, i, j ∈ Jt, t = 1, · · · , l.
Then σ̄ ∈ Γ(µ).
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Proof. For convenience we write

(3.42) σ̄i,0 =
∑
j∈Jt

kijt (2µ̄j + 2µ̄2it+|Jt|−1−j), i ∈ Jt.

For the matrix (kijt )|Jt|×|Jt|, we have the following equality

kijt + k
i,2it+|Jt|−1−j
t

= min{i− it + 1, j − it + 1, |Jt|+ it − i, |Jt|+ it − j}, i, j ∈ Jt.

As a consequence, we can rewrite (3.42) as

(3.43) σ̄i,0 = 2
i−1∑

j=it−1

2it+|Jt|−2−j∑
l=it

µ̄l −
j∑

l=it

µ̄l

 , i ∈ Jt.

Next we define a permutation map ft, t = 1, · · · , l on Jt ∪{it− 1} such
that

(3.44) ft(i) = 2it + |Jt| − 2− i, i ∈ Jt ∪ {it − 1}

and a permutation map f on I0 = I ∪ {0} such that

(3.45) f(i) =

{
ft(i), if i ∈

⋃l
t=1(Jt ∪ {it − 1}),

i, if i ∈ I0 \ (
⋃l
t=1(Jt ∪ {it − 1})).

Then we can write σ̄i as

(3.46) σ̄i = σi + 2
i−1∑
j=0

f(j)∑
l=1

µ̄l −
j∑
l=1

µ̄l

 , i ∈ I.

By Theorem 3.6 we get σ̄ ∈ Γ(µ) and it finishes the proof. q.e.d.

Theorem 3.6 and Theorem 3.7 play important roles for calculating
the new local mass at each step of performing partial bubbling, see
Proposition 6.1 and Lemma 6.3.

4. Bubbling Analysis for picking up “Bad points”

The main purpose of bubbling analysis for a local solution of equation
(1.15) is to pick up those “bad points”, {xk1, · · · , xkN} denoted by Σk.
The set Σk is characterized by the Harnack-type inequality:

(4.1) uki (x) + 2 log dist(x,Σk) ≤ C, ∀x ∈ B(0, 1), i ∈ I,

for some constant C. The process for selecting those points has been
done in [28]. In this section, we shall review this process for the conve-
nience of readers. For the complete proof we refer to [28].

We construct Σk by induction. If (1.15) has no singularity at 0, we
start with Σk = ∅. If (1.15) has a singularity, we start with Σk = {0}.
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Suppose that we have defined Σk = {0, xk1, · · · , xkm−1} by induction,
then we consider the function

(4.2) max
1≤i≤n, x∈B1

(
uki (x) + 2 log dist(x,Σk)

)
.

If the above function is bounded from above by a constant independent
of k, then we stop the process and Σk = {0, xk1, · · · , xkm−1}. Otherwise
the maximum tends to infinity, let qk be the point where (4.2) is achieved
and we set

dk =
1

2
dist(qk,Σk)

and

Ski (x) = uki (x) + 2 log (dk − |x− qk|) in B(qk, dk), i ∈ I.
Let i0 be the index and pk be the point such that

Ski0(pk) = max
1≤i≤n

max
x∈B̄(qk,dk)

Ski (x).

Then we set

lk =
1

2
(dk − |pk − qk|)

and scale uki by

(4.3) vki (y) = uki (pk + e
− 1

2
uki0

(pk)
y)− uki0(pk) for |y| ≤ Rk + e

1
2
uki0

(pk)
lk.

It is not difficult to see that Rk →∞ and vki is bounded from above on
any fixed compact subset of R2. Thus by passing to a subsequence, vki
satisfies one of the following two alternatives:

(a) The sequence is fully bubbling: along a subsequence, (vk1 , · · · , vkn)
converges in C2

loc(R2) to (v1, · · · , vn) which satisfies

(4.4) ∆vi +
n∑
j=1

aije
vj = 0 in R2, i ∈ I.

(b) I = J1 ∪ J2 ∪ · · · ∪ Jl ∪N , where J1, J2, · · · , Jl and N are disjoint
sets, N 6= ∅ and each Ji, 1 ≤ i ≤ l consists of consecutive indices.
For each i ∈ N , vki → −∞ over any fixed compact subsets of R2. The
components of vk = (vk1 , · · · , vkn) corresponding to each Ji (i = 1, · · · , l)
converge in C2

loc(R2) to a SU(|Ji| + 1) Toda system, where |Ji| is the
number of indices in Ji.

Therefore in either case, we could choose l∗k →∞ such that

vki (y) + 2 log |y| ≤ C for |y| ≤ l∗k, i ∈ I(4.5)

and ∫
B(0,l∗k)

ev
k
i dy =

∫
R2

evi(y) + o(1).(4.6)
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After scaling back to uki , we set lkm = e
− 1

2
uki0

(pk)
l∗k. Let xkm be the point

where maxi∈I maxB(pk,lkm) u
k
i is achieved and add xkm in Σk. We can

continue in this way until the Harnack inequality (4.1) holds.
The inequality (4.1) is a Harnack type inequality, which has the fol-

lowing important consequence.

Proposition 4.A ([28, Lemma 2.4]). Let uk satisfy (1.15) in B(x0,
2rk) such that (1.17) holds and

uki (x) + 2 log |x− x0| ≤ C for x ∈ B(x0, rk), 1 ≤ i ≤ n.
Then
(4.7)

|uki (x1)− uki (x2)| ≤ C0 for
1

2
≤ |x1 − x0|
|x2 − x0|

≤ 2 and x1, x2 ∈ B(x0, rk),

where C0 depends on C only.

Now let us introduce the notions of fast decay or slow decay in below

Definition 4.1. Suppose that uk satisfies the Harnack inequality
in B(xk, 2rk) \ B(xk,

1
2rk). Then we say that uki has fast decay on

∂B(xk, rk) if along a subsequence,

uki (x) + 2 log |x− xk| ≤ −Nk, for x ∈ ∂B(xk, rk)

for some Nk →∞ and uki is said to have slow-decay if there is a constant
C independent of k and

uki (x) + 2 log |x− xk| ≥ −C, for x ∈ ∂B(xk, rk).

As we have seen in [27] and [28], the fast decay is the necessary
situation for applying Pohozaev identities. Based on the notation of fast
decay and slow decay, we summarize the above discussion of induction
process as the following.

Proposition 4.B. Let K = (kij)n×n be the Cartan matrix (1.6),

hki satisfy (1.16) and uk = (uk1, · · · , ukn) be a sequence of solutions to
(1.15). Then there exist a finite set Σk := {0, xk1, · · · , xkm} (if 0 is not
singular point, then 0 can be deleted from Σk) and positive numbers
lk1 , · · · , lkm → 0 such that the following hold:

1) There exists C > 0 independent of k such that (4.1) holds.
2) At xkj , let uki0(xkj ) = maxi maxB(xkj ,l

k
j ) u

k
i (x) → +∞ as k → +∞

and set

(4.8) vki (y) = uki (x
k
j + e

− 1
2
uki0

(xkj )
y)− uki0(xkj )

then vk = (vk1 , · · · , vkn) satisfies either (a) or (b). Furthermore
there is a sequence Rj,k such that uk has fast decay on ∂B(xkj , l

k
j ),

where lkj = Rj,ke
− 1

2
uki0

(xkj )
.

3) B(xkj , l
k
j ) ∩ B(xki , l

k
i ) = ∅, i 6= j.
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We refer the readers to [28, Proposition 2.1] for the proof of this
proposition. Let xkl ∈ Σk and τkl = 1

2dist(xkl ,Σk \ {xkl }), then we can
derive from (4.7) that

(4.9) uki (x) = ūk
xkl ,i

(r) +O(1), x ∈ B(xkl , τ
k
l ),

where r = |xkl − x| and ūk
xkl ,i

is the average of uki on ∂B(xkl , r):

(4.10) ūk
xkl ,i

(r) =
1

2πr

∫
∂B(xkl ,r)

uki dS,

and O(1) is independent of r and k.

In the end of this section, we provide the following result which plays
a crucial role in the later argument.

Proposition 4.C. Let B = B(xk, rk). If xk 6= 0, then we assume
0 /∈ B(xk, 2rk). Suppose that all the components of uk have fast decay
on ∂B. Then (σ1, σ2, · · · , σn) satisfies the P.I., where

σi = lim
k→∞

1

2π

∫
B(xk,rk)

hki e
uki .

The proof of Proposition 4.C requires some delicate analysis, see [28,
Proposition 3.1].

5. Three technical lemmas

In this section, we will prove three crucial results which play the key
role in sections 6 and 7. We consider the following equation

(5.1) ∆uki (x) +
n∑
j=1

kijh
k
j e
ukj = 4παiδ0 in B(0, 1), i ∈ I.

For Lemma 5.1, we assume

(i) The Harnack inequality

uki (x) + 2 log |x| ≤ C, for
1

2
lk ≤ |x| ≤ 2sk, and i ∈ I.

(ii) All components of uk have fast-decay on ∂B(0, lk) and

lim
r→0

lim
k→+∞

σki (B(0, rlk)) = lim
k→+∞

σki (B(0, lk)).

For simplicity, we denote the limit of σki (B(0, lk)) by σi.

Lemma 5.1. Let µi = αi+1. Assume (i) and (ii), then the following
conclusions hold.

(a) If the i-th component uki has slow-decay on ∂B(0, sk), then

2µi −
n∑
j=1

kijσj > 0.
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(b) At least one component of uk has fast decay on ∂B(0, sk).

Proof. (a) At first, notice that the following scaling

vki (y) = uki (sky) + 2 log sk in B2, i ∈ I,

gives

∆vki (y) +
n∑
j=1

kijh
k
j (sky)ev

k
j (y) = 4παiδ0 in B2,

where αi maybe zero. Let J be a (maximal) set of consecutive indices
such that uki has slow-decay on ∂B(0, sk), i ∈ J . Then vi, i ∈ J con-
verges to the solution of a SU(|J | + 1) Toda system vi, i ∈ J , which
satisfies

(5.2) ∆vi(y) +
∑
j∈J

kije
vj = 0 in B2 \ {0}, i ∈ J.

The strength of the Dirac measure at 0 for (5.2) can be expressed by

lim
r→0

∫
∂B(0,r)

∂vi(y)

∂ν
dS = lim

r→0
lim
k→∞

(4παi −
n∑
j=1

∫
B(0,r)

kijh
k
j e
vkj dy)

= 4παi − 2π

n∑
j=1

kijσj .

The existence of a solution vi to (5.2) implies αi − 1
2

∑
kijσj > −1 and

then (a) is proved.

(b) Since all components have fast decay on ∂B(0, lk), the σ satisfies
the P.I. by Proposition 4.C. By a simple manipulation, the P.I. can be
written as

(5.3)
n∑
i=1

σi(
n∑
j=1

kijσj − 2µi) = 2
n∑
i=1

µiσi,

which yields
∑n

j=1 kijσj − 2µi is positive for some i ∈ I. By (a), we get

the i-th component uki have fast decay on ∂B(0, sk). q.e.d.

The next result is about the fast-decay, which is a crucial step in the
bubbling analysis.

Lemma 5.2. Suppose that the Harnack-type inequality holds for r ∈
[ lk2 , 2sk] and all components of uk have fast decay on all r ∈ [lk, sk], then

(5.4) σki (B(0, sk)) = σki (B(0, lk)) + o(1), i ∈ I.

Proof. We prove it by contradiction. Suppose that this is not the
case, then there exists ` ∈ I such that

(5.5) σk` (B(0, sk)) > σk` (B(0, lk)) + δ1
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for some δ1 > 0. Let

(5.6) σ̂i = lim
k→+∞

σki (B(0, lk)), i ∈ I.

We first claim that:

(5.7) if 2µi −
n∑
j=1

kij σ̂j 6= 0 for all i ∈ I, then (5.5) is impossible.

Suppose that this claim is not true, i.e. (5.5) holds under the assumption

2µi −
n∑
j=1

kij σ̂j 6= 0 for all i.

Let

δ2 =
1

100n
min

min
i
|2µi −

n∑
j=1

kij σ̂j |, δ1, 1


and l̃k ∈ (lk, sk) be such that

(5.8) max
i

(σki (l̃k)− σki (lk)) = δ2.

We set

(5.9) Î =

i ∈ I∣∣∣ 2µi −
n∑
j=1

kij σ̂j < 0

 and Ĵ = I \ Î .

The Harnack-type inequality (see Proposition 4.A) implies that uki (x) =
ūki (|x|) +O(1) for |x| ∈ [1

2 lk, 2sk]. Thus we have from (1.15) that

(5.10)
d

dr
(ūki (r) + 2 log r) =

2µi −
∑n

j=1 kijσ
k
j (r)

r
, lk ≤ r ≤ sk,

where σki (r) = σki (B(0, r)), i ∈ I.
From the definition of δ2, we have

d

dr
(ūki (r) + 2 log r) ≤ −δ2

r
for r ∈ [lk, l̃k], i ∈ Î .(5.11)

By integrating the above equation from lk up to r ≤ l̃k, we have

ūki (r) + 2 log r ≤ ūki (lk) + 2 log lk + δ2 log
lk
r
, i ∈ Î ,

that is for |x| = r,

eu
k
i (x) ≤ O(1)eū

k
i (r) ≤ e−Nk lδ2k r

−(2+δ2), i ∈ Î ,

where we used ūki (lk) + 2 log lk ≤ −Nk by the assumption of fast-decay.
Thus∫

lk≤|x|≤l̃k
eu

k
i (x)dx ≤ 2πe−Nk lδ2k

∫ l̃k

lk

r−(1+δ2)dr ≤ 2π
e−Nk

δ2
→ 0, i ∈ Î ,
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as k → +∞. Hence

(5.12) σki (l̃k) = σki (lk) + o(1), i ∈ Î .

Since all the components have fast decay on ∂B(0, lk) and ∂B(0, l̃k),

we have both (σ̂1, · · · , σ̂n) and limk→∞(σk1 (l̃k), · · · , σkn(l̃k)) satisfy the
Pohozaev identity, i.e.

(5.13)
n∑
i=1

σ̂2
i −

n−1∑
i=1

σ̂iσ̂i+1 = 2
n∑
i=1

µiσ̂i,

and

(5.14)
n∑
i=1

(σ̂i + εi)
2 −

n−1∑
i=1

(σ̂i + εi)(σ̂i+1 + εi+1) = 2
n∑
i=1

µi(σ̂i + εi),

where εi = limk→+∞ σ
k
i (l̃k)− σ̂i. Using (5.13) and (5.14), we get

(5.15)
∑
i∈Ĵ

ε2
i −

∑
i∈Ĵ

εiεi+1 +
∑
i∈Ĵ

(
n∑
j=1

kij σ̂j − 2µi)εi = o(1),

where we used (5.12). By (5.8), we have maxi∈Ĵ εi = δ2. Then we get

(5.16)

0 =
∑
i∈Ĵ

ε2
i −

∑
i∈Ĵ

εiεi+1 +
∑
i∈Ĵ

(
n∑
j=1

kij σ̂j − 2µi)εi

≤ nδ2
2 −min

i
|
n∑
j=1

kij σ̂j − 2µi|δ2 < 0,

a contradiction. Thus we have proved the claim (5.7).
Next, we will show (5.5) is impossible by induction on the number

Ne of ` such that 2µ` −
∑n

j=1 k`j σ̂j = 0. We assume

(5.17) (5.5) is not true for Ne = N,

where 0 ≤ N < n. Next we will show (5.5) is also not true for N+1. We
prove it by contradiction. Suppose that (5.5) is true when Ne = N + 1.
Decomposing

I = I1 ∪ I2 ∪ I3,

where I1 := {i | 2µi−
∑n

j=1 kij σ̂j < 0}, I2 := {i | 2µi−
∑n

j=1 kij σ̂j > 0}
and I3 := {i | 2µi −

∑n
j=1 kij σ̂j = 0}, then |I3| = N + 1. Let

δ3 =
1

100n
min

 min
i∈I1∪I2

|2µi −
n∑
j=1

kij σ̂j |, δ1, 1

 ,

and l̂k ∈ (lk, sk) be such that

(5.18) max
i

(σki (l̂k)− σki (lk)) = δ3.
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Then, by the same argument adopted above (see (5.12) and (5.15)) we
conclude that

(5.19) σki (l̂k)− σki (lk) = o(1), i ∈ I1,

and

(5.20)
∑

i∈I2∪I3

ε2
i −

∑
i∈I2∪I3

εiεi+1 +
∑
i∈I2

(
n∑
j=1

kij σ̂j − 2µi)εi = o(1),

where εi = limk→+∞ σ
k
i (l̂k) − σ̂i. If there is some i ∈ I2 such that

εi ≥ δ3
4 , then we find that

(5.21)

0 =
∑

i∈I2∪I3

ε2
i −

∑
i∈I2∪I3

εiεi+1 +
∑
i∈I2

(
n∑
j=1

kij σ̂j − 2µi)εi

≤ nδ2
3 −

1

4
min
i
|
n∑
j=1

kij σ̂j − 2µi|δ3 < 0,

a contradiction. As a consequence,

δ3 = max
i∈I3

εi and δ4 <
1

4
δ3, where δ4 := max

i∈I2
εi.

Let
I4 = {i ∈ I3, εi = δ3}

and we pick out the smallest index i0 ∈ I4, it is easy to see that

2µi0 −
n∑
j=1

ki0jσ
k
j (l̂k) ≤ δ4 − δ3 < 0.(5.22)

On the other hand, we have for i ∈ I1 ∪ I2, 2µi −
∑n

j=1 kijσ
k
j (l̂k) 6= 0

still holds. Then on |x| = l̂k, we have at most N components with

2µi −
∑n

j=1 kijσ
k
j (l̂k) = o(1). In view of the assumption (5.17) with lk

replaced by l̂k, we can get

σki (B(0, sk)) = σki (B(0, l̂k)) + o(1), i ∈ I.(5.23)

On the other hand, we can easily get that

max
i

(
σki (B(0, sk))− σki (B(0, l̂k))

)
≥ max

i

(
σki (B(0, sk))− σki (B(0, lk))

)
−max

i

(
σki (B(0, l̂k))− σki (B(0, lk))

)
= δ1 − δ3 + o(1),

which contradicts (5.23). Therefore, (5.5) is also not true for Ne = N+1
and we finish the induction process. Thus, in any case we have shown
(5.5) can not hold and it proves the conclusion. q.e.d.
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Before stating the last result in this section, we make the following
preparation. Let the Harnack inequality hold for r ∈ [1

2 lk, 2τk]. For a
sequence sk ≤ τk, we define
(5.24)
σ̂i(B(x, s))

=


lim

k→+∞
σki (B(xk, sk)) if uki has fast decay on ∂B(xk, sk),

lim
r→0

lim
k→+∞

σki (B(xk, rsk)) if uki has slow decay on ∂B(xk, sk),

where (x, s) stands for the sequence of the pair {(xk, sk)}. When xk = 0,
we simply denote σ̂i(B(x, s)) by σ̂i(s).

The following lemma is very important in the bubbling analysis in
section 6 and section 7.

Lemma 5.3. Let σ̂i(s) be defined as above and rk ∈ [lk, τk] satisfies
the following conditions,

(1) uk has fast decay on ∂B(0, rk),
(2) ∃ i ∈ I, such that σ̂i(r) 6= σ̂i(τ ) (r and τ stand for the sequence
{rk} and {τk}).

Then there exists sk ∈ (rk, τk) such that

(i) sk/rk → +∞, there is at least one component i such that uki has
slow decay on ∂B(0, sk),

(ii) σ̂i(s) = σ̂i(r), i ∈ I (s stands for the sequence {sk}).

Proof. Since uk has fast decay on ∂B(0, rk), it is easy to see that
(σ̂1(r), · · · , σ̂n(r)) satisfies the P.I. We set δ = maxi(σ̂i(τ )− σ̂i(r)) and
decompose

I = I1 ∪ I2 ∪ I3,

where I1 := {i | 2µi−
∑n

j=1 kij σ̂j(r)< 0}, I2 := {i | 2µi−
∑n

j=1 kij σ̂j(r)>

0} and I3 := {i | 2µi −
∑n

j=1 kij σ̂j(r) = 0}. Let

(5.25) δ0 =
1

100n
min{ min

i∈I1∪I2
|2µi −

n∑
j=1

kij σ̂j(r)|, δ, 1}

and κ0 ∈ (0, δ0) be a small positive number. We choose `k ∈ [rk, τk]
such that

(5.26) max
i

(σki (`k)− σki (rk)) = κ0.

Lemma 5.2 implies that uk can not have fast decay on [rk, `k]. Thus
there is a sequence `k ≥ sk � rk such that some of uk has slow decay
on ∂B(0, sk). We claim

(5.27) σ̂i(s) = σ̂i(r) for all i ∈ I.
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We prove it by contradiction. Suppose that (5.27) is not true, then
again Lemma 5.2 says that there exists a sequence rk � ŝk � sk such
that

(i) some components of uk have slow decay on ∂B(0, ŝk),
(ii) maxi(σ̂i(̂s)− σ̂i(r)) ∈ [1

2ε0, ε0] (where ε0 = maxi(σ̂i(s)− σ̂i(r)) and
ŝ stands for the sequence {ŝk}).

The next step is to re-scale uki by

(5.28) vki (y) = uki (x
k + ŝky) + 2 log ŝk.

Due to the slow decay assumption on ŝk, some components of vki con-
verges and it implies that there is a sequence of Rk → +∞ such that

(iii) Rkŝk � sk, u
k has fast decay on ∂B(0, Rkŝk),

(iv) Set σi = limk→+∞ σ
k
i (B(0, Rkŝk)), then σ = (σ1, · · · , σn) satisfies

the P.I.

Let εi = σi − σ̂i(r) and maxi εi ∈ [1
2ε0, ε0]. Because both σ̂i(r) and σi

satisfies the P.I., we have

(5.29)

n∑
i=1

ε2
i −

n∑
i=1

εiεi+1 =

n∑
i=1

(2µi −
n∑
j=1

kij σ̂j(r))εi.

Note if i ∈ I3, we have 2µi −
∑n

j=1 kij σ̂j(r) = 0. We claim

(5.30) εi = 0, for i ∈ I1 ∪ I2.

Once (5.30) is established, the R.H.S. of (5.29) vanishes and we have

n∑
i=1

ε2
i −

n∑
i=1

εiεi+1 = 0.

But the Cartan matrix is positive definite, the above identity yields
εi = 0, i ∈ I, a contradiction, and the claim (5.27) holds.

So it remains to prove (5.30). We shall prove for i ∈ I2 and the proof
for i ∈ I1 is similar. First, we claim all the components with index in I2

are fast decay on ∂B(0, ŝk). Otherwise, we could get some i0 ∈ I2 ∩ J ,
where J is the maximal set with consecutive indices such that vki , i ∈ J
converges to SU(|J |+ 1) Toda system

(5.31) ∆vi +
∑
j∈J

kije
vj = 4π(αi −

1

2

n∑
j=1

(kij σ̂j (̂s)))δ0 in R2, i ∈ J,
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where αi − 1
2

∑n
j=1(kij σ̂j (̂s)) > −1, i ∈ J . From the above equation, it

is easy to see that

σki0(Rkŝk) = σ̂i0 (̂s) +
1

2π

∫
R2

evi0 + o(1)

≥ σ̂i0 (̂s) + µi0 −
1

2

n∑
j=1

(ki0,j σ̂j (̂s)) + o(1)

≥ σ̂i0 (̂s) + 2δ0 + o(1),

and it contradicts (5.25) and (5.26). Therefore uki , i ∈ I2 are fast decay
on ∂B(0, ŝk). For the components uki , i ∈ I2, using (1.15) and (5.25),
we have
(5.32)

d

dr
(ūki (r) + 2 log r) =

2µi −
∑n

j=1 kijσ
k
j (r)

r
≥ δ0

r
for r ∈ [rk, ŝk], i ∈ I2.

Integrating the equation from r ∈ [rk, ŝk] to ŝk, we have
(5.33)

ūki (r) + 2 log r ≤ ūki (ŝk) + 2 log ŝk + δ0 log
r

ŝk
for r ∈ [rk, ŝk], i ∈ I2.

Together with the fact ūki (ŝk) + 2 log ŝk → −∞ as k → +∞, we get∫
rk≤|x|≤ŝk

eu
k
i (x)dx ≤ 2πeū

k
i (ŝk)+2 log ŝk

1

ŝδ0k

∫ ŝk

rk

r−1+δ0dr → 0, i ∈ I2.

Therefore

(5.34) σ̂i(Rŝ) = σ̂i(̂s) = σ̂i(r), i ∈ I2,

where Rŝ stands for the sequence {Rkŝk}. Thus, the claim (5.30) holds
and we finish the proof of the lemma. q.e.d.

6. Local masses on the bubbling disk centered at xkj 6= 0

6.1. Let xkt ∈ Σk \ {0} and set

τkt =
1

2
dist(xkt ,Σk \ {xkt }).

By Proposition 4.B, lkt � τkt . In this subsection, we study the local be-
havior of uk in the ball B(xkt , τ

k
t ). We recall that the Harnack inequality

holds for B(xkt , τ
k
t ) \ {xkt }:

uki (x) + 2 log |x− xkt | ≤ C, ∀x ∈ B(xkt , τ
k
t ).

The local mass of the i-th component,

σki,t(r) =
1

2π

∫
B(xkt ,r)

hki e
uki , i ∈ I.
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Because xkt 6= 0 and 0 6∈ B(xkt , τ
k
t ), equation (1.15) becomes

(6.1) ∆uki +
n∑
j=1

kijh
k
j e
ukj = 0 in B(xkt , τ

k
t ).

Throughout this subsection, we fix t and simplify our notation by
dropping the index t. Recall that all uki have fast decay on ∂B(xk, lk).
This is the starting point of the whole analysis in this section. Since
αi = 0, we have µi = 1. Hence in this section, (µ1, · · · , µn) will be
(1, · · · , 1).

For a sequence sk ≤ τk, we recall σ̂i(s) is defined by (5.24).

Proposition 6.1. Let uk = (uk1, · · · , ukn) be the solutions of (6.1)
and σ̂i(τ ) be defined in (5.24), the following hold:

(1) At least one component uk has fast decay on ∂B(xk, τk),
(2) (σ̂1(τ ), · · · , σ̂n(τ )) ∈ Γ(1, · · · , 1).

Proof. Basically (1) has been proved in Lemma 5.1. To prove (2), we
divide our proofs into several steps.

Step 1. We prove that (σ̂1(l), · · · , σ̂n(l)) ∈ Γ(1, · · · , 1), where l stands
for the sequence {lk}. Recall that in Proposition 4.B, we set uki0(xk) =

maxi u
k
i (x

k) and let

(6.2) vki (y) = uki (x
k + e

− 1
2
uki0

(xk)
y)− uki0(xk), i ∈ I.

After passing to a subsequence, we can find a set J ⊂ I such that
vki (y) → −∞ over compact subsets of R2 for i ∈ I \ J , where J =
J1 ∪ · · · ∪ Jl and Jt, t = 1, · · · , l are disjoint sets, each Jt = {it, · · · , it +
|Jt| − 1}, 1 ≤ t ≤ l consists of the maximal consecutive indices. While
the components vki , i ∈ Jt converge in C2

loc(R2) to a SU(|Jt| + 1) Toda
system, i.e.,

(6.3) ∆vi +
∑
j∈Jt

kije
vj = 0, i ∈ Jt, t = 1, · · · , l.

Applying the classification [26, Theorem 1.1], we can get

(6.4)
1

2π

∫
R2

evidy = 2
∑
j∈Jt

(kijt + k
ij∗t
t ),

where j∗t = 2it+ |Jt|−j−1 and (kijt )|Jt|×|Jt| is the inverse of (kij)|Jt|×|Jt|,
i, j ∈ Jt, t = 1, · · · , l. Since

vi(y) = −2ai log |y|+O(1) at ∞ for some ai > 1,

it is easy to see there is a sequence of Rk → +∞ such that uk has fast

decay on ∂B(0, lk), lk = Rke
− 1

2
uki0

(xk)
.
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According to the choice of lk, we have

(6.5) σ̂i(l) =
1

2π

∫
R2

evidy = 2
∑
j∈Jt

(kijt + k
ij∗t
t ), i ∈ Jt, t = 1, · · · , l,

and

(6.6) σ̂i(l) = 0, i ∈ I \ J.

Now we could apply Theorem 3.7. Set µi = 1 and σi = 0 in (3.41).
Hence

(6.7) (σ̂1(l), · · · , σ̂n(l)) ∈ Γ(1, · · · , 1).

Step 2. If σ̂i(τ ) = σ̂i(l) for all i ∈ I, then Proposition 6.1 is proved.
Otherwise, there exists i ∈ I such that σ̂i(τ ) 6= σ̂i(l), then we can apply
Lemma 5.3 to find sk such that lk � sk � τk, some uki has slow decay
on ∂B(xk, sk) and

σ̂i(s) = σ̂i(l), i ∈ I,

where s stands for the sequence {sk}. Then we perform the same scaling
as Step 1. But there is some difference for the limiting equation (6.3).
For the sake of completeness, we sketch it below.

Let vki (y) = uki (x
k + sky) + 2 log sk. By a little abuse of notations, we

still use J to collect the indices such that uki , i ∈ J has slow decay on
∂B(xk, sk) and decompose J = J1 ∪ · · · ∪ Jl and J1, · · · , Jl are disjoint
sets, each Jt = {it, · · · , it + |Jt| − 1}, 1 ≤ t ≤ l consists of the maximal
consecutive indices. Then vki → −∞ in any compact set of R2 for
i ∈ I \ J and the components with indices i ∈ Jt, t = 1, · · · , l converge
to SU(|Jt|+ 1) Toda system as k → +∞, i.e.,

∆vi +
∑
j∈Jt

kije
vj = 4π

n∑
j=1

(−1

2
kij σ̂j(l))δ0 in R2, i ∈ Jt,(6.8)

where −1
2

∑n
j=1 kij σ̂j(l) > −1, i ∈ J . Hence there are sequences

N∗k , Nk → +∞ as k → +∞ such that N∗ksk ≤ τk and satisfies

(i)
∫
B(0,N∗k ) e

vidy =
∫
R2 e

vidy + o(1), i ∈ J ,

(ii) vki (y) + 2 log |y| ≤ −Nk for |y| = N∗k , i ∈ I,

(iii) For i ∈ I, scaling back to uki , we obtain uki has fast decay on
∂B(xk, N∗ksk).

Then by Theorem 3.7, we claim that σ̂(N∗ksk) ∈ Γ(1, · · · , 1). The proof
of this claim will be given in Lemma 6.3 at the end of this section.

Let sk,1 = N∗ksk. If σ̂i(s1) = σ̂i(τ ) for all i ∈ I (sj stands for
the sequence {sk,j}), then Proposition 6.1 is proved. If not, we could
repeat the arguments of Step 2 to find sk,1 � sk,j � sk,j+1 such that
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σ̂(sj) ∈ Γ(1, · · · , 1). Because |Γ(1, · · · , 1)| is finite, the gain for the
energy of each step has a lower bound

n∑
i=1

(σ̂i(sj+1)− σ̂i(sj)) ≥ ε0 > 0,

and then after j steps, we have σ̂i(τ ) = σ̂i(sj), i ∈ I. q.e.d.

6.2. Local mass in a group that does not contain 0. In this sub-
section we shall group together some of the points xki ∈ Σk provided the
distance between these selected points is comparably smaller than the
distance to the other points in Σk and 0. In other words, the subset S
of Σk should satisfy the following S-conditions:

(1) |S| ≥ 2, and 0 /∈ S if equation (1.15) has singularity at 0.
(2) There is xk1 ∈ S such that for any two points xki , x

k
j ∈ S

dist(xki , x
k
j ) ≤ C max

xk∈S
dist(xk1, x

k) + C d(S)

for some constant C independent of k.
(3) The ratio dist(S,Σk \ S)/d(S)→∞ as k →∞.

Suppose that S = {xk1, · · · , xkt0} and let

lk(S) = 2 max
1≤t≤t0

dist(xk1, x
k
t ).

Recall τkt = 1
2dist(xkt ,Σk \ {xkt }), by (2) above we have lk(S) ∼ τkt for

1 ≤ t ≤ t0. Let

τkS =
1

2
dist(S,Σk \ S),

and it is easy to see

τkS � τkt , for 1 ≤ t ≤ t0.
By Proposition 6.1, the local mass σ̂i(B(xt, τ t)) = mt,i, i ∈ I satisfies

(mt,1, · · · ,mt,n) ∈ Γ(1, · · · , 1),

where (xt, τ t) stands for the sequence of pair {(xkt , τkt )}. Furthermore,
Theorem 3.2 yields that mt,i ∈ 2N ∪ {0}, i ∈ I.

Proposition 6.2. The followings hold true:

(i) At least one component of uk has fast decay on ∂B(xk1, τ
k
S),

(ii) Let σi = σ̂i(B(x1, τS)), then σi ∈ 2N ∪ {0}.

Proof. There are two cases to consider. The first one is all the com-
ponents have fast decay on ∂B(xk1, τ

k
1 ), which implies uk has fast decay

on ∂B(xk1, l
k(S)) and the local mass

(6.9)

σki (B(xk1, l
k(S))) =

t0∑
t=1

σki (B(xkt , τ
k
t )) =

t0∑
t=1

2mt,i + o(1) = 2Mi + o(1),
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where Mi ∈ N ∪ {0}. Let mi(S) = σ̂i(B(x1, τS)). Suppose that

mi(S) = σ̂i(B(x1, l(S))),

where (x1, l(S)) stands for the sequence of pair {(xk1, lk(S))}. Then the
proposition is proved. If mi(S) > σ̂i(B(x1, l(S))) for some i, then we
could apply Lemma 5.3 and follow the same argument of Proposition
6.1 to prove Proposition 6.2.

The second case is that some components of uk have slow decay on
∂B(xk1, τ

k
1 ), which implies that some components of the re-scaled solu-

tion

vki (y) = uk1(xk1 + τk1 y) + 2 log τk1

converges to vi(y), where vi(y) satisfy

(6.10) ∆vi +
∑
j∈J

kije
vj = 4π

t0∑
t=1

nt,iδqt in R2, i ∈ J,

where nt,i = −1
2

∑n
j=1 kijmt,j ∈ N ∪ {0}. Then by Corollary 2.3, the

total mass of vi is 2m̃i, i ∈ J , where m̃i ∈ N. From it, there is a sequence
of Rk → +∞ such that all the components of uk have the fast decay on
∂B(xk1, Rkl

k(S)) and the local mass

(6.11) σki (B(xk1, Rkl
k(S))) = 2(

t0∑
t=1

mt,i + m̃i) + o(1), i ∈ J,

and

(6.12) σki (B(xk1, Rkl
k(S))) = 2

t0∑
t=1

mt,i + o(1), i ∈ I \ J.

Thus the gain of mass at each step is at least 2. If we repeat this process,
and Proposition 6.2 can be proved after finitely many steps. q.e.d.

We close this section by proving the lemma which is required at Step 2
of Proposition 6.1. In order to apply the lemma in general circumstance,
we state the assumption first.

Suppose that there is a subset J ( I such that uki , i ∈ J has slow
decay on ∂B(xk, sk). Let

vki (y) = uki (x
k + sky) + 2 log sk.

Then vki (y) → −∞ for i ∈ I \ J and vki (y) converges to vi(y), i ∈ J .
Decompose J = J1 ∪ · · · ∪ Jl, and J1, · · · , Jl are disjoint sets, each
Jt = {it, · · · , it+ |Jt|−1}, 1 ≤ t ≤ l consists of the maximal consecutive
indices. For i ∈ Jt, vi(y) satisfies

(6.13) ∆vi +
∑
j∈Jt

kije
vj = 4πα∗i δ0 + 4π

N∑
l=1

milδql , i ∈ Jt,
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where 0 6= ql ∈ R2, mil ∈ N and

(6.14) α∗i = αi −
1

2

n∑
j=1

kijσj > −1,

where αi is given in (1.15). Set

(6.15) σ∗j =

{
σj , if j ∈ I \ J,
σj + 1

2π

∫
R2 e

vj , if j ∈ J.

Then we have the following result.

Lemma 6.3. If there is σ̂ ∈ Γ(µ) such that σi = σ̂i + 2ni, ni ∈ Z,
then σ∗i = σ̂∗i + 2n∗i with σ̂∗ ∈ Γ(µ) and n∗i ∈ Z.

Proof. Let ft be a bijective map from Jt ∪ {it − 1} to itself, then by
Theorem 2.2 we can compute the total mass of vi, i ∈ Jt,

(6.16)

1

2π

∫
R2

evi = 2
i−1∑

j=it−1

ft(j)∑
l=it

α∗l −
j∑

l=it

α∗l

+ 2Ni

= 2
i−1∑

j=it−1

ft(j)∑
l=it

µ∗l −
j∑

l=it

µ∗l

+ 2N̄i, i ∈ Jt,

where

µ∗i = α∗i + 1 = µi −
1

2

n∑
l=1

kilσl, i ∈ I,

and Ni, N̄i ∈ Z, i ∈ Jt. Since σi = σ̂i + 2ni for some ni ∈ Z, then we
have µ∗i = µi − 1

2

∑n
l=1 kilσ̂l + n̄i, i ∈ I for some n̄i ∈ Z, and (6.16) can

be rewritten as

(6.17)
1

2π

∫
R2

evi = 2
i−1∑

j=it−1

ft(j)∑
l=it

µ̄l −
j∑

l=it

µ̄l

+ 2Ñi, i ∈ Jt,

with µ̄i = µi − 1
2

∑n
l=1 kilσ̂l and Ñi ∈ Z.

Next we define an extension g of ft on I0 = I ∪ {0}:

(6.18) g(i) =

{
ft(i), if i ∈

⋃l
t=1 (Jt ∪ {it − 1}) ,

i, if i ∈ I0 \
(⋃l

t=1(Jt ∪ {it − 1})
)
.

Then we can represent σ∗i as the following
(6.19)

σ∗i = σ̂i + 2
i−1∑
j=0

g(j)∑
l=1

µ̄l −
j∑
l=1

µ̄l

+ 2n∗i = σ̂∗i + 2n∗i , n
∗
i ∈ Z, i ∈ I,
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where

σ̂∗i = σ̂i + 2
i−1∑
j=0

g(j)∑
l=1

µ̄l −
j∑
l=1

µ̄l

 .

Using Theorem 3.6 and σ̂ ∈ Γ(µ), we get σ̂∗ ∈ Γ(µ). Thus we finish
the proof. q.e.d.

Remark 6.4. If mil = 0 in (6.13) and σ ∈ Γ(µ), then the proof
together with [26, Theorem 1.1] and Theorem 3.7 shows σ∗ ∈ Γ(µ).

Denote the group S by S1. Based on the discussion of Proposition
6.2, we could continue to select a new group S2 such that S-condition
holds.

Let

τkS2
=

1

2
dist(xk2,Σk \ S2) for xk2 ∈ S2.

Then we can follow the arguments in Proposition 6.2 to obtain the same
result.

If equation (1.15) does not contain singularity, the final step is to
collect all xki into one single biggest group and the conclusions in Propo-
sition 6.2 hold. Then we get

(σ1, · · · , σn) = (2m1, · · · , 2mn) satisfies the P.I.

This proves Theorem 1.5 if (1.15) has no singularities.

If 0 is a singularity of (1.15) then we could decompose Σk = {0}∪S1∪
· · · ∪ Sm, where each Si is the maximal collection of xki in the following
sense:

(i) 0 /∈ Si and there is xki ∈ Si such that dist(x, y) ≤ d(Si) +
maxxk∈Si

dist(xki , x
k) for any x, y ∈ Si. Furthermore, we have dist(xki ,

xk)� |xki | for all xk ∈ Si,
(ii) dist(xki , x

k
j ) ≥ C max{|xki |, |xkj |} for some constant C > 0,

(iii) The local mass σ̂i(B(xkj ,
1
2τ

k
Sj

)) ∈ 2N ∪ {0}, i ∈ I.

7. Proof of Theorem 1.5, Theorem 1.6 and Theorem 1.7

In last section, we have decomposed

Σk = {0} ∪ S1 ∪ · · · ∪ Sm.
Let xkt be the point in St as described at the end of last section. With-
out loss of generality, we assume the sets S1, · · · , St0 are the ones with
C−1|xk1| ≤ |xkj | ≤ C|xk1| for 1 ≤ j ≤ t0 and |xkj | � |xk1| for j > t0.

Set τk = 1
2 if m = 0 and τk = 1

2 |x
k
1| if m > 0. Let σi = σ̂i(τ ), then

(σ1, · · · , σn) ∈ Γ(µ).

Lemma 7.1. (σ1, · · · , σn) ∈ Γ(µ).
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Proof. We select rk � τk such that maxi(σ
k
i (B(0, rk))) = 1

k and

uk has fast decay on ∂B(0, rk). We could use Lemma 5.3 to find a
sequence of sk such that uk has slow decay on ∂B(0, sk) and σ̂i(s) = 0.
If τk/sk ≤ C or σi = σ̂i(s), i ∈ I, then the claim is done, i.e., σ =
(0, · · · , 0) ∈ Γ(µ). If τk/sk → +∞. By performing the standard re-
scaling at sk, there is a sequence Rk → +∞ as k → +∞ such that uk has
fast decay and σ̂i(Rs) ∈ Γ(µ) (Rs stands for the sequence {Rksk}) by
remark 6.4. After that, we could repeat the process to find sk,j+1 � sk,j
and obtain σ̂i(sj+1) ∈ Γ(µ). (sj+1 stands for the sequence {sk,j+1}) At
each step, the total gain of the local mass at each partial blow-up has a
lower bound, since |Γ(µ)| is finite, the process will stop after finite steps
and we have

(7.1) (σ1, · · · , σn) = (σ̂1(τ ), · · · , σ̂n(τ )) ∈ Γ(µ),

and at least one component of uk has fast decay on ∂B(0, τk). q.e.d.

Now we want to give a proof of Theorem 1.6.

Proof of Theorem 1.6. Clearly, it suffices to prove m = 0. Suppose
m 6= 0 and we select S1, · · · , St0 as above. As Proposition 6.2, there are
two cases to consider.

The first one is all the components have fast decay on ∂B(0, 1
2τk),

which implies uk has fast decay on ∂B(0, lkt0(S)), where

lkt0(S) := 4 max
1≤j≤t0

dist(0, Sj).

Using proposition 6.2, we have the local mass
(7.2)

σ̂i(lt0(S)) = σ̂i(τ )+

t0∑
j=1

σ̂i(B(xj,
1

2
|τSj
|)) = σ̂i(τ )+mi, mi ∈ 2Z, i ∈ I,

satisfies the P.I., where lt0(S) and (xj,
1
2 |τSj

|) stand for the sequence of

{lkt0(S)} and the pair {(xkj , 1
2 |τ

k
Sj
|)} respectively. For the simplicity of

notations, we let σ∗i = σ̂i(τ ) and σi = σ̂i(lt0(S)). By Lemma 7.1, we
have σ∗ = (σ∗1, · · · , σ∗n) ∈ Γ(µ) and both σ and σ∗ satisfies P.I. Hence

(7.3)
n∑
i=1

(σ∗i )
2 −

n−1∑
i=1

σ∗i σ
∗
i+1 = 2

n∑
i=1

µiσ
∗
i ,

and

(7.4)

n∑
i=1

(σ∗i +mi)
2 −

n−1∑
i=1

(σ∗i +mi)(σ
∗
i+1 +mi+1) = 2

n∑
i=1

µi(σ
∗
i +mi).
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Thus we have,

n∑
i=1

2miσ
∗
i −

n−1∑
i=1

σ∗imi+1 −
n−1∑
i=1

miσ
∗
i+1 −

n∑
i=1

2miµi +

n∑
i=1

m2
i(7.5)

−
n−1∑
i=1

mimi+1 = 0.

Since (σ∗1, · · · , σ∗n) ∈ Γ(µ1, · · · , µn), we set

σ∗i = 2
n∑
j=1

aijµj , i ∈ I.

Then we can write (7.5) as

(7.6)

4
n∑
i=1

n∑
j=1

miaijµj − 2
n−1∑
i=1

n∑
j=1

(aijmi+1µj + ai+1,jmiµj)

= 2

n∑
i=1

miµi +

n−1∑
i=1

mimi+1 −
n∑
i=1

m2
i .

Since α1, · · · , αn and 1 are Q-linearly independent, we have µ1, · · · , µn
and 1 are Q-linearly independent, which implies the coefficients of µi
must vanish. Equivalently we have
(7.7)

2a11 − a21 − 1 2a21 − a11 − a31 · · · 2an1 − an−1,1

2a12 − a22 2a22 − a12 − a32 − 1 · · · 2an2 − an−1,2
...

...
. . .

...
2a1n − a2n 2a2n − a1n − a3n · · · 2ann − an−1,n − 1



m1

m2
...
mn


= 0.

We note the matrix on the left hand side of (7.7) is nothing but −Bt,
where B is introduced in (3.22) and is non-singular by Theorem 3.5.
Therefore mi = 0 and Theorem 1.6 is proved for this case.

If some components of uk have slow decay on ∂B(0, τk), then we could
perform the scaling:

vki (y) = uki (τky) + 2 log τk.

Hence there is J ( I such that vki (y) → −∞ if i ∈ I \ J and vki (y)
converges to vi for i ∈ J , where vi satisfies (6.13). Furthermore, there
is a sequence of Rk → +∞ as k → +∞ such that uk has fast decay on
∂B(0, Rkl

k
t0(S)). By Lemma 6.3,

σj := lim
k→+∞

σkj (B(0, Rkl
k
t0(S))) = σ∗j + 2mj
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for some σ∗ = (σ∗1, · · · , σ∗n) ∈ Γ(µ), and σ = (σ1, · · · , σn) satisfies the
P.I. Then applying the same calculation as above, we have a contradic-
tion. This completes the proof of Theorem 1.6. q.e.d.

Next, we prove the Theorem 1.5.

Proof of Theorem 1.5. Obviously if m = 0, then it was done by Lemma
7.1. So we assume m 6= 0, and we will group together S = S1 ∪ · · · ∪St0
and τ̃k(S) = dist(xk1,Σk \S)� lkt0(S). As the proof of Theorem 1.6, the

first step is to find a sequence sk: l
k
t0(S) ≤ sk ≤ τ̃k(S) such that uk has

slow decay and the re-scaled vki at sk converges vi which satisfies (6.13)
for some i ∈ J and goes to −∞ for i ∈ I \ J . We note that for some
situation, mil = 0 for all ql 6= 0. In any case, Lemma 6.3 tells that the
new local mass limk→+∞(σki (Rksk), · · · , σkn(Rksk)) ∈ Γ(µ) + 2Z. We
could repeat this process and to find sk,j+1 � sk,j such that σ̂(sj+1) ∈
Γ(µ) + 2Z and satisfies the P.I. Since all the local masses have an upper
bound, the solution σ of P.I. such that σ ∈ Γ(µ) + 2Z is finite. Thus
the gain of local mass at each step has a lower bound, which implies
after finite steps, we reach the conclusion

σ = (σ̂1(τ̃ (S)), · · · , σ̂n(τ̃ (S))) ∈ Γ(µ) + 2Z,

where τ̃ (S) stands for the sequence {τ̃k(S)}. This ends the process of
grouping {0} and S1, · · · , St0 . We could continue our grouping until
Sm, and Theorem 1.5 is proved. q.e.d.

Proof of Theorem 1.2, Theorem 1.4 and Theorem 1.7. Let (uk1, · · · , ukn)
be a sequence of blow up solutions of (1.10) with (ρ1, · · · , ρn) replaced by
(ρk1, · · · , ρkn). First, we prove Theorem 1.4. From the above discussion,
we get that at least one component of uk (say uk1) has the property that

uk1 − log
∫
M h1e

uk1 has fast decay on a small B near each blow up point

q, which gives uk1− log
∫
M h1e

uk1 → −∞ if x is neither in S, nor the blow
up point. Hence Theorem 1.4 is proved.

We can interpret Theorem 1.2 as that the mass distribution of uk1
is concentrated as k → +∞, we get that limk→+∞ ρ

k
1 equals to the

summation of the local mass σ1 at each blow up point q, which gives
ρ1 ∈ Γ1, contradiction arises. Thus, we finish the proof of Theorem 1.2.
Following the same argument we get Theorem 1.7. q.e.d.

8. The results on B, C and G2 type Toda system

In this section we shall discuss the corresponding result for B, C and
G2 type Toda system. We divide this section into three subsections,
the first one is about the estimation on the total mass for the B, C
and G2 type Toda system, the second subsection is used for discussing
the relation between Pohozaev identity and the Weyl group of B, C and
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G2. In the last subsection we give the version of Corollary 1.3, Theorem
1.5 and Theorem 1.7 for B and C type Toda system.

It is well-known that the Bn, Cn and G2 type Toda systems can
be deduced from A2n, A2n−1 and A6 type Toda systems respectively.
Precisely, we have the following results, see [30, Lemma 4.1 and Lemma
4.2] and [31, Example 3.4].

Lemma 8.A (Bn reduction). The ui for 1 ≤ i ≤ n satisfy (1.15) for
the Bn Toda system with parameters αi for 1 ≤ i ≤ n if and only if the
ũi for 1 ≤ i ≤ 2n defined by

ũi = ũ2n+1−i = ui + δin log 2, 1 ≤ i ≤ n,
satisfy (1.15) for the A2n Toda system with parameters α̃i for 1 ≤ i ≤ 2n
defined by

(8.1) α̃i = α̃2n+1−i = αi, 1 ≤ i ≤ n.
Lemma 8.B (Cn reduction). The ui for 1 ≤ i ≤ n satisfy (1.15) for

the Cn Toda system with parameters αi for 1 ≤ i ≤ n if and only if the
ûi for 1 ≤ i ≤ 2n− 1 defined by

ûi = û2n−i = ui, 1 ≤ i ≤ n,
satisfy (1.15) for the A2n−1 Toda system with parameters α̂i for 1 ≤
i ≤ 2n− 1 defined by

(8.2) α̂i = α̂2n−i = αi, 1 ≤ i ≤ n.
Lemma 8.C (G2 reduction). The ui for 1 ≤ i ≤ 2 satisfy (1.15) for

the G2 Toda system with parameters αi for 1 ≤ i ≤ 2 if and only if the
ūi for 1 ≤ i ≤ 6 defined by

ū1 = ū6 = u1, ū2 = ū5 = u2, ū3 = ū4 = u1 + log 2

satisfy (1.15) for the A6 Toda system with parameters ᾱi for 1 ≤ i ≤ 6
defined by

(8.3) ᾱ1 = ᾱ3 = ᾱ4 = ᾱ6 = α1 and ᾱ2 = ᾱ5 = α2.

We will see the following three groups play an important role in our
discussion.

(1) Let SBn be a subgroup of the permutation group for {0, 1, · · · , 2n}
such that any element f ∈ SBn satisfies

(8.4) f(i) + f(2n− i) = 2n, 0 ≤ i ≤ 2n.

(2) Let SCn be a subgroup of the permutation group for {0, 1, · · · , 2n−
1} such that any element f ∈ SCn satisfies

(8.5) f(i) + f(2n− 1− i) = 2n− 1, 0 ≤ i ≤ 2n− 1.

(3) Let SG2 be a subgroup of the permutation group for {0, 1, · · · , 6}
such that any element f ∈ SG2 satisfies

(8.6) f(i) + f(6− i) = 6, 0 ≤ i ≤ 6 and f(1) + f(2) = f(0) + 3.
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8.1. Total mass for the Bn, Cn and G2 Toda system. In this
subsection, we shall get the estimate on the total mass for the solution
of the Bn, Cn and G2 (if K = G2, then n = 2) Toda system,

(8.7)

{
∆ui +

∑n
j=1 kije

uj = 4π
∑N

t=1 αt,iδpt in R2,∫
R2 e

ui < +∞, i ∈ 1, 2 · · · , n,
where (kij)n×n is the Cartan matrix for Bn, Cn or G2, p1, · · · , pN are
distinct points in R2 and αt,i > −1, 1 ≤ t ≤ N, 1 ≤ i ≤ n. Let

σi =
1

2π

∫
R2

eui , 1 ≤ i ≤ n.

We will study σ = (σ1, · · · , σn) under the following case of (8.7), that is
when all αt,i are positive integers possibly except α1,i, 1 ≤ i ≤ n. The
main result in this subsection is the following

Theorem 8.1. Suppose that u = (u1, · · · , un) is a solution of (8.7).

(1) If (kij)n×n = Bn, there exists a map f ∈ SBn such that
(8.8)

σi =

{
2
∑i−1

j=0

(∑f(j)
l=1 α̃1,l −

∑j
l=1 α̃1,l

)
+ 2Ñi, if 1 ≤ i ≤ n− 1,

2
∑n−1

j=0

∑n
l=f(2n−j)+1 α̃1,l + Ñn, if i = n,

where α̃t,i is given by (8.1).
(2) If (kij)n×n = Cn, there exists a map f ∈ SCn such that

(8.9) σi = 2

i−1∑
j=0

f(j)∑
l=1

α̂1,l −
j∑
l=1

α̂1,l

+ 2N̂i, 1 ≤ i ≤ n,

where α̂t,i is given by (8.2).
(3) If (kij)n×n = G2, there exists a map f ∈ SG2 such that

(8.10) σi = 2

i−1∑
j=0

f(j)∑
l=1

ᾱ1,l −
j∑
l=1

ᾱ1,l

+ 2N̄i, 1 ≤ i ≤ 2,

where ᾱt,i is given by (8.3).

Proof. We only provide the proof for the Bn Toda system, the Cn

and G2 cases can be argued similarly. By Lemma 8.A, we extend (8.7)
to the following A2n Toda system

(8.11)

{
∆ũi +

∑2n
j=1 k̃ije

ũj =
∑N

t=1 4πα̃t,iδpt in R2,

ũi(x) = −2α̃∞,i log |x|+O(1), i ∈ 1, 2 · · · , 2n,

where (k̃ij)2n×2n is the Cartan matrix of A2n,

(8.12) ũi = ũ2n+1−i = ui + δi,n log 2, 1 ≤ i ≤ n,
and

(8.13) α̃t,i = α̃t,2n+1−i, 1 ≤ t ≤ N, 1 ≤ i ≤ n.
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We set σ̃i = 1
2π

∫
R2 e

ũi , 1 ≤ i ≤ 2n. Then

σ̃i = σ̃2n+1−i = σi + δi,nσn, 1 ≤ i ≤ n.
Let

(8.14) L̃(y) = y(2n+1) +
2n−1∑
j=0

ãjy
(j) = 0 in C,

be the corresponding ODE of the solution ũ and the local exponents of
(8.14) at pt are β̃t,i, defined by

(8.15) β̃t,0 = −γ̃t,1, β̃t,i = β̃t,i−1 + α̃t,i + 1, 1 ≤ i ≤ 2n.

The local exponents of (8.14) at ∞ are

(8.16) β̃∞,0 = −γ̃∞,1, β̃∞,i = β̃∞,i−1 + α̃∞,i − 1, 1 ≤ i ≤ 2n,

where γ̃∞,1 =
∑2n

j=1 k̃
1jα̃∞,j .

Let Mt be the monodromy transformation at pt, t = 1, · · · , N,∞.
Then we have

(8.17) M∞MN · · ·M1 = I2n+1.

By our assumption, e2πiβ̃t,0 is the only eigenvalue ofMt, 2 ≤ t ≤ N . In
addition, we can show β̃t,0 ∈ Z. Indeed, it is known that

β̃t,0 = −
2n∑
j=1

k̃1jα̃t,j = −
n∑
j=1

(k̃1j + k̃1,2n+1−j)αt,j ,

where we used (8.13). For the matrix (k̃ij)2n×2n, we have

k̃1j + k̃1,2n+1−j = 1, 1 ≤ j ≤ 2n.

Consequently β̃t,0 ∈ Z and Mt = I2n+1, 2 ≤ t ≤ N . While the mon-
odromy at p1 and ∞ are the following

(8.18) M1 = C̃1


e2πiβ̃1,0 0 · · · 0

0 e2πiβ̃1,1 · · · 0
...

...
. . .

...

0 0 · · · e2πiβ̃1,2n

 C̃−1
1 ,

and

(8.19) M∞ = C̃∞


e2πiβ̃∞,0 0 · · · 0

0 e2πiβ̃∞,1 · · · 0
...

...
. . .

...

0 0 · · · e2πiβ̃∞,2n

 C̃−1
∞ ,

where C̃0 and C̃∞ are invertible matrices. By (8.15) and (8.16), we get

(8.20) β̃1,i + β̃1,2n−i = −(β̃∞,i + β̃∞,2n−i) = 2n.
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Using (8.17) and Mt = I2n+1, 2 ≤ t ≤ N , we get

(8.21) M1 =M−1
∞ .

Therefore, we can find a permutation map f on {0, 1, · · · , 2n} such that,

(8.22) β̃∞,j + β̃1,f(j) +mj = 0, 0 ≤ j ≤ 2n,

where mj ∈ Z, 0 ≤ j ≤ 2n.
Next, we claim that there exists g ∈ SBn (that depends on f) such

that β̃∞,j also can be written as

(8.23) β̃∞,j + β̃1,g(j) + m̄j = 0, 0 ≤ j ≤ 2n,

where m̄j ∈ Z, 0 ≤ j ≤ 2n. For the f introduced in (8.22), we set

(8.24) Λf = {i | f(i) + f(2n− i) = 2n, 0 ≤ i ≤ n}.
If |Λf | = n+ 1, then there is noting to prove and we can choose g = f .
Suppose that the claim holds for |Λf | ≥ l, n + 1 ≥ l > 0, and we shall
prove it holds also for |Λf | = l − 1. We choose t ∈ {0, 1, · · · , n} \ Λf .
According to the definition of Λf we get

(8.25) f(t) + f(2n− t) 6= 2n.

Let t′ be the index such that

(8.26) f(t) + f(2n− t′) = 2n.

Then it is easy to see that t′ /∈ Λf . We define a new map f ′ such that

(8.27) f ′(i) =

 f(t′), if i = t,
f(t), if i = t′,
f(i), if i /∈ {t, t′},

and of course f ′ is a permutation map. By (8.20), (8.22) and (8.26), we
have

(8.28)

β̃∞,t′ + β̃1,f ′(t′) = − 2n− β̃∞,2n−t′ + β̃1,f(t)

= − 2n+ β̃1,f(2n−t′) +m2n−t′ + β̃1,f(t)

= m2n−t′

and

(8.29)
β̃∞,t + β̃1,f ′(t) = β̃∞,t + β̃1,f(t′) = −mt − β̃1,f(t) −mt′ − β̃∞,t′

=−mt −mt′ −m2n−t′ .

As a consequence of the above two equations and (8.22), we get

(8.30) β̃∞,j + β̃1,f ′(j) + m̃j = 0, where m̃j ∈ Z, 0 ≤ j ≤ 2n.

On the other hand, it is easy to see that

|Λf ′ | ≥ |Λf |+ 1 = l.

From the induction assumption we get the claim holds for |Λf | = l− 1,
i.e., we can find g such that (8.23) holds. Thus, we finish the induction
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process and the claim is proved. Then we follow the proof in Theorem
2.2 and get that
(8.31)

σ̃i = 2
i−1∑
j=0

f(j)∑
l=1

α̃1,l −
j∑
l=1

α̃1,l

+ 2Ñi, 1 ≤ i ≤ n, where f ∈ SBn .

Using f ∈ SBn and after direct computation, we have

2
i−1∑
j=0

f(j)∑
l=1

α̃1,l −
j∑
l=1

α̃1,l

 = 2
2n−i∑
j=0

f(j)∑
l=1

α̃1,l −
j∑
l=1

α̃1,l

 ,

which together with σ̃i = σ̃2n+1−i gives Ñi = Ñ2n+1−i. Therefore,

(8.32) σi = σ̃i = 2
i−1∑
j=0

f(j)∑
l=1

α̃1,l −
j∑
l=1

α̃1,l

+ 2Ñi, 1 ≤ i ≤ n− 1.

When i = n, we have

n−1∑
j=0

f(j)∑
l=1

α̃1,l −
j∑
l=1

α̃1,l

 = 2

n−1∑
j=0

n∑
l=f(2n−j)+1

α̃1,l.

Consequently, we get the σn can be written as

σn =
1

2
σ̃n = 2

n−1∑
j=0

n∑
l=f(2n−j)+1

α̃1,l + Ñn.

Then we finish the proof. q.e.d.

When αt,i, 1 ≤ t ≤ N, 1 ≤ i ≤ n are integers, we get the following
corollary.

Corollary 8.2. Suppose that u = (u1, · · · , un) is a solution of (8.7)
and αt,i ∈ N ∪ {0}. Let σ = (σ1, · · · , σn) be the local mass of u. Then
σi, i ∈ I \{n}, are positive even integers, and σn is even positive integer
for Cn and G2 cases and only an integer for Bn case.

8.2. The Pohozaev identity and Weyl group for Bn, Cn and
G2. At first, we derive the Pohozaev identity for Bn, Cn and G2 from
A2n, A2n−1 and A6 respectively,

Bn :

n−1∑
i=1

σ2
i + 2σ2

n −
n−2∑
i=1

σiσi+1 − 2σn−1σn = 2

n−1∑
i=1

µiσi + 4µnσn,

(8.33)

Cn : 2

n−1∑
i=1

σ2
i + σ2

n − 2
n−1∑
i=1

σiσi+1 = 4
n−1∑
i=1

µiσi + 2µnσn,(8.34)
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and

(8.35) G2 : 3σ2
1 − 3σ1σ2 + σ2

2 = 6µ1σ1 + 2µ2σ2.

As An system, we define the corresponding set ΓK(µ) for Bn, Cn

and G2 by the same way: Let (0, · · · , 0) ∈ ΓK(µ), the other elements
in this set are all generated from (0, · · · , 0) by the principle:

if σ ∈ ΓK(µ), then Riσ ∈ ΓK(µ), ∀i ∈ I,

where

Riσ = (σ1, · · · , 2µi −
∑
j

kijσj + σi, · · · , σn) ∈ ΓK(µ).

Regarding ΓK(µ) as a set of homogeneous polynomials of degree 1 in
C[µ], we can represent each element σ as:

σi =

n∑
j=1

2aijµj , i ∈ I,

where aij ∈ Z ∪ {0}, i, j ∈ I and the matrix AK = [aij ] is independent
of µ.

Proposition 8.3. For each element σ ∈ ΓK(µ), we have σ satisfies
(8.33), (8.34) and (8.35) for K = Bn, Cn and G2 respectively.

Proof. For the Bn case, we can write the equation (8.33) as

(8.36-n) σ2
n−(2µn−

∑
j 6=n

knjσj)σn+
n−1∑
j=1

σ2
j−

n−2∑
j=1

σjσj+1−2
n−1∑
j=1

µjσj = 0,

or

(8.36-i) σ2
i − (2µi −

∑
j 6=i

kijσj)σi + Πi = 0, 1 ≤ i ≤ n− 1,

where kij is the Cartan matrix for Bn and Πi stands for the remainder
terms in the equation (8.33). Since σi + (2µi−

∑
j=1 kijσj +σi) is equal

to the coefficients of σi in (8.36-i), we have Riσ satisfies the P.I. if σ
satisfies the P.I. So the conclusion holds for Bn. The Cn and G2 cases
can be proved similarly and we omit the details. q.e.d.

Theorem 8.4. For each element σ ∈ ΓBn(µ), there exists a permu-
tation map f ∈ SBn such that σi, i ∈ I admits the expression

(8.37) σi =

{
2
∑i−1

j=0

(∑f(j)
l=1 µ̃l −

∑j
l=1 µ̃l

)
, if 1 ≤ i ≤ n− 1,

2
∑n−1

j=0

∑n
l=f(2n−j)+1 µ̃l, if i = n,

where µ̃i = µ̃2n+1−i = µi, i ∈ I.
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For each element σ ∈ ΓCn(µ), there exists a permutation map f ∈
SCn such that σi, i ∈ I admits the expression

(8.38) σi = 2

i−1∑
j=0

f(j)∑
l=1

µ̂l −
j∑
l=1

µ̂l

 , i ∈ I,

where µ̂i = µ̂2n−i = µi, i ∈ I.
For each element σ ∈ ΓG2(µ), there exists a permutation map f ∈

SG2 such that σ1, σ2 admit the expression

(8.39) σi = 2
i−1∑
j=0

f(j)∑
l=1

µl,G2 −
j∑
l=1

µl,G2

 , i = 1, 2,

where µ1,G2 = µ3,G2 = µ4,G2 = µ6,G2 = µ1 and µ2,G2 = µ5,G2 = µ2.
Furthermore the correspondence σ → f is bijective for each case and
consequently

|ΓBn(µ)| = |ΓCn(µ)| = 2nn! and |ΓG2(µ)| = 12.

Proof. We only provide the proof for K = Bn, the Cn and G2 cases
can be discussed similarly. We first extend the equation (1.15) to A2n by
Lemma 8.A. Then we get the corresponding local masses (σ̃1, · · · , σ̃2n)
for the extended A2n satisfies

(8.40) σn =
1

2
σ̃n =

1

2
σ̃n+1 and σi = σ̃i = σ̃2n+1−i, i ∈ I \ {n}.

It is not difficult to see

σ̃ ∈ Γ(µ̃),

where µ̃j = µ̃2n+1−j = µj , j ∈ I. For any element of Γ(µ̃), using
Theorem 3.2 we get there exists a permutation map f on {0, 1, · · · , 2n}
such that

(8.41) σ̃i = 2
i−1∑
j=0

f(j)∑
l=1

µ̃l −
j∑
l=1

µ̃l

 , 1 ≤ i ≤ 2n.

From (8.40) and (8.41) we derive the following equality

(8.42)

2n−i∑
j=i

f(j)∑
l=1

µ̃l −
j∑
l=1

µ̃l

 = 0, i ∈ I,

which yields

(8.43)

f(i)∑
l=1

µ̃l +

f(2n−i)∑
l=1

µ̃l =

i∑
l=1

µ̃l +

2n−i∑
l=1

µ̃l, i ∈ I.

From (8.42) and (8.43) we further obtain

(8.44) f(i) + f(2n− i) = 2n, i ∈ I.
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On the other hand, since f is a permutation map in {0, 1, · · · , 2n}, we
have

2n∑
i=0

f(i) =
2n∑
i=0

i = n(2n+ 1),

which together with (8.44) gives

f(i) + f(2n− i) = 2n, i ∈ I ∪ {0}.
Thus f ∈ SBn . Then we can represent the σi as

(8.45) σi =

{
2
∑i−1

j=0

(∑f(j)
l=0 µ̃l −

∑j
l=0 µ̃l

)
, if 1 ≤ i ≤ n− 1,

2
∑n−1

j=0

∑n
l=f(2n−j)+1 µ̃l, if i = n,

where f ∈ SBn . Therefore we proved if σ ∈ ΓBn(µ), then σi admits the
expression (8.45) with f ∈ SBn . It is not difficult to see that different
element in SBn gives different σ. In addition, we can follow a similar
argument of the proof for Theorem 3.2 to show the correspondence
σ → f is bijective. As a consequence,

|ΓBn(µ)| = 2nn!.

This completes the proof. q.e.d.

For any σ ∈ ΓK, we can define the corresponding matrix AK. Then
we set

(8.46) BK = In −KAK.

Proposition 8.5. For each f in SK we define the corresponding
matrix BK,f . Then

(a) The matrix BK for any AK is non-singular. Furthermore, for any
f ∈ SK, let f → AK,f be the correspondence by Theorem 8.4 and
BK,f is given in (8.46). Then f → BK,f is an anti-homomorphism
from SK to GL(n,Z). Consequently

{BK | BK is given by (8.46), AK ∈ ΓK(µ)} is a group,

denoted by BK.
(b) The group BK is the Weyl group of the root system of the Lie

algebra K.

Proof. The idea of the proof follows from Proposition 3.5. To show
that BK is invertible, we note that the equation (8.33)–(8.35) can be
rewritten into

(8.47) µtAtKMKAKµ = µt(D−1
K AK +AtKD−1

K )µ,

where MK = D−1
K K and

(8.48) DK =


diag(1, 1, · · · , 1, 1

2), if K = Bn,
diag(1

2 ,
1
2 , · · · ,

1
2 , 1), if K = Cn,

diag(2
3 , 2), if K = G2.
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Since the equation (8.47) is independent of µ, we get

(8.49) AtKMKAK = D−1
K AK +AtKD−1

K .

On the other hand, K is invertible, we can rewrite BK = In −KAK as

(8.50) AK = K−1(In − BK) and AtK = (In − BtK)(Kt)−1.

Substituting (8.50) into (8.51), we get

(8.51)
(In − BtK)D−1

K M−1
K MKM

−1
K D−1

K (In − BK)

= D−1
K M−1

K D−1
K (In − BK) + (In − BtK)D−1

K M−1
K D−1

K ,

which implies

(8.52) BtKD−1
K M−1

K D−1
K BK = D−1

K M−1
K D−1

K .

Therefore BK is invertible. Next we prove the left conclusion in (a), i.e.,
the map f → BK,f is an anti-isomorphism from SK to BK, K = Bn,Cn.
Compared with the proof of Theorem 3.5, the differences for the proof
of K = Bn,Cn are the choices of simple map f . When K = Bn, we
pick f from the following:
(8.53)

fi(j) =

 j + 1, if j = i, 2n− i− 1,
j − 1, if j = i+ 1, 2n− i,
j, if j ∈ I \ {i, i+ 1, 2n− i− 1, 2n− i},

0 ≤ i ≤ n−2,

and

(8.54) fn−1(j) =

n+ 1, if j = n− 1,
n− 1, if j = n+ 1,
j, if j ∈ I \ {n− 1, n+ 1}.

We call fi, 0 ≤ i ≤ n − 1 simple permutation. It is not difficult to
see that fi ∈ SBn and any element in SBn can be decomposed by the
above simple maps. In addition, suppose that g ∈ SBn corresponds to
the element

σ = (σ1, · · · , σn) ∈ ΓBn(µ),

then g ◦ fi corresponds to the following element Ri+1σ, i ∈ {0, · · · , n−
1}.

While for K = Cn, the simple maps are the following ones,
(8.55)

fi(j) =

 j + 1, if j = i, 2n− i− 2,
j − 1, if j = i+ 1, 2n− i− 1,
j, if j ∈ I \ {i, i+ 1, 2n− i− 1, 2n− i},

0 ≤ i ≤ n−2,

and

(8.56) fn−1(j) =

n, if j = n− 1,
n− 1, if j = n,
j, if j ∈ I \ {n− 1, n+ 1}.
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Similarly, it is easy to see that fi ∈ SCn and any element in SCn can
be decomposed by the simple permutations given in (8.55) and (8.56).
Furthermore, if g ∈ SCn corresponds to the element

σ = (σ1, · · · , σn) ∈ ΓCn(µ),

then g ◦ fi corresponds to the following element Ri+1σ, i ∈ {0, · · · , n−
1}.

In the end, if K = G2, the simple maps are the following two,

(8.57) f0(j) =

 j + 1, if j = 0, 5,
j − 1, if j = 1, 6,
6− j, if j = 2, 3, 4,

and

(8.58) f1(j) =

 j + 1, if j = 1, 4,
j − 1, if j = 2, 5,
j, if j = 0, 3, 6.

As the above two cases, we find that fi ∈ SG2 , i = 0, 1 and any element
in SG2 can be decomposed by these two simple permutations. If g ∈ SG2

corresponds to the element

σ = (σ1, σ2) ∈ ΓG2(µ),

then g ◦ fi corresponds to the element Ri+1σ, i ∈ {0, 1}.
Next we will show

BK,g◦f = BK,fBK,g
with f is the simple map given in (8.53)–(8.54), (8.55)–(8.56) and (8.57)–
(8.58) for K = Bn, K = Cn and K = G2 respectively. The left argu-
ment goes almost the same as Theorem 3.5 and we omit it.

(b) It is known that the generators of the Weyl group for Bn and Cn

are the following,

Bn : Se1−e2 , Se2−e3 , · · · , Sen−1−en , Sen ,(8.59)

Cn : Se1−e2 , Se2−e3 , · · · , Sen−1−en , S2en ,(8.60)

and

(8.61) G2 : Se1−e2 , S2e2−e1−e3 .

We refer the readers to [20] for the details.
As Theorem 3.5, we can obtain that the corresponding matrix of

the generators given in (8.59) for Bn, (8.60) for Cn and (8.61) for G2

are exactly the matrices BBn,f , BCn,f and BG2,f respectively, where f
is the corresponding simple map of Bn, Cn or G2, see (8.53)-(8.58).
Consequently, we get the conclusion (b). q.e.d.

Next, we shall establish the version of Theorem 3.6 for K = Bn or
K = Cn. (This result is used for doing the combination of the bubbling
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disks. However, for G2 case, we can avoid using it, see [27] for the
details. Therefore we only study the cases for Bn and Cn.) Since
the proof is almost the same as Theorem 3.6, we will only give the
statements without proof.

Theorem 8.6. Assume σ ∈ ΓK(µ), and let

µ̄i = µi −
1

2

∑
j

kijσj , i ∈ I.

When K = Bn, for any f ∈ SBn we set
(8.62)

σf,i =

{
σi + 2

∑i−1
j=0

(∑f(j)
l=0

˜̄µl −
∑j

l=0
˜̄µl

)
, if 1 ≤ i ≤ n− 1,

σn + 2
∑n−1

j=0

∑n
l=f(2n−j)+1

˜̄µl, if i = n,

where ˜̄µj = ˜̄µ2n+1−j = µ̄j , j ∈ I. When K = Cn, for any f ∈ SCn we
set

(8.63) σf,i = σi + 2
i−1∑
j=0

f(j)∑
l=0

ˆ̄µl −
j∑
l=0

ˆ̄µl

 , i ∈ I,

where ˆ̄µj = ˆ̄µ2n−j = µ̄j , j ∈ I. Then

(σf,1, · · · , σf,n) ∈ ΓK(µ).
8.3. The main results on B and C type Toda system. Let uk =
(uk1, · · · , ukn) be a sequence of solutions of the following equations

(8.64) ∆uki +

n∑
j=1

kijh
k
j e
ukj = 4παiδ0, in B(0, 1), i ∈ I,

where K = (kij)n×n denotes the Cartan matrix for Bn or Cn. As An

system, we assume hki satisfies (1.16) and uk = (uk1, · · · , ukn) satisfies
(1.17).

Let σi (defined in (1.18)) denotes the local mass for i-th component
of the blow up solutions uk.

Theorem 8.7. Suppose that σi, i ∈ I are local masses of a sequence
of blowup solutions of (8.64) such that the assumption (1.16) and (1.17)
hold. Then for K = Bn, σi can be written as

σi =

{
2(
∑n

j=1 Ñi,jµj + Ñi,n+1), if 1 ≤ i ≤ n− 1,

2(
∑n

j=1 Ñn,jµj) + Ñn,n+1, if i = n,

where Ñi,j ∈ Z, i ∈ I and j ∈ I ∪ {n+ 1}, while for K = Cn, σi can be
written as

σi = 2(

n∑
j=1

N̂i,jµj + N̂i,n+1), i = 1, 2, · · · , n,

where N̂i,j ∈ Z, i ∈ I and j ∈ I ∪ {n+ 1}.
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Remark 8.1. By Theorem 8.7, if αi, i ∈ I in (8.64) are non-negative
integers and K = Bn, we only get σi, 1 ≤ i ≤ n−1 are even non-negative
integers and σn is non-negative integer. However, using equation (8.33)
we can also derive that σn is even.

From the Theorem 8.7 and the above remark, we can obtain the
corresponding result of Corollary 1.3 for B and C type Toda system.

Suppose that u = (u1, · · · , un) is the solutions of the following system
defined on M :

(8.65) ∆gui +
n∑
j=1

kijρj(
hje

uj∫
M hjeujdVg

− 1) =
∑
pt∈S

4παt,i(δpt − 1),

where K denotes the Cartan matrix for Bn or Cn, αt,i > −1 is the
strength of the Dirac mass δpt and S is finite subset of M .

Theorem 8.8. Suppose that αt,i ∈ N∪{0} for any i ∈ I and pt ∈ S.
Let K be Bn or Cn, hi be positive C1 functions on M and K be a
compact subset of M \ S. If ρi 6∈ 4πN, i ∈ I, there exists a constant
C(K, ρ1, · · · , ρn) such that for any solution u = (u1, · · · , un) of (8.65)

in H̊1(M),
|ui(x)| ≤ C, ∀x ∈ K, i ∈ I.

As An Toda system, we can extend Theorem 8.8 ifα = (αt,1, · · · , αt,n)
satisfies the Q-condition. For equation (8.65), let µt,i = αt,i + 1, i ∈ I
for the vortex point pt ∈ S, and define
(8.66)

Γ+
i,K = {2π(Σt∈Rσi,t + 2n) | σt ∈ ΓK(µt), R ⊆ S, n ∈ N ∪ {0}} .

Theorem 8.9. Let hi, i ∈ I be positive C1 functions on M , and
K be a compact set in M . For every point pt ∈ S, if αt satisfy the
Q-condition for any pt ∈ S and ρi /∈ Γ+

i,K for i ∈ I, then there exists

a constant C such that for any solution u = (u1, · · · , un) of (8.65) in

H̊1(M),
|ui(x)| 6 C, ∀x ∈ K, i ∈ I.
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