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## 1. Introduction

One of the natural classes of Riemannian metrics on an n-manifold is Einstein metrics. Berger and Ebin [4] were the first people to study the moduli space of Einstein metrics on an Einstein manifold. They showed that the moduli space of Einstein metrics is finite dimensional. This leads to the natural question whether the moduli space is compact. Einstein metrics have been studied by many mathematicians; there is an excellent book on Einstein manifolds [6].

One of the main accomplishments of this paper is that we found a compactness property of moduli spaces of four-dimensional Einstein manifolds. To explain this, let us start with a 4-manifold $M$, which has an Einstein metric. We consider the moduli space of all Einstein metrics on $M$, and normalize the Einstein metrics such that the Ricci curvature equal $+3,-3$, or 0 . Let $G(M)$ be the subspace of all normalized Einstein metrics on $M$ with the injective radius bounded from below by a fixed constant $i_{0}>0$ and diameter bounded from above by $d$. We are able to show that $G(M)$ is compact as a subset of the moduli space of Einstein metrics in $C^{\infty}$-topology.

Theorem 1.1. The subset of normalized Einstein metrics with Ricci curvature equal to three and with injectivity radius bounded from below on a 4-manifold $M$ is compact in $C^{\infty}$-topology.

Theorem 1.2. The subset of normalized Einstein metrics with Ricci curvature equal to negative three or zero, with injectivity radius bounded from below and diameter bounded from above on a 4-manifold $M$ is compact in $C^{\infty}$-topology.

Remark 1.3. It seems that without the lower bound of the injectivity radius, the results are false.

We briefly describe here the method used in this paper. For a sequence of Einstein manifolds ( $M_{k}$ ) with proper restrictions, by passing to a sub-

[^0]sequence, we show that $\left(M_{k}\right)$ converges to an Einstein manifold $M^{\prime}$ almost everywhere except a finite number of points; here $M^{\prime}$ is an Einstein manifold with a finite number of isolated singular points. We then prove that the singular points can be removed, which, combined with the GaussBonnet formula for a 4-manifold, will imply the theorem. This idea was first used by Sacks and Uhlenbeck [24]. We will combine this idea with Gromov's compactness theorem to prove the convergence of Einstein metrics. The technical key step is to prove that each singular point is isolated and can be removed.

## 2. The proof

The remainder of this article contains the proofs of the preceding theorems, and it is organized in the following way. In $\S \S 3$ and 4 , we use the equations satisfied by the curvature tensors of Einstein metrics to give the local estimate, which shows that curvature tensor is bounded on the ball with small $L^{2}$-norm of curvature.

Next, we use the Gauss-Bonnet formula for a 4-manifold to show that the curvature tensor can be only concentrated on finite number of points; away from these points, the curvatures are uniformly bounded. We then use the argument of [15] or [23] to prove that the Einstein manifolds converge to an Einstein manifold $M^{\prime}$ away from these points.

Then, by using the diameter estimate of a small geodesic sphere of [12], we show that $M^{\prime}$ is diffeomorphic to $M-\left\{m_{1}, \cdots, m_{h}\right\}$, and that these $\left\{m_{i}\right\}$ are isolated singular points of the metric on $M^{\prime}$.

Finally, by means of the Gauss-Bonnet formula and the results of $\S 5$ about the removable singularities, we first prove that the curvature tensors of the Einstein manifolds are uniformly bounded, and then apply Gromov's compactness theorem to finish our proof.
$\S 5$ contains the key technical step. At first a study is given of the tangent cone metric of $M^{\prime}$ at each of these singular points $\left\{m_{i}\right\}$ by blowing up at these points. Then we show that the tangent cone metric is a flat Euclidean metric, and further that the curvature tensor of $M^{\prime}$ is bounded by integral estimates combined with iteration. These are used to prove that the singular points of $M^{\prime}$ can be removed.

## 3. Convergence of Einstein metrics and proof of Theorems $\mathbf{1 . 1}$ and $\mathbf{1 . 2}$

Let us fix the manifold $M^{4}$ and $\sigma=+1,-1$, or 0 , and define the set of Riemannian metrics

$$
\begin{aligned}
& G(M)=\left\{g \mid g \text { a } c^{\infty} \text {-metric on } M \text { such that } R_{i j}(g)=3 \sigma g_{i j},\right. \\
& \left.\operatorname{inj}(M, g) \geq i_{0}>0, \text { and } \operatorname{diam}(M, g) \leq d\right\},
\end{aligned}
$$

where $i_{0}$ is a positive number. By Berger's isoembolic inequality, we have $\operatorname{Vol}(M, g) \geq c\left(i_{0}\right)$. From now on, we assume that the general constant $c$ will depend on $i_{0}$ and $d$.

Theorem A. $\quad G(M)$ is compact in $C^{\infty}$-topology.
We start with a pointwise estimate of the curvature tensor.
Lemma 3.1. For any $g \in G(M)$, there exists $a \kappa_{5}=\kappa_{5}\left(i_{0}, d\right)>0$, such that if

$$
\int_{B\left(x_{0}, \rho\right)}\left|R_{i j k l}(g)\right|^{2} d v_{g} \leq \kappa_{5},
$$

and $\rho>0$, then

$$
\sup _{B\left(x_{0},(1-\eta)^{2 l} \rho\right)}\left|\partial^{l} R_{m}(g)\right| \leq C\left(\rho, \eta, i_{0}, d\right), \quad l=0,1, \cdots, 5 .
$$

For the proof of this lemma, see Theorem 4.11 in the next section.
Using this lemma, we first prove a result on the weak convergence.
Proposition 3.2. Let $\left\{g^{k}\right\} \subset G(M), k=1,2, \cdots$, be a sequence in $G(M), M^{k}=\left(M, g^{k}\right)$. Then there exists a subsequence of $\left\{g^{k}\right\}$ (by renumbering but still using $\left\{g^{k}\right\}$ ) and a sequence $\left\{r_{l}\right\}, r_{l} \rightarrow 0$.
(a) For each $l$, we have open subsets $F_{k}\left(r_{l}\right) \subset M^{k}$, and an open subset $D\left(r_{l}\right) \subset M$.
(b) For each $l$, we have diffeomorphisms

$$
f^{k}\left(r_{l}\right): D\left(r_{l}\right) \rightarrow F_{k}\left(r_{l}\right) \quad(k \geq l), \cdots
$$

such that $f^{k}\left(r_{l}\right)^{*} g^{k}$ converges to a $C^{\infty}$-Einstein metric $g\left(r_{l}\right)$ on $D\left(r_{l}\right)$ in $C^{2}$-norm.
(c) $F_{k}\left(r_{l}\right) \subset F_{k}\left(r_{l+1}\right)$.
(d) There is an $\varepsilon\left(r_{l}\right)$, such that

$$
F_{k}\left(r_{l}\right) \cup \bigcup_{i=1}^{N} B^{k}\left(x_{i, l}^{k}, \varepsilon\left(r_{l}\right)\right)=M^{k}
$$

and $\varepsilon\left(r_{l}\right) \rightarrow 0$ when $r_{l} \rightarrow 0$ with $N \leq c\left(i_{0}, \chi(M)\right)$, where $\chi(M)$ is the Euler number of $M$.

We employ the covering argument of [24], and combine it with the argument of [23] or [15].

Proof. Let $r<i_{0} / 100$. Given a sequence $\left\{g^{k}\right\}$ in $G(M)$, let $Q(k)$ be the maximum number of disjoint geodesic balls of radius $r / 3$. By the Gromov packing argument, since the diameter $d\left(M, g^{k}\right)$ of $\left(M, g^{k}\right) \leq$ $d$, and Ric $\geq-3$, we have

$$
\begin{equation*}
Q(k) \leq c(r) \tag{3.3}
\end{equation*}
$$

By passing to a subsequence if necessary, we assume that $Q(k) \equiv Q \in Z^{+}$ for all $k$.

We now fix $k$, and let $\left\{B^{k}\left(x_{i}, r / 3\right)\right\}, i=1, \cdots, Q$, be a maximal family of disjoint geodesic balls of radius $r / 3$. Then $\left\{B^{k}\left(x_{i}, r\right)\right\}$, $i=1, \cdots, Q$, is a covering of $\left(M, g^{k}\right)=M^{k}$. Let $h(k)$ be the maximal number such that any $h(k)+1$ balls of $\left\{B^{k}\left(x_{i}, r\right)\right\}$ have empty intersection. Let

$$
\left\{B^{k}\left(x_{i \alpha}, r\right)\right\}, \quad \alpha=1, \cdots, h(k)
$$

be the balls of $\left\{B^{k}\left(x_{i}, r\right)\right\}$ such that

$$
B^{k}\left(x_{i_{1}}, r\right) \cap \cdots \cap B^{k}\left(x_{i_{h}}, r\right) \neq \varnothing
$$

Then $B^{i}\left(x_{i_{\alpha}}, r\right) \subset B^{k}\left(x_{i_{h}}, 3 r\right), \alpha=1, \cdots, h$. Since $\left\{B^{i}\left(x_{i_{\alpha}}, r / 3\right)\right\}$ are disjoint geodesic balls, by the Bishop-Gromov volume estimate, we have

$$
\begin{equation*}
h(k)=\max _{\alpha} \frac{\operatorname{Vol}\left(B^{k}\left(x_{i_{h}}, 3 r\right)\right)}{\operatorname{Vol}\left(B^{k}\left(x_{i_{\alpha}}, r / 3\right)\right)} \leq \max _{\alpha} \frac{\operatorname{Vol}\left(B^{k}\left(x_{i_{\alpha}}, 5 r\right)\right)}{\operatorname{Vol}\left(B^{k}\left(x_{i_{\alpha}}, r / 3\right)\right)} \leq c . \tag{3.4}
\end{equation*}
$$

So the $h(k)$ are uniformly bounded by $c$. We would like to apply the estimates of Lemma 3.1 to each ball of $\left\{B^{k}\left(x_{i}, r\right)\right\}$, but the hypothesis need not be met on all balls. However, we have an upper bound on the number of balls on which it fails; by the Gauss-Bonnet formula of a 4dimensional Einstein manifold [5] we have

$$
\begin{aligned}
8 \pi^{2} h(k) \chi(M) & \geq h \int_{M}\left|R_{i j k l}(g k)\right|^{2} d v_{g k} \geq \sum_{i=1}^{Q} \int_{B^{k}\left(x_{i}, r\right)}\left|R_{i j k l}(g k)\right|^{2} d v_{g k} \\
& \geq \sum_{i=1}^{Q} \int_{B^{k}\left(x_{i}, r\right)}\left|R_{i j k l}(g k)\right|^{2} d v_{g k} \geq N(k) \kappa_{5}
\end{aligned}
$$

where $N(k)$ is the number of $B^{k}\left(x_{i}, r\right)$ for which

$$
\int_{B^{k}\left(x_{i}, r\right)}\left|R_{i j k l}(g k)\right|^{2} d v_{g k} \geq \kappa_{5}
$$

Thus

$$
\begin{equation*}
N(k) \leq c\left(i_{0}, \chi(M), d\right) \tag{3.5}
\end{equation*}
$$

which means that $N(k)$ are uniformly bounded by a constant $c\left(d, i_{0}, \chi(M)\right)$. By passing to a subsequence if necessary, we assume that $N(k)$ and $h(k)$ are constant, i.e., $N(k) \equiv N \in Z^{+}, h(k) \equiv h \in Z^{+}$ for all $k$ and $r<i_{0} / 100$.

Remark. We will call a ball $B^{k}\left(x_{i}, r\right)$ a bad ball for $M_{k}$ if

$$
\int_{B^{k}\left(x_{i}, r\right)}\left|R_{i j k \rho}(g k)\right|^{2} d v \geq \kappa_{5}
$$

Otherwise, it is called a good ball.
Let $Q^{\prime}=Q-N$, and denote the good balls by

$$
\left\{B^{k}\left(x_{i}, r\right)\right\}, \quad i=1,2, \cdots, Q^{\prime}
$$

and the bad balls by

$$
\left\{B^{k}\left(x_{i}, r\right)\right\}, \quad i=Q^{\prime}+1, \cdots, Q
$$

Let

$$
U_{k}(r)=\bigcup_{i=1}^{Q^{\prime}} B^{k}\left(x_{i},(1-\eta)^{14} r\right)
$$

for small $\eta>0$. By Lemma 3.1, we have

$$
\begin{equation*}
\sup _{U_{k}(r)}\left|\partial^{l} R_{m}(g k)\right| \leq c(r), \quad l=0,1, \cdots, 5 \tag{3.6}
\end{equation*}
$$

Assuming $(1-\eta)^{14}>1-\frac{1}{100}=\frac{99}{100}$, it follows that

$$
\left\{B^{k}\left(x_{i},(1-\eta)^{14} r\right)\right\}, \quad i=1, \cdots, Q
$$

is a covering of $M_{k}$, so

$$
U_{k}(r) \cup \bigcup_{i=Q^{\prime}+1}^{Q} B^{k}\left(x_{i}, r\right)=M .
$$

We take $\bar{r}=\min \left\{r / 300, i_{0}\right\}=\left(\eta_{1}\right) r$. Letting

$$
V_{k}(r)=\bigcup_{j=1}^{Q^{\prime}} B^{k}\left(x_{j},\left((1-\eta)^{14}-\eta_{1}\right) r\right),
$$

we have

$$
\begin{gather*}
\bigcup_{j=1}^{Q} B^{k}\left(x_{j},\left((1-\eta)^{14}-\eta_{1}\right) r\right)=M  \tag{3.7}\\
V_{k}(r) \cup \bigcup_{j=Q^{\prime}+1}^{Q} B^{k}\left(x_{j}, r\right)=M
\end{gather*}
$$

By taking even smaller balls in $U_{k}(r)$ to cover $V_{k}(r)$, as in [23], for $P(r)$ large, there exist an open set $D(r) \supset V_{P(r)}(r)$, subsets $F_{k}(r)$, and diffeomorphisms

$$
f^{k}(r): F_{k}(r) \mapsto D(r)
$$

such that

$$
V_{k}(r) \subset F_{k}(r) \subset U_{k}(r)
$$

Then we have
Lemma 3.8. There exists a $C^{\infty}$-Einstein metric $g(r)$ on $D(r) \supseteq V_{P(r)}(r)$ such that $\left\{\left(f^{k}\right)^{*} g k\right\}$ (by passing to a subsequence if necessary) converges to $g(r)$ on $D(r)$ in $C^{\infty}$-norm.

Let $r_{1}=i_{0} / 1000$ and $r_{2}=r_{1} / 8000$. By renumbering if necessary, we assume that $\left\{B^{k}\left(x_{i, 2}^{k}, r_{2}\right)\right\}, i=1, \cdots, Q^{\prime}\left(r_{2}\right)$, are good balls, and that $\left\{B^{k}\left(x_{i, 2}^{k}, r / 2\right)\right\}, i=Q^{\prime}\left(r_{2}\right)+1, \cdots, Q\left(r_{2}\right)$, are bad balls. Then we have

$$
\begin{gathered}
\int_{B^{k}\left(x l_{i}^{2}, r_{2}\right)}\left|R_{i j k l}\right|^{2} d^{k}<\kappa_{5}, \quad \text { for } i=1,2, \cdots, Q^{\prime}\left(r_{2}\right) \\
\int_{B^{k}\left(x_{i}^{2}, r_{2}\right)}\left|R_{i j k l}\right|^{2} d^{k} \geq \kappa_{5} \quad \text { for } i=Q^{\prime}\left(r_{2}\right)+1, \cdots, Q^{\prime}\left(r_{2}\right)
\end{gathered}
$$

and $Q\left(r_{2}\right)-Q^{\prime}\left(r_{2}\right) \leq c\left(i_{0}, \chi(M)\right)$.
We recall that $\left\{B^{k}\left(x_{i}, r_{1}\right)\right\}, i=1, \cdots, Q^{\prime}\left(r_{1}\right)$, are good balls, $\left\{B^{k}\left(x_{i}, r_{1}\right)\right\}, i=Q^{\prime}\left(r_{1}\right)+1, \cdots, Q\left(r_{1}\right)$, are bad balls, and

$$
\bigcup_{i=1}^{Q\left(r_{1}\right)} B^{k}\left(x_{i},(1-\eta)^{14} r_{1}\right)=M .
$$

Lemma 3.9. $\quad V_{k}\left(r_{2}\right) \supset U_{k}\left(r_{1}\right)$.

Proof. We have

$$
\begin{gathered}
V_{k}\left(r_{2}\right) \cup \bigcup_{j=Q^{\prime}\left(r_{2}\right)+1}^{Q\left(r_{2}\right)} B^{k}\left(x_{j, 2}^{k},\left((1-\eta)^{14}-\eta_{1}\right) r_{2}\right)=M \\
U_{k}\left(r_{1}\right) \cup \bigcup_{j=Q^{\prime}\left(r_{1}\right)+1}^{Q\left(r_{1}\right)} B^{k}\left(x_{j},(1-\eta)^{14} r_{1}\right)=M
\end{gathered}
$$

By the definition of bad balls, we have

$$
U_{k}\left(r_{1}\right) \cap B^{k}\left(x_{j, 2}^{k}, r_{2}\right)=\varnothing, \quad j=Q^{\prime}\left(r_{2}\right)+1, \cdots, Q^{\prime}\left(r_{2}\right)
$$

otherwise

$$
B^{k}\left(x_{j, 2}^{k}, r_{2}\right) \cap B^{k}\left(x_{i},(1-\eta)^{14} r_{1}\right) \neq \varnothing
$$

for some $i=1, \cdots, Q^{\prime}\left(r_{1}\right)$, and thus

$$
\begin{gathered}
B^{k}\left(x_{j, 2}^{k}, r_{2}\right) \subset B^{k}\left(x_{i}, r_{1}\right), \quad i \leq Q^{\prime}\left(r_{1}\right) \\
\int_{B^{k}\left(x_{j, 2}^{k}, r_{2}\right)}\left|R_{i j k l}\right|^{2} d v^{k} \leq \int_{B^{k}\left(x_{i}, r_{1}\right)}\left|R_{i j k l}\right|^{2} d v^{k}<\kappa_{5}
\end{gathered}
$$

which means that $B^{k}\left(x_{j, 2}^{k}, r_{2}\right), Q^{\prime}\left(r_{2}\right)+1 \leq j \leq Q\left(r_{2}\right)$, is a good ball. Therefore, $V_{k}\left(r_{2}\right) \supset U_{k}\left(r_{1}\right)$, and

$$
B^{k}\left(x_{j, 2}^{k}, r_{2}\right) \subset B^{k}\left(x_{i}, r_{1}\right), \quad j>Q^{\prime}\left(r_{2}\right)
$$

for some $i \geq Q^{\prime}\left(r_{1}\right)+1$.
By induction on $l$, we take $r_{l+1}=\frac{1}{8000} r_{l}$.
By diagonalization (passing to a subsequence if necessary) and summarization we have

$$
\begin{gathered}
F_{k}\left(r_{k+1}\right) \supset V_{k}\left(r_{l+1}\right) \supset F_{k}\left(r_{l}\right), \\
F_{k}\left(r_{l}\right) \cup \bigcup_{i=1}^{N} B^{k}\left(x_{i, l}^{k}, \varepsilon\left(r_{l}\right)\right)=M,
\end{gathered}
$$

where $\varepsilon\left(r_{l}\right) \rightarrow 0$ when $r_{l} \rightarrow 0$. This completes the proof of Proposition 3.2.

Next, we use these Einstein manifolds $\left\{D\left(r_{l}\right)\right\}$ to construct an Einstein manifold $M^{\prime}$ with isolated singularities.

Proposition 3.10. There exists an Einstein manifold $M^{\prime}$ such that each $D\left(r_{l}\right)$ is an embedded submanifold of $M^{\prime}$ with the induced metric $g\left(r_{l}\right)$ on $D\left(r_{l}\right)$. We identify $D\left(r_{l}\right)$ with its embedded image, and let $g^{\prime}$ be the metric
on $M^{\prime}$. Then for each $l$, there are diffeomorphisms $f^{k}\left(r_{l}\right): F_{k}\left(r_{l}\right) \rightarrow$ $D\left(r_{l}\right) \subset M^{\prime}$ for $k \geq P\left(r_{l}\right)$ such that $\left.f^{k}\left(r_{l}\right)^{*} g l^{k} \rightarrow g^{\prime}\right|_{D\left(r_{l}\right)}$ in $C^{2}$-norm.

Proof. By 3.2 there exist a subsequence of $\left\{g^{k}\right\}$ (by renumbering if necessary), still called $\left\{g^{k}\right\}$, and open subsets $F_{k}\left(r_{l}\right) \subset M^{k}, D\left(r_{l}\right) \subset M$, such that $r_{l} \rightarrow 0, \overline{\bar{D}\left(r_{l}\right)}$ and $\overline{F_{k}\left(r_{l}\right)}$ are compact, and $F_{k}\left(r_{l}\right) \subset F_{l}\left(r_{l+1}\right)$. We also have diffeomorphisms $f^{k}\left(r_{l}\right)=D\left(r_{l}\right) \rightarrow F_{k}\left(r_{l}\right)$ for $k \geq P\left(r_{l}\right)$ such that

$$
\left(f^{k}\left(r_{l}\right)\right)^{*} g^{k} \xrightarrow{c^{2}} g\left(r_{l}\right) \text { on } D\left(r_{l}\right)
$$

for a $C^{\infty}$-Einstein metric $g\left(r_{l}\right)$ on $D\left(r_{l}\right)$.
First we will define an isometric embedding

$$
I_{l}:\left(D\left(r_{l}\right), g\left(r_{l}\right)\right) \rightarrow\left(D\left(r_{l+1}\right), g\left(r_{l+1}\right)\right) .
$$

In fact, by the construction of the $F_{k}\left(r_{l}\right)$ 's we have

$$
\begin{gathered}
F_{k}\left(r_{l}\right) \subset U_{k}\left(r_{l}\right) \subset V_{k}\left(r_{l+1}\right) \subset F_{k}\left(r_{l+1}\right), \\
\bigcup_{\bar{l}_{l}}\left(F_{k}\left(r_{l}\right)\right) \\
F_{k}\left(r_{l+1}\right),
\end{gathered}
$$

where $\overline{{\overline{r_{l}}}_{l}\left(F_{k}\left(r_{l}\right)\right)}$ is compact, and $d^{k}\left(F_{k}\left(r_{l}\right)\right), M-F_{k}\left(r_{l+1}\right) \geq \bar{r}_{l}$.
Since $f^{k}\left(r_{l}\right)^{*} g^{k}$ converges to $g\left(r_{l}\right)$ on $D\left(r_{l}\right)$ in $C^{2}$-norm for each $l$, for any given $\varepsilon>0$ if $k$ is sufficiently large, we have for the $C^{0}$-norms,

$$
\begin{gathered}
\left|f^{k}\left(r_{l}\right)^{*} g^{k}-g\left(r_{l}\right)\right|_{f^{k}\left(r_{l}\right)} \varepsilon^{k} \leq \varepsilon, \\
\left.\left|f^{k}\left(r_{l+1}\right)^{*} g^{k}-g\left(r_{l+1}\right)\right|_{f^{k}\left(r_{1}\right)}\right)^{*} g^{k} \leq \varepsilon,
\end{gathered}
$$

which clearly imply

$$
\begin{gathered}
\left|\left(f^{k}\left(r_{l}\right)^{-1}\right)^{*} g\left(r_{l}\right)-g^{k}\right|_{g^{k}} \leq \varepsilon, \\
\left|\left(f^{k}\left(r_{l+1}\right)^{-1}\right)^{*} g\left(r_{l+1}\right)-g^{k}\right|_{g^{k}} \leq \varepsilon .
\end{gathered}
$$

Therefore, we have

$$
\left|\left(f^{k}\left(r_{l}\right)^{-1}\right)^{*} g\left(r_{l}\right)-\left(f^{k}\left(r_{l+1}\right)^{-1}\right)^{*} g\left(r_{l+1}\right)\right|_{g^{k}} \leq 2 \varepsilon,
$$

and hence

$$
\left|\left(f^{k}\left(r_{l+1}\right)^{-1} \circ f^{k}\left(r_{l}\right)\right)^{*} g\left(r_{l+1}\right)-g\left(r_{l}\right)\right|_{g\left(r_{l}\right)} \leq c \varepsilon,
$$

which shows that

$$
\lim _{k \rightarrow \infty}\left(f^{k}\left(r_{l+1}\right)^{-1} \circ f^{k}\left(r_{l}\right)\right)^{*} g\left(r_{l+1}\right)=g\left(r_{l}\right) .
$$

Let

$$
I^{k}\left(r_{l}\right)=f^{k}\left(r_{l+1}\right)^{-1} \circ f^{k}\left(r_{l}\right): D\left(r_{l}\right) \rightarrow D\left(r_{l+1}\right)
$$

We consider $\left(D\left(r_{l}\right), g\left(r_{l}\right)\right)$ and $\left(D\left(r_{l+1}\right), g\left(r_{l+1}\right)\right)$ as metric spaces with induced metrics $d^{k}(l)$ and $d^{k}\left(r_{l+1}\right)$ on $D\left(r_{l}\right)$ and $D\left(r_{l+1}\right)$. For $k$ large, we have

$$
d^{k}\left(r_{l+1}\right)\left(I^{k}\left(r_{l}\right)(x), I^{k}\left(r_{l}\right)(y)\right) \leq 2 d^{k}(l)(x, y)
$$

Note that $d^{k}\left(I^{k}\left(r_{l}\right)\left(D\left(r_{l}\right)\right), M-D\left(r_{l+1}\right)\right) \geq r_{l}$ implies that $\overline{I^{k}\left(r_{l}\right)\left(D\left(r_{l}\right)\right)}$ $\subset D\left(r_{l+1}\right)$, and that $I^{k}\left(r_{l}\right)\left(D\left(r_{l}\right)\right)$ is precompact in $D\left(r_{l+1}\right)$. By the Ascoli theorem [21], $I^{k}\left(r_{l}\right)$ (by passing to a subsequence if necessary) converges to a continuous map $I_{l}$ on $D\left(r_{l}\right)$, and $I_{l}$ is a Lipschitz map. Since

$$
\lim _{k \rightarrow \infty} I^{k}\left(r_{l}\right)^{*} g\left(r_{l+1}\right)=g\left(r_{l}\right)
$$

this implies that

$$
I_{l}:\left(D\left(r_{l}\right), d\left(r_{l}\right)\right) \rightarrow\left(D\left(r_{l+1}\right), d\left(r_{l+1}\right)\right)
$$

is an isometry of metric spaces on small convex geodesic balls of $\left(D\left(r_{l}\right)\right.$, $\left.g\left(r_{l}\right)\right)$. Thus it follows that

$$
I_{l}:\left(D\left(r_{l}\right), g\left(r_{l}\right)\right) \rightarrow\left(D\left(r_{l+1}\right), g\left(r_{l+1}\right)\right)
$$

is a $C^{\infty}$-isometry of a Riemannian manifold [20], i.e., $I_{l}^{*} g\left(r_{l+1}\right)=g\left(r_{l}\right)$.
We now can construct the Riemannian manifold ( $M^{\prime}, g^{\prime}$ ). We define $M^{\prime}$ to be the direct limit of $\left\{D\left(r_{l}\right): I_{l}: D\left(r_{l}\right) \rightarrow D\left(r_{l+1}\right), l=1,2, \cdots\right\}$. Letting

$$
Y=\amalg_{l=1}^{\infty} D\left(r_{l}\right)
$$

we identify the point $x, y$ in $Y$ if $y=I_{l}(x)$ for some $l$. The quotient space is defined to be $M^{\prime}$. Then $M^{\prime}$ is a 4-manifold, and each $D\left(r_{l}\right)$ is an open submanifold of $M^{\prime}$ with the embedding $J_{l}=D\left(r_{l}\right) \rightarrow Y \rightarrow M^{\prime}$. We define the Riemannian metric $g^{\prime}$ on $M^{\prime}$ by $g^{\prime} \mid D\left(r_{l}\right)=g\left(r_{l}\right)$, and $g^{\prime}$ is well defined since $I_{l}^{*} g^{k}\left(r_{l+1}\right)=g\left(r_{l}\right)$.

Summarizing, for each $l$ there are diffeomorphisms $f^{k}\left(r_{l}\right): D\left(r_{l}\right) \rightarrow$ $F_{k}\left(r_{l}\right) \subset M^{k}$, such that

$$
\left.f^{k}\left(r_{l}\right)^{*} g^{k} \xrightarrow{c^{2}} g^{\prime}\right|_{D\left(r_{l}\right)} \quad \text { on } D\left(r_{l}\right) \subset M^{\prime}
$$

which implies that $g^{\prime}$ is a weak $c^{2}$-limit of $g^{k}$ on $M$. Hence the proof of Proposition 3.10 is complete.

Next we will study the topology of $M^{\prime}$. First let us recall Theorem 2.30 from [13] (see 4.14 in the next section).

Theorem 3.11. Let $(M, g)$ be a complete Riemannian manifold with $\operatorname{inj}(M, g) \geq i_{0}>0$ and $\operatorname{Ric}(g) \geq-(n-1) g$. Then the diameter of the small geodesic sphere $S_{r}(x)=\{y \in M \mid d(x, y)=r\}$ for $x \in M$ and $r \leq i_{0} / 4$ satisfies:

$$
\operatorname{diam}\left(S_{r}(x)\right) \leq c\left(n, i_{0}\right) r
$$

where the constant $c\left(n, i_{0}\right)$ depends only on $n$ and $i_{0}$.
Remark. In 3.11 we consider $S_{r}(x)$ as a submanifold of $(M, g)$ with induced Riemannian metric; the diameter is with respect to the induced distance of this induced Riemannian metric.

We now have

$$
F_{k}\left(r_{l}\right) \cup \bigcup_{j=1}^{N} B\left(m_{j}, \varepsilon\left(r_{l}\right)\right)=M
$$

From 3.11, we note that the injectivity radius of $M^{k}$ is bounded from below by $i_{0}>0$ for $r_{l}$ small, and that each $B\left(m_{j}, \varepsilon\left(r_{l}\right)\right)$ is contained in a diffeomorphism geodesic ball. These clearly imply the following theorem.

Theorem 3.12. $M^{\prime}$ is diffeomorphic to $M-\left\{v_{1}, v_{2}, \cdots, v_{s+1}\right\}$ for a finite number of points $\left\{v_{1}, v_{2}, \cdots, v_{s+1}\right\}$ in $M$, and each $v_{j}$ is an isolated singularity of the metric $g^{\prime}$.

In the next section we will prove
Theorem 3.13. Each singularity $v_{i}$ of $g^{\prime}$ can be removed, and $g^{\prime}$ can be extended to a $C^{\infty}$-Einstein metric $g$ on $M$.

Proof of Theorem A. Let $g^{k} \in G(M)$. We may assume that $\left\{g^{k}\right\}$ converges weakly in $c^{2}$-norm to a $C^{\infty}$-Einstein metric $g^{\prime}$ on $M^{\prime}=M-$ $\left\{v_{1}, \cdots, v_{s+1}\right\}$ as in 3.10. Using Theorem 3.13, $g^{\prime}$ can be extended to an Einstein metric $g$ on $M$. Using formulas

$$
\begin{gathered}
\chi(M)=\frac{1}{8 \pi^{2}} \int_{M}|R(g)|^{2} d g=\frac{1}{8 \pi^{2}} \int_{M^{\prime}}\left|R\left(g^{\prime}\right)\right| d g \\
\chi(M)=\frac{1}{8 \pi^{2}} \int_{M}\left|R\left(g^{k}\right)\right|^{2} d g^{k}
\end{gathered}
$$

we obtain

$$
\bigcup_{l=1}^{\infty} D\left(r_{l}\right)=M^{\prime}
$$

which implies

$$
\begin{equation*}
\lim _{l \rightarrow \infty} \int_{M^{\prime}-D\left(r_{l}\right)}|R(g)|^{2} d g=0 \tag{3.14}
\end{equation*}
$$

Recalling from above, we have

$$
U_{k}\left(r_{l}\right) \cup \bigcup_{j=Q^{\prime}\left(r_{l}\right)+1}^{Q\left(r_{l}\right)} B^{k}\left(x_{j, l}^{k}, \frac{199}{200} r_{l}\right)=M
$$

and $F^{k}\left(r_{l}\right) \subset U_{k}\left(r_{l}\right) \subset F^{k}\left(r_{l+1}\right) \subset U_{k}\left(r_{l+1}\right)$. From the proof of Lemma 3.9 it also follows that

$$
\begin{equation*}
U_{k}\left(r_{l}\right) \cap \bigcup_{j=Q^{\prime}\left(r_{l+1}\right)+1}^{Q\left(r_{l+1}\right)} B^{k}\left(x_{j, l+1}^{k}, r_{l+1}\right)=\varnothing . \tag{3.15}
\end{equation*}
$$

Taking $l_{0}$ large, such that if $l \geq l_{0}$, we have

$$
\begin{equation*}
\int_{M-D\left(r_{l}\right)}|R(g)|^{2} d g<\frac{1}{2} \kappa_{5} \tag{3.16}
\end{equation*}
$$

On the other hand, since $f^{k}\left(r_{l}\right)^{*}\left(g^{k}\right)$ converges to $\left.g\right|_{D\left(r_{l}\right)}$ in $C^{2}$-norm for each $l$, there is a large $k_{0}>0$, such that if $k \geq k_{0}$, then

$$
\begin{equation*}
\left.\left|\int_{D\left(r_{l_{0}}\right)}\right| R(g)\right|^{2} d g-\int_{D\left(r_{l_{0}}\right)} f^{k}\left(r_{l_{0}}\right)^{*}\left(\left|R\left(g^{k}\right)\right|^{2} d g^{k}\right) \left\lvert\,<\frac{1}{2} \kappa_{5}\right. \tag{3.17}
\end{equation*}
$$

(3.16) and (3.17) imply

$$
\begin{aligned}
\int_{M-F^{k}\left(r_{l_{0}}\right)}\left|R\left(g^{k}\right)\right|^{2} d g^{k} & =8 \pi^{2} \chi(M)-\int_{F^{k}\left(r_{l_{0}}\right)}\left|R\left(g^{k}\right)\right|^{2} d g^{k} \\
& =8 \pi^{2} \chi(M)-\int_{D\left(r_{l_{0}}\right)} f^{k}\left(r_{l_{0}}\right)^{*}\left(\left|R\left(g^{k}\right)\right|^{2} d g^{k}\right) \\
& \leq 8 \pi^{2} \chi(M)-\int_{D\left(r_{l_{0}}\right)}|R(g)|^{2} d g+\frac{1}{2} \kappa_{5} \\
& \leq \int_{M-D\left(r_{l_{0}}\right)}|R(g)|^{2} d g+\frac{1}{2} \kappa_{5}<\kappa_{5}
\end{aligned}
$$

Combining this with (3.15) yields

$$
\int_{B^{k}\left(\chi_{j, l_{1}}^{k}, r_{l_{1}}\right)}\left|R\left(g^{k}\right)\right|^{2} d g^{k}<\kappa_{5}, \quad j=Q^{\prime}\left(r_{l_{1}}\right)+1, \cdots, Q\left(r_{l_{1}}\right)
$$

where $l_{1}=l_{0}+1$. This clearly implies that for $r_{l_{1}}$, there are no bad balls and $U_{k}\left(r_{l_{1}}\right)=M$ for $k>k_{0} ; 3.1$ gives us

$$
\sup _{U_{k}\left(r_{1}\right)}\left|\partial^{p} R\left(g^{k}\right)\right| \leq C\left(r_{l_{1}}, i_{0}, \chi(M)\right), \quad p=0,1, \cdots, 5 .
$$

We then obtain

$$
\sup _{M}\left|\partial^{p} R\left(g^{k}\right)\right| \leq C\left(r_{l_{1}}, d, i_{0}, \chi(M)\right), \quad p=0,1, \cdots, 5
$$

Using the Gromov convergence theorem [15] we may assume that $\left\{G^{k}\right\}$ (passing to a subsequence if necessary) converges to an Einstein metric $g \in G(M)$ in $C^{2}$-norm. The standard elliptic theory then implies that the convergence is in $C^{\infty}$-norm. As a consequence of the proof, we have the following.

Corollary 3.18. There exists a constant $c\left(i_{0}, \chi(M), d\right)>0$ such that for all $g \in G(M)$,

$$
\sup _{M}|R(g)| \leq C\left(i_{0}, \chi(M), d\right)
$$

4. The equation of an Einstein metric and local estimates of curvature

We will use the old-fashioned index notation for tensors as in [17]. We consider an Einstein metric $g_{i j}$ on a compact 4-manifold $M$, i.e.,

$$
R_{i j}=3 \sigma g_{i j}, \quad \sigma=+1,-1, \text { or } 0
$$

We define

$$
\Delta R_{i j}=g^{p q} \partial_{p} \partial_{q} R_{i j k l}
$$

We need a formula for $\Delta R_{i j k l}$. To this end, we consider the tensors

$$
B_{i j k l}=g^{p r} g^{q s} R_{p i q j} R_{r k s l}
$$

as in [17].
We have the following.
Lemma 4.1 [16, Lemma 7.2]. For any metric $g_{i j}$, the curvature tensor $R_{i j k l}$ satisfies the identity

$$
\begin{aligned}
& \Delta R_{i j k l}+2\left(B_{i j k l}-B_{i j k l}-B_{i l j k}+B_{i k j l}\right) \\
& \quad=\partial_{i} \partial_{k} R_{j l}-\partial_{i} \partial_{l} R_{j k}-\partial_{j} \partial_{k} R_{i l}+\partial_{j} \partial_{l} R_{i k}+g^{p q}\left(R_{p j k l} R_{q i}+R_{i p k l} R_{q j}\right)
\end{aligned}
$$

If $g_{i j}$ is an Einstein metric, we have $\partial_{k} R_{i j}=3 \sigma \partial_{k} g_{i j} \equiv 0$. This gives the following.

Lemma 4.2. For an Einstein metric $g_{i j}$, the curvature tensor $R_{i j k l}$ satisfies the equation

$$
\Delta R_{i j k l}+2\left(B_{i j k l}-B_{i j l k}-B_{i l j k}+B_{i k j l}\right)=6 R_{i j k l} .
$$

As a corollary we have
Corollary 4.3. There is a constant $c>0$ such that

$$
-c\left|R_{i j k l}\right|^{3}+6\left|R_{i j k l}\right|^{2} \leq\left\langle\Delta R_{i j k l}, R_{i j k l}\right\rangle \leq c\left|R_{i j k l}\right|^{3}+6\left|R_{i j k l}\right|^{2}
$$

By differentiating the equation in 3.2, and using Ricci identity, we easily obtain the following lemma.

Lemma 4.4. There is a constant $c>0$ such that

$$
\left|\Delta\left(\partial_{r} R_{i j k l}\right)\right| \leq C\left|\partial_{r} R_{i j k l}\right|\left|R_{i j k l}\right|+6\left|\partial_{r} R_{i j k l}\right|
$$

In this section, following [28], we will derive the local curvature estimate. Let $V(M)$ be the volume of the Riemannian $(M, g)$, and $d(M)$ be the diameter of $(M, g)$. Throughout this section $c$ will denote a general constant depending only on the lower bound $V$ of $V(M)$ and the upper bound $d$ of $d(M)$, and $c(x, y)$ the general constant which depends only on $V, d$, and $x, y$, etc.

Theorem 4.5. If the Ricci curvature $\operatorname{Ric}(g) \geq-3$ for a Riemannian metric $g$ on the 4-manifold $M^{4}$, then for any $f \in H_{1}^{2}(M)$,

$$
\|f\|_{4}^{2} \leq c_{1}\left(\|\nabla f\|_{2}^{2}+\|f\|_{2}^{2}\right)
$$

Theorem 4.6. If the Ricci curvature $\operatorname{Ric}(g) \geq-3$ for a Riemannian metric $g$ on the 4-manifold $M^{4}$, then for any $f \in H_{1}^{q}(M), 1 \leq q<4$, we have the Sobolev inequality

$$
\|f\|_{p} \leq c_{2}\left(\|\nabla f\|_{q}+\|f\|_{q}\right)
$$

where $1 / p=1 / q-1 / 4$.
Let $d \mu$ be the volume element of $g$; then $V(M)=\int_{M} d \mu$. Since $M$ is a 4-manifold with Einstein metric $g$, i.e., $R_{i j}=3 \sigma g_{i j}$, we have the following formula for the Euler characteristics [5];

$$
\chi(M)=\frac{1}{8 \pi^{2}} \int_{M} \operatorname{tr} R^{2} d \mu_{g}=\frac{1}{8 \pi^{2}} \int_{M}\left|R_{i j k l}\right|^{2} d \mu_{g}>0
$$

Let $B\left(x_{0}, \rho\right)=\left\{x \in M \mid d\left(x, x_{0}\right)<p\right\}$ be the geodesic ball in $M$ with center $x_{0} \in M$ and radius $0<\rho \leq \pi / 2$.

Lemma 4.7. Let $f \in C^{2}\left(B\left(x_{0}, \rho\right)\right)$ and $-\Delta f \leq b f+A, f \geq 0, b \geq 0$, for a constant $A \geq 0$. For any $\eta>0$, if

$$
\int_{B\left(x_{0}, \rho\right)} b^{2} d \mu<\frac{1}{4 c_{1}^{2}}
$$

then there is a constant

$$
c\left(A, \rho, \eta, \int_{B\left(. x_{0}, \rho\right)} f^{2} d \mu\right)>0
$$

such that

$$
\sup _{B\left(x_{0},(1-\eta) \rho\right)} f \leq c\left(A, \rho, \eta, \int_{B\left(x_{0}, \rho\right)} f^{2} d \mu\right)
$$

Proof. The standard Moser iteration easily yields 4.7 [28].
In the following, the constants $\kappa_{1}, \kappa_{2}, \cdots$ depend only on the lower bound $V$ of $V(M)$, and the upper bound $d$ of $d(M)$.

Theorem 4.8. Let $\kappa_{1}>0$ be small. Then for any $0<\eta<1$, there is a constant $c(\rho, \eta)$, such that if

$$
\int_{B\left(x_{0}, \rho\right)}\left|R_{i j k l}\right|^{2} d \mu<\kappa_{1}
$$

then

$$
\sup _{B\left(x_{0},(1-\eta)^{2} \rho\right)}\left|R_{i j k l}\right| \leq c\left(\rho, \eta, \int_{B\left(x_{0}, \rho\right)}\left|R_{i j k l}\right|^{2} d \mu\right)
$$

Proof. From Corollary 4.3, taking $f=\left|R_{i j k l}\right|$, we have

$$
\Delta f=\frac{\langle\partial R, R\rangle+|\nabla R|^{2}}{f}-\frac{\langle\nabla R, R\rangle^{2}}{f^{3}} \geq-\left(c f^{2}\right)-6 f \geq-(c+2) f^{2}
$$

Taking $b=(c+2) f$ and $A=0$ gives

$$
\int_{B\left(x_{0}, \rho\right)} b^{2} d \mu \leq \frac{1}{4 c_{1}^{2}}
$$

For small $\kappa_{1}, 4.8$ follows easily from 4.7.
Theorem 4.9. Let $\kappa_{2}>0$ be small. Then for any $0<\eta<1$ and

$$
\int_{B\left(x_{0}, \rho\right)}\left|R_{i j k l}\right|^{2} d \mu \leq \kappa_{2}
$$

we have

$$
\sum_{B\left(x_{0},(1-\eta)^{4} \rho\right)}\left|\partial_{p} R_{i j k l}\right| \leq c(\rho, \eta)
$$

Proof. This easily follows from 4.4 and 4.7.
Lemma 4.10. For each positive integer $m \geq 1$, there is an absolute constant $A_{m}$ such that

$$
\left|\Delta\left(\partial^{m} R\right)\right| \leq A_{m}\left[\left(\sum_{l \leq m-1}\left|\partial^{l} R\right|\right)^{2}+\left|\partial^{m} R\right||R|\right]
$$

Proof. Using the equation for $\Delta R_{i j k l}$, taking covariant derivative $m$ times, and using Ricci identities, by Lemma 3.1 it is clear that such a constant $A_{m}$ exists.

Theorem 4.11. Let $\kappa_{m}>0$ be small, $m=3,4, \cdots$. Then for $0<$ $\eta<1$ and $\rho>0$,

$$
\int_{B\left(x_{0}, \rho\right)}\left|R_{i j k l}\right|^{2} d \mu \leq \kappa_{m}
$$

implies that

$$
\begin{equation*}
\sup _{B\left(x_{0},(1-\eta)^{2 m} \rho\right)}\left|\partial^{m} R\right| \leq C(m, \rho, \eta), \quad m=0,1,2, \cdots \tag{4.12}
\end{equation*}
$$

Proof. We prove this theorem by induction. Theorems 4.8 and 4.9 imply that (4.11) is true for $m=0$ and $m=1$. Assuming that Theorem 4.11 is true for $m$, by Lemma 4.10 we have

$$
\begin{aligned}
\Delta\left|\partial^{m+1} R\right| & \geq \frac{\left\langle\Delta\left(\partial^{m+1} R\right), \partial^{m+1} R\right.}{\left|\partial^{m+1} R\right|} \\
& \geq-A_{m+1}\left[\left(\sum_{l \leq m}\left|\partial^{l} R\right|\right)^{2}+\left|\partial^{m+1} R\right||R|\right]
\end{aligned}
$$

The induction assumption then gives us

$$
\begin{array}{r}
\Delta\left|\partial^{m+1} R\right| \geq-A_{m+1} C(\rho, \eta, m)-A_{m+1}|R|\left|\partial^{m+1} R\right|  \tag{4.13}\\
\quad \text { on } B\left(x_{0},(1-\eta)^{2 m} \rho\right)
\end{array}
$$

Taking $b=A_{m+1}|R|, f=\left|\partial^{m+1} R\right|, A=A_{m+1} C$, and using Lemma 4.7, we obtain

$$
\sup _{B\left(x_{0},(1-\eta)^{2 m+2} \rho\right)} f \leq c\left(\rho, \eta, m, \int_{B\left(x_{0},(1-\eta)^{2 m+1} \rho\right)} f^{2} d \mu\right)
$$

Taking a function $u$ on $B\left(x_{0},(1-\eta)^{2 m} \rho\right)$ such that $u \equiv 1$ on $B\left(x_{0},(1-\eta)^{2 m+1} \rho\right), \operatorname{supp} u \subset B\left(x_{0},(1-\eta)^{2 m} \rho\right)$, and $|\nabla u|$ $\leq 2 / \eta(1-\eta)^{2 m} \rho$, we have

$$
\begin{aligned}
\int_{B\left(x_{0},(1-\eta)^{2 m} \rho\right)} u^{2} f^{2} d \mu= & -\int_{B\left(x_{0},(1-\eta)^{2 m} \rho\right)} u^{2}\left\langle\Delta\left(\partial^{m} R\right), \partial^{m} R\right\rangle d \mu \\
& -2 \int_{B\left(x_{0},(1-\eta)^{2 m} \rho\right)} u \nabla u \cdot\left\langle\nabla\left(\partial^{m} R\right), \partial^{m} R\right\rangle d \mu
\end{aligned}
$$

Using (4.10) and the induction assumption then implies

$$
\begin{aligned}
\int u^{2} f^{2} d \mu & \leq c(m, \rho, \eta)+c(m, \rho, \eta) \int_{B\left(x_{0},(1-\eta)^{2 m} \rho\right)} u\left|\nabla\left(\partial^{m} R\right)\right| d \mu \\
& \leq c(m, \rho, \eta)+\frac{1}{2} \int u^{2} f^{2} d \mu+c(m, \rho, \eta)
\end{aligned}
$$

where the last inequality is obtained by applying the Cauchy inequality $2 a b \leq \delta a^{2}+\frac{1}{\delta} b^{2}$. From the above formula it follows that

$$
\int_{B\left(x_{0},(1-\eta)^{2 m+1} \rho\right)} f^{2} d \mu \leq \int u^{2} f^{2} d \mu \leq c(m, \rho, \eta)
$$

which thus implies Theorem 4.11.
Now for the sake of the reader, we will sketch the proof of Theorem 3.11 .

Theorem 4.14. For $H \geq 0$ and $i_{0}>0$ there exists a constant $c=$ $c\left(H, i_{0}, \eta\right)>0$ such that for any $n$-dimensional Riemannian manifold $(M, g)$ with $\operatorname{Ric}(g) \geq-H, \operatorname{inj}(M, g) \geq i_{0}>0$ and $r \leq \frac{1}{2} i_{0}$, we have

$$
\operatorname{diam}\left(S_{r}\left(x_{0}\right)\right) \leq c r, \quad x_{0} \in M
$$

Proof. For $r \leq \frac{1}{2} i_{0}$, we may rescale the metric $\bar{g}=g / r^{2}$. Since for this new metric $\bar{g}$ we have $\operatorname{Ric}(\bar{g}) \geq-r^{2} H \geq-\left(\frac{1}{2} i_{0}\right)^{2} H$ and $\operatorname{inj}(M, \bar{g}) \geq 2$, we need only to show
(a) $\operatorname{diam}\left(S_{1}\left(x_{0}\right)\right) \leq c\left(H, i_{0}, n\right)$ for this new metric. So we may assume that $i_{0} \geq 2$.

To this end, we use a geodesic polar coordinate $\left\{r, x^{1}, \cdots, x^{n-1}\right\}$ on $B_{2}\left(x_{0}\right)$ to obtain

$$
g=d r^{2}+\sum g_{i j}(x, r) d x^{i} d x^{j}
$$

Then the Ricci curvature is given by

$$
R_{r r}=-\frac{\partial^{2}}{\partial r^{2}} \ln \sqrt{g}-\frac{1}{4} \sum g^{i j} g^{k l} \frac{\partial}{\partial r} g_{i k} \frac{\partial}{\partial r} g_{j l}=-\frac{\partial^{2}}{\partial r^{2}} \ln \sqrt{g}-\frac{1}{4}\left|\frac{\partial}{\partial r} g_{i j}\right|_{g}^{2}
$$

Using the cut-off function, integrating by parts, and noting that

$$
\left|\frac{\partial}{\partial r} \ln g\right|^{2} \leq(n-1)\left|\frac{\partial}{\partial r} g_{i j}\right|_{g}^{2}
$$

we easily obtain, for $\rho \leq \frac{3}{2}$,

$$
\int_{0}^{\rho} r^{2}\left|\frac{\partial}{\partial r} g_{i j}\right|_{g}^{2} d r \leq c\left(H, i_{0}, n\right) \rho
$$

which readily gives
(b)

$$
e^{-c r_{2} / r_{1}} g_{i j}\left(x, r_{1}\right) \leq g_{i j}\left(x, r_{2}\right) \leq e^{c r_{2} / r_{1}} g_{i j}\left(x, r_{1}\right)
$$

(for details see $\S I$ of [13]).

Now for any sequence of Riemannian manifolds ( $M_{l}, g_{l}$ ) with $\operatorname{Ric}\left(g_{l}\right)$ $\geq-H$ and $\operatorname{inj}\left(g_{l}\right) \geq 2$, we fix $x_{l} \in M_{l}$, and consider the ball $B_{4}\left(x_{l}\right) \subset M_{l}$ with the extrinsic distance. Then there exists a compact metric space $Z$ [15], such that $B_{4}\left(x_{l}\right)$ is isometrically embedded in $Z$. By passing to a subsequence if necessary, we can assume that $x_{l} \rightarrow x_{0} \in Z$, and $\left\{B_{4}\left(x_{l}\right)\right\}$ converges to $S_{1}^{X}\left(x_{0}\right) \subset X$ in Haussdorff distance of $Z$. Since $X$ is a length space and $S_{1}^{X}\left(x_{0}\right)$ is connected, for any two points $y, z \in S_{1}^{X}\left(x_{0}\right)$, there is a sequence of points $y_{j}, j=0,1, \cdots, m$, such that $y_{0}=y$, $y_{m}=z$, and $d\left(y_{j}, y_{j+1}\right)<\frac{1}{5}$. Now for $y^{l}, z^{l} \in S_{1}\left(x_{l}\right)$ such that

$$
\operatorname{diam}\left(S_{1}\left(x_{l}\right)\right)=\inf _{\gamma \subset S_{1}\left(x_{l}\right)}\left\{L(\gamma): \gamma(0)=y^{l}, \gamma(1)=z^{l}\right\}
$$

we may assume that

$$
y^{l} \rightarrow y, \quad z^{l} \rightarrow z, \quad y, z \in S_{1}^{X}\left(x_{0}\right)
$$

If there exist

$$
y_{j}, \quad j=0,1, \cdots, m, \quad d\left(y_{j}, y_{j+1}\right)<\frac{1}{5}, \quad y_{j} \in S_{1}^{X}\left(x_{0}\right)
$$

then there is a sequence of points

$$
\left\{y_{j}^{l}, j=0,1, \cdots, m\right\}, \quad l=0,1,2, \cdots
$$

such that $\left\{y_{j}^{l}, j=0,1, \cdots, m\right\} \subset S_{1}\left(x_{l}\right)$ and $y_{j}^{l} \rightarrow y_{j}$ as $l \rightarrow \infty$. For $l$ large, $d\left(y_{j}^{l}, y_{j+1}^{l}\right)<\frac{1}{4}$; we can connect $y_{j}^{l}$ and $y_{j+1}^{l}$ by a minimal geodesic in $M_{l}$. This implies that for $l$ large we can connect $y^{l}$ and $z^{l}$ by broken geodesics with total length $\leq \frac{1}{4} m$. Clearly, for each $l$, this curve lies in $B_{3 / 2}\left(x_{l}\right)-B_{1 / 2}\left(x_{l}\right)$ and we can radially project this curve to $S_{1}\left(x_{l}\right)$. By (b), the length of the projection curve is bounded by $c\left(H, i_{0}, n\right) \cdot \frac{1}{4} m$. This can apply to any subsequence of the sequence of manifolds, and proves (a) (see III of [13]).

## 5. The curvature estimates and removability of singularities of the metric $g^{\prime}$

In this section, we will prove that the singular points of the Einstein metric $g^{\prime}$ can be removed, and that $g^{\prime}$ can be extended to an Einstein metric on a compact manifold $M$.

To start, let $M_{1}$ be obtained from $M^{\prime}$ by adding $\left\{v_{1}, \cdots, v_{s+1}\right\}$ to $M^{\prime}$ with the topology induced by the distance function $d$ of $g^{\prime}$ on $M^{\prime}$.

Clearly, $d$ can be extended to $M_{1}$, and $M_{1}-\left\{v_{1}, \cdots, v_{s+1}\right\}$ is isometric to $M^{\prime}$ with Riemannian metric $g^{\prime}$.

Let us fix $v=v_{i}, 1 \leq i \leq s+1$, and let $r$ be the distance function from $v$, i.e., $r(x)=d(x, v)$ for $x \in M_{1}$. We take $N$ to be a neighborhood of $v$ in $M_{1}$ such that $N \cap\left\{v_{1}, \cdots, v_{s+1}\right\}=v$. We may assume that $N \supset B\left(v, 2 \rho_{0}\right)=\left\{x \in M_{1} \mid r(x)<2 \rho_{0}\right\}$ for some $\rho_{0}>0$. Let $F$ be the curvature tensor for the metric $g^{\prime}$, and let $R$ define a symmetric operator $\Lambda^{2}\left(M^{\prime}\right) \rightarrow \Lambda^{2}\left(M^{\prime}\right)$ on the space of two-forms. We take $N$ small such that $N$ is orientable. (In fact, we may assume that $N$ is simply connected.) The Hodge star operator $*: \Lambda^{2} \rightarrow \Lambda^{2}$ satisfies $*^{2}=+1$, and the bundle $\Lambda^{2}$ splits into a direct sum

$$
\Lambda^{2}=\Lambda_{+}^{2} \oplus \Lambda_{-}^{2}
$$

Here $\Lambda_{+}^{2}, \Lambda_{-}^{2}$ are called the bundles of self-dual and anti-self-duai 2-forms respectively.

For the Riemannian metric $g^{\prime}$ on $N$, we consider the bundle $\Lambda_{+}^{2}$ (or $\Lambda_{-}^{2}$ with the induced Riemannian connection $D_{+}$(or $D_{-}$). The Riemannian curvature tensor $F: \Lambda^{2} \rightarrow \Lambda^{2}$ is given by

$$
R\left(e_{i} \wedge e_{j}\right)=\frac{1}{2} \sum R_{i j k l} e_{k} \wedge e_{l}
$$

where $\left\{e_{i}\right\}$ is a local orthonormal basis of $l$-forms. We can write $R$ as a block matrix relative to the decomposition $\Lambda^{2}=\Lambda_{+}^{2} \oplus \Lambda_{-}^{2}$ :

$$
R=\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right]
$$

where $B \in \operatorname{Hom}\left(\Lambda_{-}^{2}, \Lambda_{+}^{2}\right)$, and $A \in \operatorname{End} \Lambda_{+}^{2}$ and $c \in \operatorname{End} \Lambda_{-}^{2}$ are selfadjoint. For the Einstein metric $g^{\prime}, B \equiv 0$. The curvature $\Omega_{+}$(resp. $\Omega_{-}$) is self-dual (resp. anti-self-dual), and $|R|^{2}=\left|\Omega_{+}\right|^{2}+\left|\Omega_{-}\right|^{2}$ [2].

Let us fix $F=\Omega_{+}$(or $\Omega_{-}$) and $f=|F|$. We have a Weitzenböck formula for self-dual (or anti-self-dual) 2-forms [11]

$$
2 D_{+} D_{+}^{*}=\nabla^{*} \nabla-2 W^{+}(\cdot)+s / 3+\left[P_{+} F, \cdot\right]
$$

where $P_{+}$is the projection onto self-dual 2 -forms, $\nabla$ is the induced connection on $T^{*} N \otimes \Lambda_{+}^{2}$, and $W$ and $s$ are the Weyl tensor and scalar curvature of the metric $g^{\prime}$. Applying this Weitzenböck formula to $F$ and using $D_{+}^{*} F \equiv 0$, we have

$$
\begin{equation*}
\Delta F=s / 3 \cdot F-2 W^{+}(F)+\left[P_{+} F, F\right] \tag{5.1}
\end{equation*}
$$

Noting that $\left|W^{+}\right| \leq|A|=|F|$ and $\left|P_{+} F\right| \leq|F|$, this implies that for an absolute constant $c>0$,

$$
\begin{equation*}
\Delta f \geq \frac{s}{3} f-c f^{2} \tag{5.2}
\end{equation*}
$$

The following proposition gives the basic estimate of the curvature $F$ on $N$.

Proposition 5.3. We have $f \leq \varepsilon(r) / r^{2}$ where $\varepsilon(r)$ is a decreasing function and $\lim _{r \rightarrow 0} \varepsilon(r)=0$.

Proof. For each small $\rho>0$, we define the metric $\bar{g}=g^{\prime} / \rho^{2}$. Since the Yang-Mills equations and the $L^{2}$ norm of the curvature $F$ of the fixed connection $D_{+}$are conformally invariant, we have $\bar{f}=|F|_{\bar{g}}=\rho^{2} f$. We fix the point $x_{0} \in N$ such that $r\left(x_{0}\right)=\rho$. From the above sections, $g^{\prime}$ is the weak limit. Since

$$
\frac{1}{8 \pi^{2}} \int_{N} f^{2} d v^{\prime} \leq \frac{1}{8 \pi^{2}} \int_{N}|R|^{2} d v^{\prime} \leq \frac{1}{8 \pi^{2}} \lim _{k \rightarrow \infty} \int_{M}\left|R\left(g^{k}\right)\right|^{2} d v_{k}=\chi(M)
$$

we have

$$
\int_{N} \bar{f}^{2} d \bar{g} \leq 8 \pi^{2} \chi(M)
$$

We now observe the uniform Sobolev inequality for the manifold $M$ in $G(M)$. For $(M, g) \in G(M)$ and $\phi \in H_{1}^{2}(M)$,

$$
\left(\int_{M} \phi^{4} d g\right)^{1 / 2} \leq c\left[\int_{M}|\nabla \phi|^{2} d g+\int_{M} \phi^{2} d g\right]
$$

By taking limits, Proposition 3.10 then implies that for any $\phi \in H_{1}^{2}(N)$ with compact support in $N$

$$
\left(\int_{N} \phi^{4} d g^{\prime}\right)^{1 / 2} \leq c\left(i_{0}\right)\left[\int_{N}|\nabla \phi|^{2} d g^{\prime}+\int_{N} \phi^{2} d g^{\prime}\right]
$$

Taking $\rho$ small, $\rho \leq 1$, we obtain the following Sobolev inequality on $N$ :

$$
\begin{equation*}
\left(\int_{N} \phi^{4} d \bar{g}\right)^{1 / 2} \leq c\left(i_{0}\right) \int_{N}|\bar{\nabla} \phi|^{2} d \bar{g}+\int_{N} \phi^{2} d \bar{g} \tag{5.4}
\end{equation*}
$$

By taking $N$ small, we have

$$
\int_{N}|F|_{\bar{g}}^{2} d \bar{g}=\int_{N}|F|_{g}^{2} d g
$$

small. Using (5.2) for the metric $\bar{g}$ and noting that the scalar curvature $\bar{s}$ of $\bar{g}$ satisfies $\bar{s} \geq-12$, by (5.4) and Moser iteration (see $\S 4$ ), we easily
obtain

$$
\begin{equation*}
\sup _{B_{\bar{g}}\left(x_{0}, 1 / 2\right)} \bar{f} \leq c\left(i_{0}, d\right)\left(\int_{B_{\bar{g}}\left(x_{0}, 3 / 4\right)}|F|_{\bar{g}}^{2} d \bar{g}\right)^{1 / 2} \tag{5.5}
\end{equation*}
$$

which clearly implies (5.3).
Now, for $\rho>0$ small, since $\operatorname{inj}\left(g^{k}\right) \geq i_{0}>0$, a result of Croke [9] implies that $\operatorname{Vol}\left(B_{g k}\left(x, \frac{1}{2} \rho\right)\right) \geq c \rho^{4}$ for a constant $c$ independent of $\rho$. By taking limits, we have

$$
\operatorname{Vol}\left(B_{g^{\prime}}\left(x, \frac{1}{2} r(x)\right)\right) \geq c r(x)^{4}
$$

and for $\rho=r\left(x_{0}\right), x_{0} \in N$, and $\rho$ small, we obtain

$$
\operatorname{Vol}\left(B_{\bar{g}}\left(x_{0}, \frac{1}{2}\right)\right) \geq c
$$

Using (5.3), we have the bound for the curvature tensor of $\bar{g}$ on $B_{\bar{g}}\left(x_{0}, \frac{1}{2}\right)$, $\left|R_{m}(\bar{g})\right| \leq c$; these and a local injectivity radius estimate easily give the following theorem.

Theorem 5.6. Let $\operatorname{inj}(v)$ denote the injectivity radius of $M^{\prime}$ at $v$. Then $\operatorname{inj}(v) \geq c r(v)$ for a constant $c$ independent of $r(v)$.

Let

$$
A(\rho, \bar{\rho})=B_{\rho}(v)-B_{\bar{\rho}}\{v\}=\{x \in M, \bar{\rho}<r(x)<2 \rho\} ;
$$

here $A(\rho, \bar{\rho})$ is an open subset of $M^{\prime}$. We consider $A(p, \bar{\rho})$ as a Riemannian manifold with metric $g^{\prime}$. Let $\frac{1}{\rho} A(\rho, \bar{\rho})$ be the Riemannian manifold $A(\rho, \bar{\rho})$ with metric $g^{\prime} / \rho^{2}$. For any fixed large number $K$, by Proposition 5.3 we have

$$
\begin{equation*}
|R \rho|=\rho^{2}|R| \leq \frac{2 \varepsilon(2 \rho)}{(\rho / K)^{2}} \cdot \rho^{2} \leq 2 K^{2} \varepsilon(2 \rho) \quad \text { on } \frac{1}{\rho} A\left(\rho, \frac{\rho}{K}\right) \tag{5.7}
\end{equation*}
$$

where $R_{\rho}$ denotes the curvature tensor of the metric $g^{\prime} / \rho^{2}$. Let $x_{\rho} \in$ $\frac{1}{\rho} A(\rho, 0)$, such that $r\left(x_{\rho}\right)=\rho$. Then $\left\{\left(\frac{1}{\rho} A(\rho, 0), x_{\rho}\right)\right\}$ is a family of Einstein manifolds, and for fixed $K,\left|R_{\rho}\right|$ converges to 0 uniformly when $\rho \rightarrow 0$ on $\frac{1}{\rho} A(\rho, \rho / K)$. We now are ready to prove

Theorem 5.8. $\left(\frac{1}{\rho} A(\rho, 0), x_{\rho}\right)$ converges to $\left(D^{4}-\{0\}, \vec{e}\right)$ weakly in $c^{4}$ topology, where $D^{4}=\left\{w \in R^{4},|w|<2\right\}$ is the Euclidean ball of radius 2.

Proof. The proof is similar to that of Theorem 3.1. For fixed $K$, we show that $\left(\frac{1}{\rho} \overline{A(\rho, \rho / K)}, x \rho\right)$ converges to a flat manifold $\overline{D(1 / K)}$.

Using (5.6) and (5.7), as in the proof of Proposition 3.2, a subsequence of $\left(\frac{1}{\rho} \overline{A(\rho, \rho / K)}, x_{\rho}\right)$ converges to a flat manifold $\overline{D(1 / K)}$.

In order to show that

$$
\left(\frac{1}{\rho} A(\rho, 0), x_{\rho}\right) \xrightarrow{c^{4}} D^{4}-\{0\}
$$

we need only show that for each subsequence

$$
\left\{\frac{1}{\rho_{k}} A\left(\rho_{k}, 0\right), x_{\rho_{k}}\right\}
$$

of $\left\{\frac{1}{\rho} A(\rho, 0), x_{\rho}\right\}$, there exists a subsequence of

$$
\left\{\frac{1}{\rho_{k}} A\left(\rho_{k},\right), x_{\rho_{k}}\right\}
$$

which converges to $D^{4}-\{0\}$ in $c^{4}$ topology.
For such a subsequence, the Einstein manifold

$$
\left\{\frac{1}{1 \rho_{k}} A\left(\rho_{k}, \frac{\rho_{k}}{K}\right), x_{\rho_{k}}\right\}
$$

has a subsequence which converges to a flat manifold ( $\overline{\left(\frac{1}{K}\right)}, \rho_{K}$ ). By diagonalization (passing to a subsequence if necessary), we may assume that for each positive integer $K$, we have

$$
\left(\frac{1}{\rho_{k}} A \overline{\left(\rho_{k}, \frac{\rho_{k}}{K}\right)}, x_{\rho_{k}}\right) \stackrel{c_{4}}{\rightarrow} \overline{\left(\overline{D^{4}\left(\frac{1}{K}\right)}, e_{n}\right) . . . . ~ . ~}
$$

This implies

$$
\left(\frac{1}{\rho_{k}} A\left(\rho_{k}, 0\right), x_{\rho_{k}}\right) \xrightarrow{c^{4} \text { weakly }}\left(D^{4}(0), e\right),
$$

where $\overline{D^{4}(0)}=\bigcup_{n} \overline{D^{4}\left(\frac{1}{K}\right)}$, and clearly $\left(\overline{D^{4}\left(\frac{1}{K}\right)}, e_{K}\right)$ is isometrically embedded in

$$
\left.\overline{D^{4}\left(\frac{1}{K+1}\right)}, e_{K+1}\right)
$$

as a submanifold. It is easy to see by 3.25 that $\overline{D^{4}(0)}$ has a one-point compactification $\overline{D^{4}}$, such that $\overline{D^{4}}=\overline{D^{4}(0)} \cup\{0\}$ and that the distance function $d$ on $\overline{D^{4}(0)}$ extends to $\overline{D^{4}} . \overline{D^{4}(0)}$ is a flat Riemannian manifold; we claim that $\overline{D^{4}}$ is isometric to the standard Euclidean ball $\{w \in$ $\left.R^{4},|w| \leq 2\right\}$. In fact, if $\overline{D^{4}(0)}$ is simply connected, then it is not difficult to prove that, using a holonomy argument, we can isometrically embed $\overline{D^{4}(0)}$ into $R^{4}$. We can extend the flat metric smoothly on $\overline{D^{4}}$, and $\overline{D^{4}}$ is the standard Euclidean ball of radius 2 in $R^{4}$. If $A(\rho, \bar{\rho})$ is simply connected, then $D^{4}\left(\frac{1}{K}\right)$ is simply connected, which implies that $\overline{D^{4}(0)}$ is
simply connected, so in order to finish the proof of Theorem 5.8 , we only need to prove the following lemma.

Lemma 5.9. $A(\rho, \bar{\rho})$ is simply connected for small $0<\bar{\rho}<\rho$.
Proof. Let $\alpha$ be a closed curve in $A(\rho, \bar{\rho})$. Since $\alpha$ is compact, there exists $\eta>0$ such that $\bar{\rho}+\eta<\left.r\right|_{\alpha}<\rho-\eta$. Using Theorem 3.11, we take $r_{l}$ small such that $A(\rho, \bar{\rho}) \subset D\left(r_{l}\right)$. Note that $f^{k}\left(r_{l}\right)^{*} g^{k} \rightarrow g^{\prime}$ in $c^{2}$ topology. Let

$$
A_{k}(\rho, \bar{\rho})=f^{k}\left(r_{l}\right)^{-1}(A(\rho, \bar{\rho})) .
$$

Then $A_{k}(\rho, \bar{\rho}) \subset F_{k}\left(r_{l}\right)$. From 3.2, 3.10 and 3.11, it is easily seen that for $l$ and $k$ sufficiently large, and $\delta$ small, we have

$$
A_{k}(\rho-\eta, \bar{\rho}+\eta) \subset B_{\rho-\eta+\delta}^{k}\left(m_{l}^{k}\right)-a B_{\bar{\rho}+\eta-\delta}^{k}\left(m_{l}^{k}\right) \subset A_{k}(\rho, \bar{\rho}),
$$

for $m_{l}^{k} \in M^{k}$, thus $\alpha$ can be contracted to a point in $A(\rho, \bar{\rho})$. This completes the proofs of Lemma 5.9 and Theorem 5.8.

We deform the metric $g^{\prime}$ conformally to the metric $\tilde{g}=g^{\prime} / r^{2}$ on $N$. By the conformal invariance of the Yang-Mills equation and $L^{2}$-norm of the curvature $F$ of the fixed connection $D_{+}$, for $\tilde{f}=|F|_{\tilde{g}}=r^{2} f$, we obtain the Sobolev inequality for the metric $\tilde{g}$ on $N$ :

$$
\left(\int_{N} \phi^{4} d \tilde{g}\right)^{1 / 2} \leq c\left[\int_{N}|\tilde{\nabla} \phi|^{2} d \tilde{g}+\int_{N} \phi^{2} d \tilde{g}\right]
$$

here $\phi$ has compact support in $N$.
Let $\tau=-\log r$ be the distance function of $\tilde{g}$ to the point $v$. We are now ready to give the decay estimate of $\tilde{f}$.

Theorem 5.10. There exist a constant $c>0$, and $\bar{\delta}>0$, such that for $\tau_{0}$ large, we have

$$
\tilde{f}(\tau) \leq c \tilde{f}\left(\tau_{0}\right) e^{-\bar{\delta}\left(\tau-\tau_{0}\right)} \quad \text { for } \tau \geq \tau_{0}
$$

Remark. Theorem 5.10 implies that $f(r) \leq c / r^{2-\bar{s}}$.
Proof. Let $h^{2}: D^{4} \rightarrow R$ be the square of the distance function on $D^{4}$ at the origin, i.e., $h^{2}(w)=|w|^{2}, w \in D^{4}$. We take $T \geq 10$ large and fix it, and set $K=e^{4 T}$. By using Theorem 5.8, there are diffeomorphisms $\Psi_{\rho}$ from $\left(\frac{1}{\rho} A\left(\frac{3}{4} \rho, \rho / 2 K\right), x_{\rho}\right)$ into $\left(D^{4}, e\right)$ such that $\left(\Psi_{\rho}^{-1}\right)^{*}\left(g^{\prime} / \rho^{2}\right)$ converges to the flat Euclidean metric $d s^{2}$ on $D^{4}$, and for $S(\rho)=\{y \in M, r(y)=\rho\}, \Psi_{\rho}\left(\frac{1}{\rho} S(\rho)\right)$ converges to the standard sphere $S_{0}(1)=\left\{w \in D^{4},|w|=1\right\}$ of radius 1 in $D^{4}$. This implies that
for a small $\rho_{0}>0$, if $\rho \leq \rho_{0}$, we have

$$
(1-\delta) \frac{r^{2}}{\rho^{2}} \leq \Psi_{\rho}^{*}\left(h^{2}\right) \leq(1+\delta) \frac{r^{2}}{\rho^{2}}
$$

for small $\delta>0$ on $\frac{1}{\rho} \overline{A\left(\frac{1}{2} \rho, \rho / 2 K\right)}$, and

$$
\left|\left(\Psi_{\rho}^{-1}\right)^{*}\left(\frac{1}{\rho^{2}} g^{\prime}\right)-d s^{2}\right|_{c^{1}}<\delta
$$

Let $\Delta_{\rho}$ and $\Delta_{0}$ be the Laplacians on $\frac{1}{\rho} A(\rho, 0)$ and $D^{4}$ respectively. Taking $\delta$ small, then $\Delta_{0} h^{2}=8$ on $D^{4}$ implies that $\Delta_{\rho}\left(\Psi_{\rho}\right)^{*}\left(h^{2}\right) \geq 7 \frac{1}{2}$, and that $\left|\nabla_{\rho}\left(\Psi_{\rho}\right)^{*} h^{2}\right|^{2} \leq 1+\frac{1}{36}$. Let

$$
S_{\rho}^{2}=\left(\Psi_{\rho}\right)^{*}\left(h^{2}\right), \quad \tilde{g}_{\rho}=\frac{1}{\rho^{2} S_{\rho}^{2}} g^{\prime}, \quad \tilde{f}_{\rho}=|F|_{\tilde{g}_{\rho}}
$$

Let $\tilde{s}_{\rho}$ be the scalar curvature of the metric $\tilde{g}_{\rho}$. Then we have

$$
\begin{aligned}
\tilde{s}_{\rho} & =\left(-6 \Delta_{\rho} S_{\rho}^{-1}+12 \rho^{2} \cdot S_{\rho}^{-1}\right) S_{\rho}^{3} \\
& =3 \Delta_{\rho}\left(S_{\rho}^{2}\right)-18\left|\nabla_{\rho} S_{\rho}\right|^{2}+12 \rho^{2} S_{\rho}^{2} \geq 4
\end{aligned}
$$

Lemma 5.11. Let

$$
F\left(\tau_{1}, \tau_{2}\right)=\int_{\tau_{1} \leq \tau \leq t_{2}} \tilde{f}^{2}
$$

Then for $\delta$ small and $T$ large, we have

$$
\begin{aligned}
F\left(\tau_{1}, \tau_{2}\right) \leq & 2^{\left(\tau_{1}-\tau_{\rho}\right) /-2(1+\delta)} F\left(\tau_{\rho}, \tau_{1}\right) \\
& +\left(\frac{4}{T}+2 e^{\left(\tau_{1}-\tau_{\rho}\right) /-2(1+\delta)}\right) F\left(\tau_{2}, \tau_{2}+T(1+3 \delta)\right)
\end{aligned}
$$

where

$$
\frac{1}{2} T(1-\delta)+\tau_{0} \leq \tau_{1} \leq \tau_{\rho}+T(1+\delta) \leq \tau_{2}=\tau_{\rho}+T(1-\delta)
$$

Proof. We take $\tau_{1} \geq \tau_{0}=-\log \rho_{0}$, and a function $\phi_{\varepsilon}:(-\infty, \infty) \rightarrow$ $[0,1]$ such that $\phi_{\varepsilon} \equiv 1$ on $[\tau+\varepsilon, T+\tau], \phi_{\varepsilon} \equiv 0$ on $(-\infty, \infty)-[\tau, 2 T+$ $\tau]$, and that $\phi_{\varepsilon}$ is linear on $[\tau, \tau+\varepsilon]$ and $[T+\tau, 2 T+\tau]$. Then $\phi_{\varepsilon}^{\prime}=\frac{1}{\varepsilon}$ on $[\tau, \tau+\varepsilon]$, and $\phi_{\varepsilon}^{\prime}=-\frac{1}{T}$ on $[T+\tau, 2 T+\tau]$. Let $u_{\varepsilon}=\phi_{\varepsilon}\left(r_{\rho}+\tau\right)$, where $r_{\rho}$ is the distance function from $\frac{1}{\rho} S(\rho)$ of the metric $\tilde{g}_{\rho}$. Then $\left|\nabla_{\rho} u_{\varepsilon}\right|^{2} \leq\left|\phi_{\varepsilon}^{\prime}\right|^{2}$. Using Proposition 5.3, and taking $\rho_{0}$ small, we have

$$
\begin{aligned}
\tilde{f}_{\rho}=\rho^{2} S_{\rho}^{2} f & \leq \rho^{2}(1+\delta) \frac{r^{2}}{\rho^{2}} f \\
& \leq(1+\delta) \tilde{f} \leq \frac{1}{3 c} \quad \text { on } A\left(\frac{3}{4} \rho, \frac{\rho}{2 K}\right), \text { for } \rho<\rho_{0}
\end{aligned}
$$

Applying the Weitzenböck formula (5.2) yields

$$
\tilde{\Delta}_{\rho} \tilde{f}_{\rho} \geq \frac{\bar{s}_{\rho}}{3} \tilde{f}_{\rho}-c \tilde{f}_{\rho}^{2} \geq \frac{4}{3} \tilde{f}_{\rho}-c \cdot \frac{1}{3 c} \tilde{f}_{\rho} \geq \tilde{f}_{\rho}
$$

where $\tilde{\Delta}_{\rho}$ is the Laplacian of the metric $\tilde{g}_{\rho}$. Using this inequality and integrating by parts, we derive

$$
\begin{aligned}
\int u_{\varepsilon}^{2}\left|\tilde{\nabla}_{\rho} \tilde{f}_{\rho}\right|^{2} & \leq-\int u_{\varepsilon}^{2} \tilde{\Delta}_{\rho} \tilde{f}_{\rho} \cdot \tilde{f}_{\rho}-2 \int u_{\varepsilon}\left\langle\tilde{\nabla}_{\rho} u_{\varepsilon}, \tilde{\nabla}_{\rho} \tilde{f}_{\rho}\right\rangle \tilde{f}_{\rho} \\
& \leq-\int u_{\varepsilon}^{2} \tilde{f}_{\rho}^{2}-2 \int u_{\varepsilon}\left\langle\tilde{\nabla}_{\rho} u_{\varepsilon}, \tilde{\nabla}_{\rho} \tilde{f}_{\rho}\right\rangle \tilde{f}_{\rho}
\end{aligned}
$$

Applying the Cauchy inequality to the last term on the right, we obtain

$$
\int u_{\varepsilon}^{2}\left|\tilde{\nabla}_{\rho} \tilde{f}_{\rho}\right|^{2}+\int u_{\varepsilon}^{2} \tilde{f}_{\rho}^{2} \leq \frac{1}{2} \int u_{\varepsilon}^{2}\left|\tilde{\nabla}_{\rho} \tilde{f}_{\rho}\right|^{2}+2 \int\left|\tilde{\nabla}_{\rho} u_{\varepsilon}\right| \tilde{f}_{\rho}^{2}
$$

Hence,

$$
\int u_{\varepsilon}^{2} \tilde{f}_{\rho}^{2} \leq \frac{2}{\varepsilon} \int_{0 \leq r_{\rho} \leq \varepsilon} \tilde{f}_{\rho}+\frac{2}{T} \int_{T \leq r_{\rho} \leq 2 T} \tilde{f}_{\rho}^{2}
$$

Letting $\varepsilon \rightarrow 0$, and $E(t)=\int_{t \leq r_{\rho}} u_{0}^{2} \tilde{f}_{\rho}^{2}$, we have

$$
E(t) \leq-2 \frac{d}{d t} E(t)+\frac{2}{T} \int_{T \leq r_{\rho} \leq 2 T} \tilde{f}_{\rho}^{2}, \quad t \leq T
$$

Solving the differential inequality gives

$$
\begin{equation*}
E(t) \leq E(0) e^{-t / 2}+\frac{2}{T} \int_{T \leq r_{\rho} \leq 2 T} \tilde{f}_{\rho}^{2} \tag{*}
\end{equation*}
$$

On the other hand, $(1-\delta) r^{2} \leq \rho^{2} S_{\rho}^{2} \leq(1+\delta) r^{2}$ implies that $(1+\delta)^{-1} \tilde{g} \leq \tilde{g}_{\rho} \leq(1-\delta)^{-1} \tilde{g}$ on $\frac{1}{\rho} A\left(\frac{1}{2} \rho, \frac{1}{2} \rho K\right)$. We also have

$$
r_{\rho} \leq \frac{\tau-\tau_{\rho}}{(1-\delta)} \quad \text { and } \quad \frac{\tau-\tau_{\rho}}{(1+\delta)} \leq r_{\rho}
$$

where $\tau_{\rho}=-\log \rho=\tau(\rho)$. Combining these with (*) yields

$$
\begin{aligned}
& \int_{(1+\delta) t \leq \tau-\tau \rho \subseteq T(1-\delta)} \tilde{f}^{2} \\
& \quad \leq \int_{t \leq r_{\rho} \leq T} \tilde{f}_{\rho}^{2} \leq E(t) \\
& \quad \leq e^{-t / 2} \int_{\tau_{\rho} \leq \tau \leq \tau_{\rho}+2 T(1+\delta)} \tilde{f}^{2}+\frac{2}{T} \int_{(1-\delta) T \leq \tau-\tau_{\rho} \leq 2(1+\delta) T} \tilde{f}^{2}
\end{aligned}
$$

for $0 \leq t \leq T$. Let $F\left(\tau_{1}, \tau_{2}\right)=\int_{\tau_{1} \leq \tau \leq \tau_{2}} \tilde{f}^{2}$. Thus

$$
\begin{aligned}
F\left(\tau_{1}, \tau_{2}\right) \leq & e^{-\left(\tau_{1}-\tau_{\rho}\right) / 2(1+\delta)} F\left(\tau_{\rho}, \tau_{2}+T(1+3 \delta)\right) \\
& +\frac{2}{T} F\left(\tau_{2}, \tau_{2}+T(1+3 \delta)\right)
\end{aligned}
$$

where

$$
\tau_{\rho} \leq \tau_{1} \leq \tau_{\rho}+(1+\delta) T \leq \tau_{2}=\tau_{\rho}+T(1-\delta)
$$

By taking $\delta$ small and $T$ large such that $e^{-(1-\delta) /(1+\delta) \cdot T / 2}<\frac{1}{4}$, when $\tau_{1} \geq \tau_{\rho}+\frac{1}{2}(1-\delta) T$, we have

$$
\begin{aligned}
F\left(\tau_{1}, \tau_{2}\right) \leq & e^{-\left(\tau_{1}-\tau_{\rho}\right) / 2(1+\delta)} F\left(\tau_{\rho}, \tau_{1}\right)+\frac{1}{2} F\left(\tau_{1}, \tau_{2}\right) \\
& +e^{-\left(\tau_{1}-\tau_{\rho}\right) /(1+\delta)} F\left(\tau_{2}, \tau_{2}+T(1+3 \delta)\right) \\
& +\frac{2}{T} F\left(\tau_{2}, \tau_{2}+T(1+3 \delta)\right)
\end{aligned}
$$

which clearly implies Lemma 5.11.
We are now ready to finish the proof of Theorem 5.10. Since Lemma 5.11 is true for all $\tau_{\rho} \geq \tau_{\rho_{0}}$, we will use Lemma 5.11 to iterate. To start, taking $\tau_{1}=\tau_{\rho}+\frac{1}{2}(1-\delta) T$ in Lemma 5.11, we have

$$
\begin{aligned}
F\left(\tau_{\rho}\right. & \left.+\frac{1}{2}(1-\delta) T, \tau_{\rho}+(1-\delta) T\right) \\
\leq & 2 e^{-((1-\delta) / 4(1+\delta))} F\left(\tau_{\rho}, \tau_{\rho}+\frac{1}{2}(1-\delta) T\right) \\
& +\varepsilon F\left(\tau_{\rho}+(1-\delta) T, \tau_{\rho}+\frac{3}{2} T(1+2 \delta)\right)
\end{aligned}
$$

where $\varepsilon=4 / T+2 e^{-((1-\delta) / 4(1+\delta)) T}$. We take $\delta$ small such that $\frac{3}{2}(1+2 \delta)<$ $2(1-\delta)$, which implies that

$$
\begin{align*}
& F\left(\tau_{\rho}+\frac{1}{2}(1-\delta) T, \tau_{\rho}+(1-\delta) T\right) \\
& \quad \leq 2 e^{-\delta T} F\left(\tau_{\rho}, \tau_{\rho}+\frac{1}{2}(1-\delta) T\right)  \tag{5.12}\\
& +\varepsilon F\left(\tau_{\rho}+(1-\delta) T, \tau_{\rho}+2(1-\delta) T\right), \quad \delta \leq \frac{1-\delta}{4(1+\delta)}
\end{align*}
$$

Hence we set $\tau_{\rho_{m}}=\tau_{\rho}+\frac{m}{2}(1-\delta) T, m=0,1,2, \cdots$, so that by
inequality (5.12) we have

$$
\begin{aligned}
F\left(\tau_{\rho_{m+1}}, \tau_{\rho_{m+2}}\right)= & F\left(\tau_{\rho_{m}}+\frac{1}{2}(1-\delta) T, \tau_{\rho_{m}}+(1-\delta) T\right) \\
\leq & 2 e^{-\delta T} F\left(\tau_{\rho_{m}}, \tau_{\rho_{m}}+\frac{1}{2}(1-\delta) T\right) \\
& +\varepsilon F\left(\tau_{\rho_{m}}+(1-\delta) T, \tau_{\rho_{m}}+2(1-\delta) T\right) \\
\leq & 2 e^{-\delta T} F\left(\tau_{\rho_{m}}, \tau_{\rho_{m+1}}\right)+\varepsilon F\left(\tau_{\rho_{m+2}}, \tau_{\rho_{m+4}}\right)
\end{aligned}
$$

Summing up from $m$ to infinity leads to the inequality

$$
\begin{aligned}
F\left(\tau_{\rho_{m+1}}, \infty\right) & \leq\left(2 e^{-\delta T}\right) F\left(\tau_{\rho_{m}}, \infty\right)+2 \varepsilon F\left(\tau_{\rho_{m+2}}, \infty\right) \\
& \leq\left(2 e^{-\delta T}\right) F\left(\tau_{\rho_{m}}, \infty\right)+2 \varepsilon F\left(\tau_{\rho_{m+1}}, \infty\right)
\end{aligned}
$$

For $T$ large and $\delta$ small, we may assume that $2 \varepsilon \leq \frac{1}{2}$, and $4 e^{-\delta T / 2} \leq \frac{1}{2}$, so that we have

$$
\begin{align*}
F\left(\tau_{\rho_{m+1}}, \infty\right) & \leq\left(4 e^{-\delta T}\right) F\left(\tau_{\rho_{m}}, \infty\right) \\
& \leq\left(e^{-\delta T / 2}\right) F\left(\tau_{\rho_{m}}, \infty\right) \leq\left(e^{-\delta T / 2}\right)^{m+1} F\left(\tau_{\rho}, \infty\right)  \tag{5.13}\\
& \leq e^{-\delta(m+1) T / 2} F\left(\tau_{\rho}, \infty\right) \\
& \leq e^{-\delta\left(\tau_{\rho_{m+1}}-\tau_{\rho}\right) /(1-\delta)} F\left(\tau_{\rho}, \infty\right)
\end{align*}
$$

By noting that $\tau_{\rho} \geq \tau_{\rho_{0}}$ is arbitrary, inequality (5.13) and (5.5) clearly imply Theorem 5.10.

We are now ready to prove the main theorem of this section.
Theorem 5.14. The norm $|R|$ of the curvature tensor $R$ of the metric $g^{\prime}$ is bounded.

We start with the following lemma.
Lemma 5.15. There exists $p>2$, such that, for small $r_{0}>0$,

$$
\int_{B_{r_{0}}(v)}|R|^{p} d g^{\prime} \leq c
$$

Proof. By Theorem 5.8,

$$
\frac{1}{r} S(r)=\frac{1}{r}\{y \in N, r(y)=r\} \subset N
$$

converges to the standard sphere $S^{4}(1)$ of radius 1 in $R^{4}$. In the Hausdorff metric, we take $r_{0}$ small such that we have the estimates of Hausdorff measure of $\frac{1}{r} S(r)$ for $r \leq r_{0}[F]$ :

$$
H^{3}\left(\frac{1}{r} S(r)\right) \leq 2 H^{3}\left(S^{4}(1)\right)=w \omega_{4} \cdot 4=8 \omega_{4}
$$

which implies

$$
H^{3}(S(r)) \leq 8 \omega_{4} r^{3}
$$

Hence, taking $2<p<4 /(2-\delta)$, by Theorem 5.10, we have

$$
\begin{aligned}
\int_{B_{r_{0}}(\nu)}|R|^{p} d g^{\prime} & \leq \int_{B_{r_{0}}(\nu)}\left(\frac{c r^{\delta}}{r^{2}}\right)^{p} d g^{\prime} \\
& \leq \int_{0}^{r_{0}}\left(\int_{S(r)} \frac{c}{r^{2 p-\delta_{p}}} d \omega\right) d r \leq c r_{0}^{r-2 p+\bar{\delta} p}
\end{aligned}
$$

which completes the proof of Lemma 5.15 .
Now Theorem 5.14 follows from $\Delta|R| \geq-c|R|^{2}$ and a method of Serrin [24] by iteration.

We have shown that the curvature of $M^{\prime}$ is bounded and that $M^{\prime}$ is a weak limit of $M_{k}$ with $\operatorname{inj}\left(M_{k}\right) \geq i_{0}>0$. We now prove that the exponential map of $M_{1}$ at $v$ can be defined.

Lemma 5.16. The exponential map of $M_{1}$ at $v$ can be defined, and it is a homeomorphism between a small Euclidean ball and a small geodesic ball of $M_{1}$ at $v$.

Proof. All we need to show is that for two different geodesic segments $\gamma$ and $\gamma_{1}$ of $M_{1}$ from $v$, i.e., for $\gamma(1)-\gamma_{1}(1)=v, \gamma(t), \gamma_{1}(t) \subset M^{\prime}$ for $0 \leq t<1$, and $\|\gamma\|<i_{0} / 100,\left\|\gamma_{1}\right\|<i_{0} / 100$, we have $\gamma(0) \neq \gamma_{1}(0)$.

Suppose that $\gamma(0)=\gamma_{1}(0)$. First, for each $t<1, \gamma \mid[0, t]$ and $\gamma_{1} \mid[0, t]$ are limits of sequences of segments $\left(\alpha_{k}\right)$ and $\left(\beta_{k}\right)$, where $\alpha_{k}, \beta_{k} \subset M_{k}$ and $\alpha_{k}(0)=\beta_{k}(0)$. This follows from the fact that $M_{k} \rightarrow M^{\prime}$ weakly in $C^{2}$-norm. For $k$ large, $\alpha_{k}$ and $\beta_{k}$ will be contained in the geodesic ball of $M_{k}$ with curvature bounded independent of $k$. The Rauch comparison theorem then implies that $d\left(\alpha_{k}(t), \beta_{k}(t)\right) \geq C>0$ for $t \geq 1 / 2$, and therefore that $d\left(\gamma(t), \gamma_{1}(t)\right) \geq C>0$; this contradicts that $\gamma(1)=\gamma_{1}(1)$.

Clearly, the same argument also implies
Lemma 5.17. For any $x \in M_{1}-\{v\}$ and $r(x)<i_{0} / 2$, we have $\operatorname{inj}(x) \geq$ $r(x)$.

The following theorem is a special case of the removable singularity theorem of Smith and Yang [26].

Theorem 5.18. If $M$ is a Riemannian manifold with isolated singular point $v$, and $M^{\prime}=M-\{v\}$, such that
(a) the exponential map of $M$ at $v$ is defined and is a homomeorphism between a small Euclidean ball and a small geodesic ball of $M$ at $v$,
(b) $(1 / \rho) A(\rho, 0)$ converges weakly to $D^{n}-(0)$ in $C^{2}$-norm,
(c) the curvature of $M$ is bounded, and
(d) $\operatorname{inj}(x) \geq r(x)$ for $x \in M^{\prime}$ and $r(x)$ small,
then there exists a harmonic coordinate on $M^{\prime}$ around $v$ such that in this coordinate system, the metrics $g$ of $M^{\prime}$ can be extended to a $C^{1, \alpha}$ metric $g$ on $M$.

Proof. In our case, it is easily seen that we still can define the almost linear coordinate of $M$ at $v$ as in [19], and the estimates of the almost linear coordinate still hold, so we can use the almost linear coordinate to define a harmonic coordinate. Note that all the estimates of [19] can be done away from the point $v$. We have

$$
\left\|g^{\prime}\right\|_{C^{1, \alpha}}+\left\|g^{\prime-1}\right\|_{C^{1, \alpha}} \leq c
$$

in the harmonic coordinate, and $g^{\prime}$ can be extended to a $C^{1, \alpha}$-metric $g$ on $M$.

Theorem 5.19. The Einstein metric $g^{\prime}$ on $M^{\prime}$ can extend to a smooth Einstein metric $g$ on $M$.

Proof. Using 5.17, there exists a harmonic coordinate neighborhood $N$ of $v$, with harmonic coordinate $\left(x^{i}\right)$ on $N$, such that $g^{\prime}$ is $C^{1, \alpha}$ on $(N-(v))$ so that $g^{\prime}$ can be extended to a $C^{1, \alpha}$-metric $g$ on $N$. We then have

$$
\Delta g^{i j}=2 \sum g^{r s} g^{p q} \Gamma_{p r}^{i} \Gamma_{q s}^{j}+2 \sigma g^{i j}
$$

in the weak sense on $N$. The regularity theory of the elliptic equation then implies that $g^{i j}$ is smooth on $N$, and that $g$ is Einstein on $N$.
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