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Abstract

In this paper we discuss the relationship between the various techniques of proving vanishing theorems and the method of obtaining the complex-analyticity of harmonic maps between Kähler manifolds. We then obtain sharp results on the complex-analyticity of harmonic maps with the curvature conditions on the target manifold expressed in natural and familiar terms and also results concerning curvature characterizations of compact symmetric Kähler manifolds, Barth-Lefschetz type theorems, the generalization of the strong Lefschetz theorem, and vanishing theorems.

Introduction

This paper is an outgrowth of an attempt to apply the method of proving the strong rigidity of compact Kähler manifolds to obtain vanishing theorems for holomorphic vector bundles. To prove the strong rigidity of negatively curved compact Kähler manifolds, one tried to use harmonic maps $f: M \to N$ between compact Kähler manifolds (for definition and background of harmonic maps see [17], [18], or [53]) and the technique of considering $\Delta |\bar{\partial} f|^2$. (The technique of considering the Laplacian of the square norm was first introduced by Bochner [10] in the case of harmonic tensors on Riemannian manifolds and later applied by Kodaira [33] to $(0, q)$-forms on a Kähler manifold with values in a Hermitian holomorphic line bundle.) With this method of proving strong rigidity one encountered the difficulty of two curvature terms of opposite signs, one involving the Ricci curvature of $M$ and the other involving the full curvature tensor of $N$. In [53] the author overcame this difficulty by the following variation of the Bochner-Kodaira technique which for convenience's sake we refer to in this paper as the $\bar{\partial} \overline{\partial}$ Bochner-Kodaira technique. One considers the integral of $\bar{\partial} \overline{\partial} (\Sigma_{a,\beta} g_{a\beta} \bar{f}^a \wedge \bar{f}^\beta) \wedge \omega_M^{-2}$ over $M$ instead of $\Delta |\bar{\partial} f|^2$, where $g_{a,\beta}$ is the Kähler metric of $N$, $\omega_M$ is the Kähler form of $M$, and

Received October 10, 1981. Research partially supported by an NSF grant.
is complex dimension of \( M \). This \( \bar{\partial} \bar{\partial} \) Bochner-Kodaira technique enables one to get rid of the Ricci tensor of \( M \) and thereby to conclude the complex-analyticity (or conjugate complex-analyticity) of the harmonic map \( f \) if \( \text{rank}_R df \gg 4 \) and the curvature tensor of \( M \) is strongly negative in the sense of [53].

It is natural to attempt to apply this \( \bar{\partial} \bar{\partial} \) Bochner-Kodaira technique to obtain vanishing theorems for negative bundles. Suppose \( E \) is a holomorphic vector bundle over a compact \( \mathbb{K} \)-ähler manifold \( M \) with Hermitian metric \( h_{\alpha\beta} \) along its fibers, and suppose \( \varphi \) is a harmonic \( E \)-valued \((0, q)\)-form. One considers the integral of \( \bar{\partial}\bar{\partial}(\Sigma_{\alpha,\beta} h_{\alpha\beta} \varphi^\alpha \wedge \varphi^\beta) \wedge \omega_M^{n-q-1} \) over \( M \). In this way one obtains the following vanishing theorem. Let

\[
\Theta_{\alpha\beta} = \sqrt{-1} \sum_{\gamma, \nu} h_{\gamma\nu} \bar{\partial}(h^{\gamma\nu} \partial h_{\alpha\beta})
\]

be the curvature form of \( E \). Let \( 0 \leq q < n \). If for every nonzero \( E \)-valued \((0, q)\)-form \((\xi^\alpha)\) at any point of \( M \)

\[
(-1)^{(q+1)/2} \left( \sqrt{-1} \right)^q \sum_{\alpha, \beta} \Theta_{\alpha\beta} \wedge \xi^\alpha \wedge \xi^\beta \wedge \omega_M^{n-q-1}
\]

is a negative multiple of \( \omega_M^n \), then \( H^q(M, E) = 0 \). In particular, if the curvature tensor of an \( n \)-dimensional compact \( \mathbb{K} \)-ähler manifold \( M \) is very strongly negative in the sense of [53] (as, for example, in the case of a compact quotient of the open \( n \)-ball), then for \( 0 \leq q < n \) the tangent bundle \( T_M \) of \( M \) satisfies \((*)_q \) and \( H^q(M, E) = 0 \).

At first these vanishing theorems obtained by the \( \bar{\partial} \bar{\partial} \) Bochner-Kodaira technique seemed to the author to be new theorems until he became puzzled by the following situation. Since the curvature tensor of \( \mathbb{P}^n \) is the same as that of the \( n \)-ball with an opposite sign and since the tangent bundle of the \( n \)-ball satisfies \((*)_q \) for \( 0 \leq q < n \), it is natural to expect that the cotangent bundle \( \Omega_p^{\mathbb{P}^n} \) of \( \mathbb{P}^n \) should also satisfy \((*)_q \) for \( 0 \leq q < n \). However, this would lead to the vanishing of \( H^q(\mathbb{P}^n, \Omega_{\mathbb{P}^n}) \) in the case \( n > 1 \) which is a contradiction, because the \( \mathbb{K} \)-ähler form of \( \mathbb{P}^n \) is a nonzero class in that cohomology group.

To resolve this puzzle, I examined closely the curvature form of the dual bundle of a bundle satisfying \((*)_q \). I discovered that a bundle satisfies \((*)_q \) if and only if its dual bundle satisfies the positivity condition for \((0, q)\)-forms in the sense of Nakano [41]. In this paper we call this positivity condition Nakano \( q \)-positivity (see §4.1). For example, the curvature tensor of a \( \mathbb{K} \)-ähler manifold is very strongly negative in the sense of [53] if and only if its cotangent bundle is positive in the sense of Nakano [41] (or Nakano 1-positive in the terminology of this paper). The vanishing theorems obtained by the \( \bar{\partial} \bar{\partial} \) Bochner-Kodaira technique turn out to be no other than the usual vanishing theorems for
Nakano $q$-positive bundles expressed in dual form via Serre duality. The puzzle resulted from the fact that the dual bundle of a Nakano $q$-positive bundle is in general not Nakano $q$-negative (see §4.2).

The original Bochner technique is equivalent to applying integration by parts to the global square norm of the gradient of a harmonic tensor. In the case of a Hermitian holomorphic vector bundle $E$ over a compact Kähler manifold, the gradient of a harmonic $E$-valued $(0, q)$-form can be decomposed into two parts. One part is the $(0, 1)$-gradient and the other is the $(1, 0)$-gradient. Integration by parts applied to the global square norm of the $(0, 1)$-gradient yields the vanishing theorem for positive bundles. Integration by parts applied to the global square norm of the $(1, 0)$-gradient yields the vanishing theorem for negative bundles. For convenience's sake in this paper we refer to these two techniques respectively as the $\nabla$ Bochner-Kodaira technique and the $\nabla$ Bochner-Kodaira technique. The $\nabla$ and $\nabla$ Bochner-Kodaira techniques are transformed to each other by the Hodge star operator composed with conjugation. The Akizuki-Nakano vanishing theorem [1] for $E$-valued harmonic $(p, q)$-forms when $E$ is a line bundle is the consequence of comparing the $\nabla$ and $\nabla$ Bochner-Kodaira techniques.

Further investigation shows that the $\partial \bar{\partial}$ Bochner-Kodaira technique is equivalent to the $\nabla$ Bochner-Kodaira technique in the sense that each term in the equation obtained by the $\partial \bar{\partial}$ Bochner-Kodaira technique can be transformed by using identities in multilinear algebra to the corresponding term obtained by the $\nabla$ Bochner-Kodaira technique. The identity in multilinear algebra used in transforming the curvature term is not transparent and is an interesting identity by itself (see §3.6). This identity plays a very useful role in this paper involving the complex-analyticity of harmonic maps. Moreover, this identity, together with the relationship between the curvatures of a Hermitian bundle and its dual, leads us to realize that the underlying reason why the vanishing theorem of Calabi-Ventoni [12] holds is the Nakano $q$-positivity of the cotangent bundle of a bounded symmetric domain for an appropriate $q$ (see §§6.4 and 6.5).

Since the $\partial \bar{\partial}$ Bochner-Kodaira technique is equivalent to the $\nabla$ Bochner-Kodaira technique which in turn can be transformed to the $\nabla$ Bochner-Kodaira technique by the Hodge star operator composed with conjugation, from the method [53] of proving the complex-analyticity of harmonic maps by the $\partial \bar{\partial}$ Bochner-Kodaira technique we can derive two other methods of proving the complex-analyticity of harmonic maps. One uses the $\nabla$ Bochner-Kodaira technique and the other uses the $\nabla$ Bochner-Kodaira technique. The one using the $\nabla$ Bochner-Kodaira technique was presented in [55] without explaining how it is related to the method of [53]. In this paper we present the one using...
the $\nabla$ Bochner-Kodaira technique. This is the most natural one, because it is parallel to the proof of the usual Kodaira vanishing theorem and, more importantly, the Morrey trick of handling the boundary term in the case with boundary works most directly in the $\nabla$ Bochner-Kodaira technique. The method of proof by means of the $\nabla$ Bochner-Kodaira technique explains why one of the curvature conditions on the target manifold is the Nakano $q$-positivity of the cotangent bundle.

By using the $\nabla$ Bochner-Kodaira technique, we get in this paper a proof of the conjecture [55, §6] concerning the complex-analyticity of harmonic maps of appropriately high ranks from compact Kähler manifolds into quotients of irreducible bounded symmetric domains. This proof makes use of the identity in multilinear algebra mentioned above, the eigenvalues of the curvature operator computed by Calabi-Vesentini [12] and Borel [11], and the computation of what we call the degree of the strong nondegeneracy of the bisectional curvature (see §5.8) which is a measure of the dimensions of the null spaces of the bisectional curvature. We have to rely on the computation by Zhong [66] of the degree of the strong nondegeneracy of the bisectional curvature in the case of the two exceptional domains. This conjecture yields as a corollary the strong rigidity of the compact quotients of irreducible bounded symmetric domains of complex dimension $\geq 2$. The proof of strong rigidity via this conjecture is the most natural and elegant and by far the simplest proof.

As a corollary of the confirmation of this conjecture we show by using the method of Kalka [32] that, for a complex submanifold of appropriately high dimension in a compact quotient of an irreducible bounded symmetric domain, the deformation as a submanifold agrees with the deformation as an abstract manifold.

Besides the quotient of bounded symmetric domains, these results more generally hold for Kähler manifolds whose cotangent bundle is Nakano 1-semipositive and Nakano $p$-positive and whose bisectional curvature is strongly $p$-nondegenerate, when the rank over $\mathbb{R}$ of the map is at least $2p + 1$ or the complex dimension of the submanifold is at least $p + 1$.

Since the Morrey trick is directly applicable to the $\nabla$ Bochner-Kodaira technique, we obtain also, in the case where the domain manifold has boundary, results concerning the complex-analyticity of harmonic maps satisfying the tangential Cauchy-Riemann equations and concerning the extension of maps satisfying tangential Cauchy-Riemann equations from the boundary of the domain manifold to holomorphic maps defined on the whole domain manifold.

Though the complex-analyticity of harmonic maps was discussed in [53], [55] and extended to the case with boundary in [42], [65] (see Remarks 5.19), yet
there was no real understanding of the geometric meaning of the curvature conditions on the target manifold introduced in [53] and used in the other papers. Our discussion of the various Bochner-Kodaira techniques not only makes sharper the results on the complex-analyticity of harmonic maps but also reduces the curvature conditions on the tangent manifold to the more natural and familiar notions of Nakano 1-semi positivity and $p$-positivity of the cotangent bundle and the strong $p$-nondegeneracy of the bisectional curvature.

In [56], [54] the curvature characterizations of the complex projective space and the complex hyperquadric were obtained by proving the complex-analyticity of energy-minimizing harmonic maps by the second variation formula. In this paper we obtain the following partial result on the curvature characterization of general compact symmetric Kähler manifolds. If the cotangent bundle of a compact Kähler manifold is Nakano 1-semi negative and if at some point the bisectional curvature is irreducible, then either the Kähler manifold is an irreducible Hermitian symmetric manifold with respect to the given Kähler metric, or its cohomology ring with coefficients in $\mathbb{R}$ is isomorphic to that of the complex projective space. As a consequence, on an irreducible compact Hermitian symmetric space of rank $> 1$ any other Kähler metric which makes the cotangent bundle Nakano 1-semi negative must be a constant multiple of the standard invariant Kähler metric. Here the irreducibility of the bisectional curvature at a point means that it is not possible to decompose the holomorphic tangent space into two orthogonal direct summands so that the bisectional curvature in the direction of two tangent vectors, one from each summand, is always zero. For the proof of this result we do not use energy-minimizing harmonic maps. Instead, we use multilinear algebra (cf. [8], [21], [37], [43]) to transform the curvature term in the $\nabla$ Bochner-Kodaira technique to show that harmonic $(p, q)$-forms are parallel. Then we use Simon's result [51] on the transitivity of holonomy systems and Weyl's theory [64] of the invariants of the unitary group to obtain our result.

In Schneider's scheme [49] of using the Grauert-Riemenschneider vanishing theorem [22] to prove Barth-Lefschetz type theorems for compact symmetric Kähler manifolds, he had trouble with the curvature term when the rank of the symmetric manifold is $> 1$. The multilinear algebra used in proving the parallelism of harmonic $(p, q)$-forms in the curvature characterization of compact symmetric Kähler manifolds can be used to complete Schneider's scheme. However, Schneider's proof of the strong hyper-$q$-convexity of the complement of a complex submanifold in a compact symmetric Kähler manifold seems to be invalid. If one indeed has the hyper-$q$-convexity as Schneider claimed, the Barth-Lefschetz theorems at the homotopy level can easily be proved by using Morse theory, which we do in this paper instead of completing Schneider's
scheme. More precisely, we prove the following. Let \( M \) be a compact Kähler manifold of complex dimension \( n \) with nonnegative bisectional curvature. Let \( V \) be a complex submanifold of \( M \) admitting a tubular neighborhood \( U \) with smooth boundary such that \( M - U \) has strongly hyper-\( q \)-convex boundary. Then \( \pi_\nu(M, V) \) vanishes for \( \nu < n - q \). The proof involves using the second variation formula for arc length and what we call \( q \)-plurisubharmonic functions which has the property of being subharmonic on local complex submanifolds of complex dimension \( q \).

We also prove the surjectivity portion of a Barth-Lefschetz type theorem at the homology level for compact Kähler manifolds whose bisectional curvature is nonnegative and appropriately nondegenerate. This is done by proving a generalized strong Lefschetz theorem which asserts that cupping with the top Chern class of a Hermitian vector bundle is surjective (respectively injective) for cohomology groups of dimensions greater than (respectively smaller than) a certain number when the curvature of the bundle is semipositive in the sense of Griffiths and is appropriately nondegenerate.

Finally the close look we have at the various Bochner-Kodaira techniques leads us to two, though very minor, results on vanishing theorems. One is a generalization of the Akizuki-Nakano theorem to the case of a semi-negative line bundle over a compact Kähler manifold and a corresponding statement for vector bundles (see §§4.7 and 4.8). Another is a vanishing theorem for semipositive line bundles over a non-Kähler compact complex manifold which is motivated by the Grauert-Riemenschneider conjecture (see §10).

In this paper we will use the summation convention of summing over any index which appears once as a subscript and once as a superscript. The usual process of raising and lower indices by using metric tensors will be performed without explicit mention. Standard notations in Kähler and Riemannian geometries which carry obvious meanings will not be explained. For example, when \( z^i \) are the local holomorphic coordinates, \( \partial_i \) means \( \partial / \partial z^i \) and \( \partial_I \) means \( \partial / \partial \bar{z}^I \); the components of a \( (p, q) \)-form \( \varphi \) with values in a vector bundle are \( \varphi_{j_1 \ldots j_p}^{\alpha_1 \ldots \alpha_q} \). For a complex manifold \( M \) we denote the holomorphic tangent bundle by \( T_M \), and the bundle of holomorphic \( q \)-forms by \( \Omega^q_M \). We denote the holomorphic tangent space of \( M \) at \( P \) by \( T_{M,P} \). The space \( T_{M,P} \) as a vector space over \( \mathbb{R} \) is isomorphic to the real tangent space of \( M \) at \( P \) (when \( M \) is regarded as a real manifold) under the isomorphism defined by taking the real part of a tangent vector with complex coefficients. This isomorphism is actually an isomorphism over \( \mathbb{C} \), when the real tangent space of \( M \) at \( P \) is made into a \( \mathbb{C} \)-vector space by the almost complex structure operator of \( M \). Because of this isomorphism, we denote the real tangent space of \( M \) at \( P \) also by \( T_{M,P} \).
We will explicitly mention which of the two meanings $T_{M,p}$ takes on when it is used.
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### 1. The $\nabla$ and $\overline{\nabla}$ Bochner-Kodaira techniques

1.1. The original Bochner technique [10] is to integrate the Laplacian of the pointwise square norm of a harmonic form over a compact Riemannian manifold, yielding thereby two terms. One is the global square norm of the gradient (i.e., the covariant derivative) of the harmonic form. The other involves the curvature tensor. If the curvature tensor satisfies some suitable positivity condition, then it follows that the harmonic form must be zero or parallel. Equivalently, one can regard this procedure as transforming the global square norm of the gradient of the harmonic tensor by integration by parts to a term involving the curvature tensor. In the process of integration by parts the principal step of computation is to compute the Laplacian of the harmonic tensor.

1.2. In the case of a Hermitian holomorphic vector bundle $E$ over a compact Kahler manifold, the gradient of an $E$-valued $(p, q)$-form can be decomposed into two parts. One part is the $(0, 1)$-gradient, and the other is the $(1, 0)$-gradient. Integration by parts applied to the global square norm of the $(0, 1)$-gradient in the case $p = 0$ yields the vanishing theorem for positive line bundles. This is due to Kodaira [33]. We call this technique the $\overline{\nabla}$ Bochner-Kodaira technique.

One can also apply integration by parts to the global square norm of the $(1, 0)$-gradient in the case $p = 0$ and get the vanishing theorem for negative line bundles. We call this technique the $\nabla$ Bochner-Kodaira technique. Usually the vanishing theorem for the negative bundle is obtained from the vanishing theorem for the positive bundle and Serre duality or from the Akizuki-Nakano...
vanishing theorem [1]. It is not proved by using the $\nabla$ Bochner-Kodaira technique.

One can obtain the Akizuki-Nakano vanishing theorem [1] by comparing the integration by parts for the $(0, 1)$-gradient of $\varphi$ with that for the $(1, 0)$-gradient of $\bar{\varphi}$ in the case of a harmonic $(p, q)$-form $\varphi$. This is not the usual proof which uses the identity $[\partial, \Lambda] = -\sqrt{-1}\partial^*$ where $\Lambda$ is the transpose of the operator defined by multiplication by the Kähler form.

The principal step in the $\nabla$ and $\nabla$ Bochner-Kodaira techniques is the computation of the Laplacian of an $E$-valued $(p, q)$-form. The formulas for such computations are well-known. We collect them below and fix notations.

1.3. Let $M$ be a Kähler manifold with Kähler metric $g_{i\bar{j}}$. Its curvature tensor is

$$ R_{i\bar{j}k\bar{l}} = \partial_i \partial_{\bar{j}} g_{k\bar{l}} - g^{\mu\nu} \partial_{\mu} g_{k\bar{j}} \partial_{\nu} g_{\bar{l}i}, $$

and its Ricci curvature tensor is

$$ R_{ij} = g^{k\bar{l}} R_{i\bar{j}k\bar{l}}. $$

Note that in this convention $R_{ij}$ is negative definite as a Hermitian matrix when the sectional curvature of $M$ is positive.

Let $E$ be a Hermitian holomorphic vector bundle over $M$ with Hermitian metric $h_{a\bar{b}}$ along its fibers. The curvature form

$$ \Theta_{a\bar{b}i\bar{j}} = -\sqrt{-1} \sum_{l,j} \Omega_{a\bar{b}i\bar{j}} dz^l \wedge dz^{\bar{j}} $$

of $E$ is given by

$$ \Omega_{a\bar{b}i\bar{j}} = \partial_i \partial_{\bar{j}} h_{a\bar{b}} - h^{\lambda\bar{\gamma}} \partial_{\gamma} h_{a\lambda} \partial_{\bar{\gamma}} h_{\bar{b}i}. $$

This convention is chosen so that $\Theta_{a\bar{b}i\bar{j}}$ is a positive $(1, 1)$-form when $E$ is a positive line bundle, and $\Omega_{a\bar{b}i\bar{j}}$ agrees with the curvature tensor when $E$ is the holomorphic tangent bundle of $M$. Let

$$ \Omega_{a\bar{b}} = g^{ij} \Omega_{a\bar{b}i\bar{j}}. $$

Let $\nabla_i$, $\nabla_{\bar{j}}$ denote the covariant differential operators. Let $\Box = \partial \partial^* + \partial^* \partial$ and $\Box = \partial \partial^* + \partial^* \partial$. Let

$$ \varphi^e = \frac{1}{p!q!} \sum_{l_p, q_j} \varphi_{l_p, q_j} dz^{l_p} \wedge dz^{j_q}, $$

be an $E$-valued $(p, q)$-form on $M$, where $I_p = (i_1, \ldots, i_p)$, $J_q = (j_1, \ldots, j_q)$, $dz^{l_p} = dz^{i_1} \wedge \cdots \wedge dz^{i_p}$, and $dz^{j_q} = dz^{j_1} \wedge \cdots \wedge dz^{j_q}$. From

$$ (\delta \varphi)_{l_p, j_0 \cdots j_q} = (-1)^p \sum_{\nu=0}^q (-1)^\nu \nabla_{j_q} \varphi_{l_p, j_0 \cdots j_\nu} \wedge dz^{j_{\nu+1}} \wedge \cdots \wedge dz^{j_q}. $$

(1.3.1)
where $\tilde{j}_p$ means that the index $j_p$ is removed, it follows that

$$
(\tilde{\delta}^{\star} \psi)_{p_{j_1} \cdots j_q - 1} = (-1)^{p+1} g^{ij} \nabla_i \nabla_j \psi_{p_{j_1} \cdots j_q - 1},
$$

$$
(\Box \psi)_{p_{j_1} \cdots j_q} = -g^{ij} \nabla_i \nabla_j \psi_{p_{j_1} \cdots j_q} - \sum_{\nu = 1}^{q} \Omega_{\beta j_1 \cdots j_q}^\alpha \psi_{p_{j_1} \cdots j_q} + \sum_{\mu = 1}^{p} \sum_{\nu = 1}^{q} R_{i_{\mu}, j_1 \cdots (k) \cdots j_q} \tilde{\psi}_{i_{\mu}, j_{\nu}} \cdots (\tilde{i}_{\nu}, \cdots j_q),
$$

\begin{equation}
(1.3.2)
\end{equation}

where $(k)_\mu$ means that the index in the $\mu$th place is replaced by $k$.

When $M$ is compact, by contracting formula (1.3.2) with $\overline{\psi}(p!q!)$ and integrating over $M$ one obtains

$$
\|\tilde{\delta} \psi\|_M^2 + \|\tilde{\delta}^{\star} \psi\|_M^2 = \|\tilde{\nabla} \psi\|_M^2 - \frac{1}{p! (q - 1)!} \int_M \Omega_{\alpha \beta}^{\alpha} \overline{\psi}_{i_{\mu} j_{\nu}} \overline{\psi}_{j_{\nu} i_{\mu}} - \frac{1}{(p - 1)! (q - 1)!} \int_M R_{i_{\mu}, j_1 \cdots (k) \cdots j_q} \tilde{\psi}_{i_{\mu}, j_{\nu}} \cdots (\tilde{i}_{\nu}, \cdots j_q),
$$

\begin{equation}
(1.3.3)
\end{equation}

where $\| \cdot \|_M$ denotes the global $L^2$ norm over $M$, and $\overline{\nabla} \psi$ denotes the $E$-valued tensor with components $\tilde{\nabla} \tilde{\psi}_{p_{j_1} \cdots j_q}$. Formula (1.3.3) is the $\text{V Bochner-Kodaira}$ technique which yields the vanishing theorem for positive line bundles.

By applying the commutation formula for $[\nabla_i, \nabla_j] \psi$ to formula (1.3.2), we obtain

$$
(\tilde{\delta}^{\star} \psi)_{p_{j_1} \cdots j_q} = -g^{ij} \nabla_i \nabla_j \psi_{p_{j_1} \cdots j_q} - \sum_{\nu = 1}^{q} \Omega_{\beta j_1 \cdots j_q}^\alpha \psi_{p_{j_1} \cdots j_q} + \sum_{\mu = 1}^{p} \sum_{\nu = 1}^{q} R_{i_{\mu}, j_1 \cdots (k) \cdots j_q} \tilde{\psi}_{i_{\mu}, j_{\nu}} \cdots (\tilde{i}_{\nu}, \cdots j_q),
$$

\begin{equation}
(1.3.4)
\end{equation}
When $M$ is compact, by contracting formula (1.3.4) with $\bar{\varphi}/(p!q!)$ and integrating over $M$ one obtains

$$
\|\bar{\partial}\varphi\|_M^2 + \|\bar{\partial}^*\varphi\|_M^2 = \|\nabla\varphi\|_M^2 - \frac{1}{p!(q-1)!} \int_M \Omega_{\alpha\beta} i_{\varphi}^{i_1\ldots i_q} \varphi^{\alpha} i_{\varphi}^{j_1\ldots j_q} - \frac{1}{p!(q-1)!} \int_M R_{i_1\ldots i_q}^{\alpha} i_{\varphi}^{i_1\ldots i_q} \varphi^{\alpha} i_{\varphi}^{j_1\ldots j_q}
$$

+ \frac{1}{(p-1)!(q-1)!} \int_M R_{k_1\ldots k_q}^{i_1\ldots i_q} \varphi^{i_1\ldots i_q} \varphi^{k_1\ldots k_q}

(1.3.5)

where $\nabla\varphi$ denotes the $E$-valued tensor with components $\nabla_i\varphi^\alpha$. This formula is the $\nabla$ Bochner-Kodaira technique which yields the vanishing theorem for negative line bundles. In the same way as deriving (1.3.4), by using $\Box$ instead of $\square$, we obtain

$$
(\square \varphi)_{i_1\ldots i_q} = -g^{ij} \nabla_i \nabla_j \varphi_{i_1\ldots i_q}
$$

$$
+ \sum_{\mu=1}^p \Omega_{i_\mu}^{\alpha} \kappa \varphi_{i_\mu}^{\alpha} \cdots \varphi_{i_q}^{\alpha} - \Omega_{i_\mu}^{\alpha} \varphi_{i_\mu}^{\alpha} 
$$

$$
- \sum_{p=1}^q R_{i_1\ldots i_p}^{i_1\ldots i_p} \varphi_{i_1\ldots i_p}^{i_1\ldots i_p} 
$$

$$
+ \sum_{\mu=1}^p \sum_{p=1}^q R_{i_\mu}^{i_\mu} \sum_{i_1\ldots i_p}^{i_1\ldots i_p} \varphi_{i_1\ldots i_p}^{i_1\ldots i_p} 
$$

(1.3.6)

Another way to derive this formula is to apply formula (1.3.4) to $\bar{\varphi}$ and taking complex conjugates of both sides. In this derivation one has to be careful about the interpretation of $\bar{\varphi}$. One has to lower the index $a$ of $\varphi^a$, and regard $\varphi^a = h_{\alpha a} \varphi^a$ as a $(q, p)$-form with coefficients in the dual bundle $E^*$ of $E$. The curvature form of $E^*$ is the negative of that of $E$ (cf. Lemma 4.3). This accounts for the fact that the terms of (1.3.6) which involve the curvature form of $E$ differ in sign from those obtained by formally applying (1.3.4) to $\bar{\varphi}$ and taking complex conjugates.

Subtracting (1.3.6) from (1.3.2) we obtain

$$
((\Box - \Box) \varphi)_{i_1\ldots i_q} = - \sum_{\mu=1}^p \Omega_{i_\mu}^{\alpha} \kappa \varphi_{i_\mu}^{\alpha} \cdots \varphi_{i_q}^{\alpha} 
$$

$$
- \sum_{p=1}^q \Omega_{i_\mu}^{\alpha} \kappa \varphi_{i_\mu}^{\alpha} \cdots \varphi_{i_q}^{\alpha} + \Omega_{i_\mu}^{\alpha} \varphi_{i_\mu}^{\alpha} 
$$

(1.3.7)
When $E$ is the trivial line bundle, formula (1.3.7) gives an alternative proof of the well-known formula $\square = \Box$ for $(p, q)$-forms on a Kähler manifold, with coefficients in the trivial line bundle.

When $M$ is compact, by contracting formula (1.3.7) with $\bar{\psi}/(p!q!)$ and integrating over $M$ one obtains

$$
\|\bar{\partial}\psi\|^2_M + \|\bar{\partial}^*\psi\|^2_M = \|\partial\psi\|^2_M - \|\partial^*\psi\|^2_M
$$

$$
= \frac{-1}{(p - 1)!q!} \int_M \Omega_{\alpha\bar{\beta}} \bar{\gamma}_{i_p,j_q} \psi^\alpha \bar{\gamma}_{\beta,j_{p-1}} \hat{\partial}^\beta \hat{I}_{p-1}
$$

$$
- \frac{1}{p!(q - 1)!} \int_M \Omega_{\alpha\bar{\beta}} \bar{\gamma}_{i_p,j_{q-1}} \psi^\alpha \bar{\gamma}_{\beta,j_{q-1}} \hat{\partial}^\beta \hat{I}_{q-1}
$$

$$
+ \frac{1}{p!q!} \int_M \Omega_{\alpha\bar{\beta}} \bar{\gamma}_{i_p,j_q} \psi^\alpha \bar{\gamma}_{\beta,j_{q}} \hat{\partial}^\beta \hat{I}_{q}.
$$

(1.3.8)

This formula yields the Akizuki-Nakano vanishing theorem [1] in the case of a negative line bundle. This derivation is more transparent than the usual proof using the identity $[\bar{\partial}, \Lambda] = \sqrt{-1} \partial^*$. It shows that the Akizuki-Nakano vanishing theorem holds because of the failure of $\square - \Box$ due to the curvature of the bundle.

1.4. The Hodge star operator $*$ composed with complex conjugation can be extended to an operator $\tilde{*}$ mapping $E$-valued $(p, q)$-forms to $E^*$-valued $(n - p, n - q)$-forms, where $n$ is the complex dimension of $M$. It is straightforward to verify that the $\nabla$ Bochner-Kodaira technique applied to an $E$-valued $(p, q)$-form $\psi$ is equivalent to the $\nabla$ Bochner-Kodaira technique applied to the $E^*$-valued $(n - p, n - q)$-form $\tilde{\psi}$.

2. The Morrey trick for the boundary term

2.1. The Morrey trick was introduced by Morrey [40, p. 176, Th. 6.1] to handle the boundary terms when the $\nabla$ Bochner-Kodaira technique is applied to a domain with boundary. He did the case of $(0, 1)$-forms, and Kohn [35, p. 113, Th. 5.6] extended it to the case of $(p, q)$-forms.

We use the notations of §1. Let $G$ be a relatively compact subdomain of $M$ with smooth boundary given by $G = \{\rho < 0\}$, where $\rho$ is a smooth function on $M$ so that the pointwise norm of $d\rho$ is identically one on $\partial G$. Let $\text{Dom}_G \tilde{\partial}^*$ denote the domain of the adjoint operator of the operator $\tilde{\partial}$ defined for smooth $E$-valued $(0, q - 1)$-forms. Then a smooth $E$-valued $(p, q)$-form $\psi$ on $G$ belongs to $\text{Dom}_G \tilde{\partial}^*$ if and only if

$$
\tilde{\partial}^* \rho_s \psi^\alpha_{i_p,j_q-1} = 0
$$

(2.1.1)

on $\partial G$, where $\rho_s = \partial_s \rho$. 

COMPLEX-ANALYTICITY OF HARMONIC MAPS
When one tries to derive (1.3.3) from (1.3.2) with $M$ replaced by $G$, one has the following two additional terms on the right-hand side:

$$\frac{1}{q!} \int_{\partial G} \rho \phi f_{p \ell}^{\alpha} \frac{\bar{\partial} \phi}{\bar{\partial} \phi} f_{p \ell}^{\alpha} - \frac{1}{q!} \int_{\partial G} \rho \phi f_{p \ell}^{\alpha} \nabla_{\phi} f_{\alpha} f_{p \ell}^{\alpha},$$

coming respectively from $\|\bar{\partial} \phi\|_G^2$ and $\|\nabla \phi\|_G^2$. (The boundary term form $\|\bar{\partial} \phi\|_G^2$ vanishes because $\phi$ belongs to $\text{Dom}_G \bar{\partial}^*$. ) By using (1.3.1) we combine these two boundary terms together to get

$$\frac{-1}{q!} \sum_{\nu=1}^{q} \int_{\partial G} \rho \phi f_{p \ell}^{\alpha} \nabla_{\phi} \phi f_{\alpha} f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha}.$$  

From (2.1.1) it follows that for 1 \leq \nu \leq q

$$\frac{1}{q!} \frac{\partial \phi}{\partial \phi} f_{\nu} f_{p \ell}^{\alpha} \nabla_{\phi} f_{\nu} f_{p \ell}^{\alpha} = \rho \phi f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha}$$

for some smooth $\psi_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha}$ on $\Gamma$. Applying $\Sigma_{\nu=1}^{q} \phi f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha}$ to (2.1.1) we obtain

$$\sum_{\nu=1}^{q} \psi_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} - \sum_{\nu=1}^{q} \rho \phi f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha}$$

$$= \sum_{\nu=1}^{q} \phi f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} = 0$$

on $\partial G$, because $\phi f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} = 0$ on $\partial G$ due to (2.1.1). Hence the boundary term in (2.1.2) becomes

$$\frac{1}{(q-1)!} \int_{\partial G} (\nabla_{\phi} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} - \phi f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha}).$$

We thus have the following formula:

$$\|\bar{\partial} \phi\|_G^2 + \|\bar{\partial} \phi\|_G^2 = \|\nabla \phi\|_G^2 + \frac{1}{(q-1)!} \int_{\partial G} (\nabla_{\phi} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} - \phi f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha})$$

$$+ \frac{1}{(q-1)!} \int_{\partial G} \Omega_{ab} \xi \phi f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha}$$

$$+ \frac{1}{(q-1)!} \int_{\partial G} R \xi \phi f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha}$$

$$+ \frac{1}{(p-1)!} \int_{G} \phi f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha} f_{\nu} f_{p \ell}^{\alpha}$$

for smooth $E$-valued $(p, q)$-form on $G$ belonging to $\text{Dom}_G \bar{\partial}^*$. 

**2.2.** It is natural to ask whether there is a similar Morrey trick to take care of the boundary terms of the $\nabla$ Bochner-Kodaira technique in the case of a
domain with boundary. Hopefully this trick can yield vanishing theorems in the case of pseudoconcave boundary so that it is in some sense dual to the original Morrey trick used to take care of pseudoconvex boundaries. Unfortunately so far such a dual Morrey trick has not been found. However, as observed in §1.4 the $\nabla$ and $\nabla^\ast$ Bochner-Kodaira techniques can be transformed to each other by the generalized Hodge star operator $\tilde{\ast}$. When the $\nabla$ Bochner-Kodaira technique is applied to a smooth $E$-valued $(p, q)$-form $\varphi$ on $\tilde{G}$, the boundary terms can be handled by expressing the integrand in terms of $\psi = \tilde{\varphi}$. A computation strictly analogous to that carried out above yields

$$\|\bar{\partial}^\ast \varphi\|^2_G + \|\bar{\partial}^\ast \tilde{\varphi}\|^2_G = \|\nabla \varphi\|^2_G \frac{1}{(n - q - 1)!} \int_{\partial G} (\bar{\partial}_j \partial_j p) \psi_{\alpha 1 \cdots (n-q-1)} \bar{\psi}_{\alpha 1 \cdots (n-q-1)}$$

$$+ \frac{1}{p! (q-1)!} \int_G \bar{\Omega}_{a\bar{b}} \bar{t} \psi^a_{1 \cdots p} \bar{t} \psi^{\bar{b}}_{1 \cdots q-1} \frac{1}{(p-1)! q!} \int_G R^k_{\alpha 1} \bar{t} \psi^a_{1 \cdots p} \bar{t} \psi^{\bar{b}}_{1 \cdots q-1}$$

$$+ \frac{1}{(p-1)! (q-1)!} \int_G \bar{R}^k_{\alpha 1} \bar{t} \psi^a_{1 \cdots p} \bar{t} \psi^{\bar{b}}_{1 \cdots q-1}$$

when $\psi = \tilde{\varphi}$ belongs to $\text{Dom}_{\tilde{G}} \bar{\partial}^\ast$. We need the condition $\psi \in \text{Dom}_{\tilde{G}} \tilde{\partial}^\ast$ instead of $\varphi \in \text{Dom}_G \bar{\partial}^\ast$ because the boundary terms are handled by the Morrey trick for the $\nabla$ Bochner-Kodaira technique after transformation by the generalized Hodge star operator $\tilde{\ast}$. The condition $\psi \in \text{Dom}_{\tilde{G}} \tilde{\partial}^\ast$ is easily seen to be equivalent to the condition

$$\tilde{\partial} \rho \wedge \varphi = 0$$

at every point of $\partial G$.

Because of a multilinear algebra lemma proved in §3.6 formula (2.2.1) for $\varphi$ is identical to formula (2.1.4) for $\tilde{\varphi}$.

### 3. The $\tilde{\partial} \tilde{\partial} \ast$ Bochner-Kodaira technique

3.1. In [53] the complex-analyticity of a harmonic map $f: M \to N$ between compact Kähler manifolds is proved under suitable negative curvature and rank conditions by considering the integral of $\bar{\partial} \bar{\partial} (h_{a\bar{b}} \bar{f}^a \wedge \bar{\partial} f^{\bar{b}}) \wedge \omega^{n-2}$ over $M$, where $h_{a\bar{b}}$ is the Kähler metric of $N$, $\omega$ is the Kähler form of $M$, and $n$ is the complex dimension of $M$. This leads one to using this kind of integral to get vanishing theorems for holomorphic vector bundles over compact Kähler manifolds. More precisely, let $E$ be a Hermitian holomorphic vector bundle
with Hermitian metric $h_{\alpha\beta}$ over an $n$-dimensional compact Kähler manifold $M$ with Kähler form $\omega$. For an $E$-valued $(0, q)$-form $\varphi$ on $M$ the integral of $\bar{\partial}\partial(h_{\alpha\beta}\varphi^\alpha \wedge \bar{\varphi}^\beta) \wedge \omega^{n-q-1}$ over $M$ vanishes by Stokes’ theorem. By expanding the integrand one obtains a vanishing theorem. We call this technique the $\bar{\partial}\partial$ Bochner-Kodaira technique. The vanishing theorem obtained this way looks at first sight different from the vanishing theorems obtained from the $\nabla$ and $\bar{\nabla}$ Bochner-Kodaira techniques. However, upon closer observation this $\bar{\partial}\partial$ Bochner-Kodaira technique is equivalent to the $\nabla$ Bochner-Kodaira technique. This equivalence can easily be obtained by using the exterior algebra of Hermitian vector spaces [62, Chap. I]. This is done in this section. The knowledge of this equivalence will be used in later sections of this paper to get new results on the complex-analyticity of harmonic maps.

3.2. Direct computation (by using normal coordinates of $M$ and normal fiber coordinates of $E$) yields

$$\frac{\partial}{\partial \xi^\alpha} \left( h_{\alpha\beta} \varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} \right) = \sqrt{-1} \Theta_{\alpha\beta} \varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} + \int_M \left. \frac{\partial}{\partial \xi^\alpha} \left( h_{\alpha\beta} \bar{\partial}\partial\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} \right) \right|_{\xi^\alpha=0}$$

$$\left. + \left( -1 \right)^{q+1} h_{\alpha\beta} \bar{\partial}\partial\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} \right|_{\xi^\alpha=0}$$

where $\Theta_{\alpha\beta}$ is the curvature form of $E$ (see §1.3), and $D\varphi^\alpha$ (respectively $D\bar{\partial}\partial\varphi^\alpha$) is the $E$-valued $(1, q)$-form (respectively $(1, q+1)$-form) obtained from $\varphi$ (respectively $\bar{\partial}\partial\varphi$) by covariant differentiation. Integrating it over $M$ yields

$$\sqrt{-1} \int_M \Theta_{\alpha\beta} \varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} + \int_M h_{\alpha\beta} D\bar{\partial}\partial\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1}$$

$$+ \left( -1 \right)^{q+1} \int_M h_{\alpha\beta} \bar{\partial}\partial\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1}$$

$$\left. + \left( -1 \right)^q h_{\alpha\beta} D\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} \right|_{\xi^\alpha=0}$$

$$\left. - \int_M h_{\alpha\beta} \varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} \right|_{\xi^\alpha=0} = 0.$$ 

We now apply integration by parts to the second term and the last term. From

$$d \left( h_{\alpha\beta} \bar{\partial}\partial\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} \right)$$

$$= h_{\alpha\beta} D\bar{\partial}\partial\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} + \left( -1 \right)^q h_{\alpha\beta} \bar{\partial}\partial\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1},$$

it follows that

$$\int_M h_{\alpha\beta} D\bar{\partial}\partial\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} = \left( -1 \right)^q \int_M h_{\alpha\beta} \bar{\partial}\partial\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1}.$$ 

Likewise

$$\int_M h_{\alpha\beta} \varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1} = \left( -1 \right)^q \int_M h_{\alpha\beta} \bar{\partial}\partial\varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \omega^{n-q-1}. $$
Hence
\begin{equation}
(-1)^q \int_M h_{a\bar{b}} \bar{\partial} \bar{\partial} \phi^a \wedge \bar{\partial} \partial \phi^\bar{b} \wedge \omega^{n-q-1} + (-1)^q \int_M h_{a\bar{b}} D \bar{\partial} \phi^a \wedge \bar{\partial} \partial \phi^\bar{b} \wedge \omega^{n-q-1} \\
+ \sqrt{-1} \int_M \Theta_{a\bar{b}} \wedge \phi^a \wedge \bar{\partial} \partial \phi^\bar{b} \wedge \omega^{n-q-1} = 0.
\end{equation}

(3.2.2)

We are going to transform, by using the exterior algebra of Hermitian vector spaces, each term in (3.2.2) to a corresponding term obtained from the Bochner-Kodaira technique.

3.3. We collect together the formulas we need concerning exterior algebras of Hermitian vector spaces. We use the following standard notations. Let $L$ be the operator of taking wedge product with the Kähler form $\omega$. Let $\langle \cdot, \cdot \rangle$ be the pointwise inner product. Let $\Lambda$ be the adjoint operator of $L$ with respect to $\langle \cdot, \cdot \rangle$. The Hodge star operator $\ast$ is with respect to $\langle \cdot, \cdot \rangle$. A $k$-form $\psi$ is called primitive if $\Lambda \psi = 0$.

For any primitive $k$-form $\psi$ and $s \leq r$

(3.3.1) $\Lambda^s L^r \psi = \left( \prod_{i=0}^{s-1} (r - i) \right) \left( \prod_{j=1}^{s} (n - k - r + j) \right) L^{r-s} \psi.$

Let $\varepsilon_{p,q} = (-1)^{(p+q)(p+q+1)}(\sqrt{-1})^{p-q}$. For any primitive $(p, q)$-form $\psi$ with $p + q = k$

(3.3.2) $\ast L^r \psi = \varepsilon_{p,q} \frac{l!}{(n - k - l)!} L^{n-k-l} \psi$

for $0 \leq l \leq n - k$. One has $\ast L^r \psi = 0$ if $l > n - k$.

Every $k$-form $\nu$ can be uniquely written as

(3.3.3) $\nu = \sum_r L^r \nu_r,$

where each $\nu_r$ is primitive, and $r$ runs from $\max(0, k - n)$ to the largest integer $[k/2]$ not exceeding $k/2$.

For proofs of these three formulas see [62, pp. 21–28].

3.4. Lemma. For any $(1, q)$-form $\eta$

\begin{equation}
\varepsilon_{1,q} \eta \wedge \bar{\eta} \wedge \frac{\omega^{n-q-1}}{(n-q-1)!} = \langle \eta, \eta \rangle - \langle \Lambda \eta, \Lambda \eta \rangle \frac{\omega^n}{n!}.
\end{equation}

(3.4.1)

Proof. By (3.3.3) we can write uniquely $\eta = \eta_0 + L \eta_1$, where $\eta_0, \eta_1$ are both primitive. Then by (3.3.1)
One has
\[
\langle \eta, \eta \rangle = \langle \eta_0, \eta_0 \rangle + \langle \eta_0, L \eta_1 \rangle + \langle L \eta_1, \eta_0 \rangle + \langle L \eta_1, L \eta_1 \rangle = \langle \eta_0, \eta_0 \rangle + \langle \Lambda \eta_0, \eta_1 \rangle + \langle \eta_1, \Lambda \eta_0 \rangle + \langle \eta_1, \Lambda L \eta_1 \rangle.
\]

Hence
\[
(3.4.2) \quad \langle \eta, \eta \rangle = \langle \eta_0, \eta_0 \rangle + (n - q + 1)\langle \eta_1, \eta_1 \rangle.
\]

Since \( \varepsilon_{1,q} = -\varepsilon_{0,q-1} \) by direct computation, it follows from (3.3.2) that
\[
\begin{align*}
\varepsilon_{1,q} \eta \wedge \bar{\eta} & \wedge \omega^{n-q-1} = \varepsilon_{1,q} (\eta_0 + L \eta_1) \wedge (\bar{\eta}_0 + L \bar{\eta}_1) \wedge \omega^{n-q-1} \\
& = \varepsilon_{1,q} \eta_0 \wedge L^{n-q-1} \bar{\eta}_0 - \varepsilon_{0,q-1} \eta_0 \wedge L^{n-q-1} \bar{\eta}_1 \\
& \quad + \varepsilon_{1,q} L \eta_1 \wedge L^{n-q-1} \bar{\eta}_0 - \varepsilon_{0,q-1} \eta_1 \wedge L^{n-q-1} \bar{\eta}_1 \\
& = [(n - q - 1)! \langle \eta_0, \eta_0 \rangle - (n - q)! \langle \eta_0, L \eta_1 \rangle + (n - q + 1)! \langle \eta_1, \eta_1 \rangle] \frac{\omega^n}{n!} \\
& = [(n - q - 1)! \langle \eta_0, \eta_0 \rangle - (n - q + 1)! \langle \eta_1, \eta_1 \rangle] \frac{\omega^n}{n!}.
\end{align*}
\]

because \( \langle \eta_0, L \eta_1 \rangle = \langle \Lambda \eta_0, \eta_1 \rangle = 0 \). By (3.4.2) we have
\[
\begin{align*}
\varepsilon_{1,q} \eta \wedge \bar{\eta} & \wedge \frac{\omega^{n-q-1}}{(n-q-1)!} \\
& = [(\langle \eta_0, \eta_0 \rangle - (n - q)(n - q + 1)\langle \eta_1, \eta_1 \rangle) \frac{\omega^n}{n!} \\
& = [(\langle \eta, \eta \rangle - (n - q + 1)^2 \langle \eta_1, \eta_1 \rangle) \frac{\omega^n}{n!} \\
& = [\langle \eta, \eta \rangle - \langle \Lambda \eta, \Lambda \eta \rangle] \frac{\omega^n}{n!}.
\end{align*}
\]

3.5. Lemma. (a)
\[
-\varepsilon_{0,q} \Theta_{\alpha \beta} \wedge \varphi^\alpha \wedge \bar{\varphi}^\beta \wedge \frac{\omega^{n-q-1}}{(n-q-1)!} = \left( \frac{1}{q!} \Omega_{\alpha \beta} \varphi_j \bar{\varphi}^j \right) \frac{\omega^n}{n!},
\]
where as before \( \Theta_{\alpha \beta} = -\sqrt{-1} \Omega_{\alpha \beta} dz^s \wedge dz^t \) and \( \Omega_{\alpha \beta} = \Omega_{\alpha \beta} \omega^{st} \) with \( \omega = \sqrt{-1} g_{st} dz^s \wedge dz^t \).
(b) Let $\zeta = \overline{\varphi}$. Then
\[ \varepsilon_{0,q} \Theta_{\alpha \beta} \wedge \varphi^\alpha \wedge \overline{\varphi^\beta} \wedge \frac{\omega^{n-q-1}}{(n-q-1)!} \]
\[ = \frac{1}{n! (n-q)!} \Omega_{\alpha \beta \gamma \delta} \zeta^\gamma \zeta^\delta \zeta_{\alpha \beta} \zeta_{\gamma \delta} \zeta_{\gamma \delta} \zeta_{\gamma \delta} \frac{\omega^n}{n!} . \]

**Proof.** (a) Since $\varphi^\beta$ is a $(0, q)$-form, it is primitive. By (3.3.2),
\[ -\varepsilon_{0,q} \Theta_{\alpha \beta} \wedge \varphi^\alpha \wedge \overline{\varphi^\beta} \wedge \frac{\omega^{n-q-1}}{(n-q-1)!} = -\Theta_{\alpha \beta} \wedge \varphi^\alpha \wedge *L \varphi^\beta \]
\[ = \langle -\Theta_{\alpha \beta} \wedge \varphi^\alpha, L \varphi^\beta \rangle \frac{\omega^n}{n!} \]
\[ = \langle \Lambda(-\Theta_{\alpha \beta} \wedge \varphi^\alpha), \varphi^\beta \rangle \frac{\omega^n}{n!} . \]

Using local coordinates we have
\[ -\left( \Theta_{\alpha \beta} \wedge \varphi^\alpha \right)_{\text{vol}} = \sqrt{-1} \left( \Omega_{\alpha \beta \gamma \delta} \varphi^\gamma \varphi^\delta - \sum_{\gamma=1}^{q} \Omega_{\alpha \beta \gamma \delta} \varphi^\gamma_{j_1} \cdots \varphi^\gamma_{j_q} \right) . \]

Contracting both sides with $g^{\alpha \beta}$ we obtain
\[ -\left( \varphi^\alpha \right)_{\text{vol}} = \Omega_{\alpha \beta \gamma \delta} \varphi^\gamma \varphi^\delta - \sum_{\gamma=1}^{q} \Omega_{\alpha \beta \gamma \delta} \varphi^\gamma_{j_1} \cdots \varphi^\gamma_{j_q} , \]
from which the desired equation follows upon taking the inner product with $\varphi^\beta$.

(b) We choose local coordinates and fiber coordinates such that both Hermitian matrices $h_{\alpha \beta}$ and $g_{ij}$ are identity matrices. Let $\Sigma'$ denote summation over distinct indices. Then
\[ -\varepsilon_{0,q} \Theta_{\alpha \beta} \wedge \varphi^\alpha \wedge \overline{\varphi^\beta} \wedge \omega^{n-q-1} \]
\[ = \frac{1}{(q+1)!} \sum_{j_1, \ldots, j_n} \omega^{n-q} \Omega_{\alpha \beta \gamma \delta} \varphi^\gamma_{j_1} \cdots \varphi^\gamma_{j_{q+1}} \varphi^\beta_{j_1} \cdots \varphi^\beta_{j_{q+1}} = \frac{1}{(q+1)!} \sum_{\alpha, \beta, \ldots, \gamma} \omega^{n-q} \Omega_{\alpha \beta \gamma \delta} \varphi^\gamma_{j_1} \cdots \varphi^\gamma_{j_{q+1}} , \]
from which the desired equation follows. q.e.d.

In the proof of Lemma 3.5 computation is carried out pointwise, and only multilinear algebra is used. By using local coordinates so that both Hermitian
matrices $h_{\alpha \beta}$ and $g_{ij}$ are identity matrices, we can combine Part (a) and Part (b) of Lemma 3.5 together to obtain the following lemma in multilinear algebra which will be used later in this paper.

3.6. Lemma. Let $\alpha, \beta$ run from 1 to $r$, and $j_1, \ldots, j_n, s, t$ from 1 to $n$. Fix a positive integer $q < n$. Let $\xi_{j_1, \ldots, j_q}^a, \ldots, \xi_{j_1, \ldots, j_q}^s$ be complex numbers. Assume $\xi_{j_1, \ldots, j_q}^a$ is skew-symmetric in $j_1, \ldots, j_q$. Define

$$\theta_{a_{j_1, \ldots, j_q}} = \sum_{j_1, \ldots, j_q} \text{sgn} \left( \begin{array}{c} j_1 \\ \vdots \\ j_n \end{array} \right) \frac{\xi_{j_1, \ldots, j_q}^a}{\xi_{j_1, \ldots, j_q}^1 \cdots \xi_{j_1, \ldots, j_q}^n}.$$ 

Then

$$\frac{1}{(n - q - 1)!} \sum_{a, \beta, s, t, j_1, \ldots, j_n} \Xi_{a_{j_1, \ldots, j_q}} \theta_{a_{j_1, \ldots, j_q}} \theta_{a_{j_1, \ldots, j_q}} = \frac{1}{q!} \sum_{a, \beta, j_1, \ldots, j_q} \Xi_{a_{j_1, \ldots, j_q}} \xi_{j_1, \ldots, j_q}^a \xi_{j_1, \ldots, j_q}^a - \frac{1}{(q - 1)!} \sum_{a, \beta, s, t, j_1, \ldots, j_q} \Xi_{a_{j_1, \ldots, j_q}} \xi_{j_1, \ldots, j_q}^a \xi_{j_1, \ldots, j_q}^a,$$

where $\Xi_{a^b} = \sum_{s=1}^n \Xi_{a^b s^s}$.

3.7. We are now ready to transform the terms in (3.2.2) to terms obtained from the $\nabla$ Bochner-Kodaira technique. The procedure is done pointwise. Fix a point of $M$, and choose local coordinates of $M$ and fiber coordinates of $E$ so that at that point both Hermitian matrices $g_{ij}$ and $h_{\alpha \beta}$ are equal to identity matrices.

By applying (3.3.2) to the case $\psi = \nabla \varphi$ and $l = 0$, we obtain

$$\epsilon_{0, q+1} h_{\alpha \beta} \nabla \varphi^a \wedge \nabla \varphi^b \wedge \frac{\omega^{n-q-1}}{(n-q-1)!} = \sum_{a=1}^r \nabla \varphi^a \wedge * \nabla \varphi^a = \langle \nabla \varphi, \nabla \varphi \rangle \frac{\omega^n}{n!}.$$

By applying Lemma 3.4 to the case $\eta = D\varphi^a$, we obtain

$$-\| \nabla \varphi \|^2_M + \| \nabla \varphi \|^2_M = \frac{\omega^{n-q-1}}{(n-q-1)!} (\langle \nabla \varphi, \nabla \varphi \rangle - \langle \nabla \varphi, \nabla \varphi \rangle) \frac{\omega^n}{n!},$$

because $\nabla \varphi = D\varphi$ and $\nabla \varphi = D\varphi$. Using Lemma 3.5(a) and $\epsilon_{1, q} = -\epsilon_{0, q+1} = (-1)^{q+1} \sqrt{-1} \epsilon_{0, q}$, we conclude that, after we multiply the equation (3.2.2) by $(-1)^q \epsilon_{1, q} / (n - q - 1)!$, we obtain

$$-\| \nabla \varphi \|^2_M + \| \nabla \varphi \|^2_M = \frac{1}{(q - 1)!} \Omega_{\alpha \beta} \varphi^a J_{q-1} \varphi^{\beta a} - \frac{1}{(q - 1)!} \Omega_{\alpha \beta} \varphi^a J_{q-1} \varphi^{\beta a} = 0.$$
which is the same as the equation obtained by the $\nabla$ Bochner-Kodaira technique.

3.8. Even in the case of Kähler manifolds with boundaries the $\bar{\partial} \bar{\partial}$ Bochner-Kodaira technique is equivalent to the $\nabla$ Bochner-Kodaira technique. We drop the condition that $M$ is compact. Let $G$ be a relatively compact subdomain of $M$ with smooth boundary. Let $\varphi$ be a smooth $E$-valued $(0, q)$-form on $\bar{G}$. When we apply the $\bar{\partial} \bar{\partial}$ Bochner-Kodaira technique to $G$ instead of $M$, we get the following three additional boundary terms on the left-hand side of (3.2.2) (besides the three integrals over $G$).

$$
- \int_{\partial G} \bar{\partial} (h_{\alpha \beta} \varphi^\alpha \wedge \bar{\varphi}^{\beta} \wedge \omega^{n-q-1}) + \int_{\partial G} h_{\alpha \beta} \bar{\partial} \varphi^\alpha \wedge \bar{\varphi}^{\beta} \wedge \omega^{n-q-1} 
+ (-1)^{q+1} \int_{\partial G} h_{\alpha \beta} \varphi^\alpha \wedge \bar{\partial} \varphi^{\beta} \wedge \omega^{n-q-1},
$$

which is equal to

$$
(-1)^{q+1} \int_{\partial G} h_{\alpha \beta} \varphi^\alpha \wedge \bar{D} \varphi^{\beta} \wedge \omega^{n-q-1}.
$$

Let $G = \{ \rho < 0 \}$, where $\rho$ is a smooth function on $M$ so that the pointwise norm of $d\rho$ is identically one on $\partial D$. We use the following formula to convert the above two boundary integrals. For any $(2n - 1)$-form $\eta$ on $\partial G$

$$
\int_{\partial G} \eta = \int_{\partial G} \left< d\rho \wedge \eta, \frac{\omega^n}{n!} \right>,
$$

where on the right-hand side the integral is with respect to the volume form of $\partial G$ which is omitted.

As in the $\nabla$ Bochner-Kodaira technique in the case with boundary, we assume that $\bar{\varphi}$ belongs to $\text{Dom}_{\bar{G}} \bar{\partial}^*$. According to (2.2.2) this condition is equivalent to $\partial \bar{\rho} \wedge \varphi = 0$ at every point of $\partial G$. Hence

$$
\int_{\partial G} h_{\alpha \beta} \varphi^\alpha \wedge D \varphi^{\beta} \wedge \omega^{n-q-1} = \int_{\partial G} \left< \partial \bar{\rho} \wedge h_{\alpha \beta} \varphi^\alpha \wedge \bar{\partial} \varphi^{\beta} \wedge \omega^{n-q-1}, \frac{\omega^n}{n!} \right>
$$

vanishes. For the other boundary term we have

$$
(-1)^{q+1} \int_{\partial G} h_{\alpha \beta} \varphi^\alpha \wedge \bar{D} \varphi^{\beta} \wedge \omega^{n-q-1}
$$

$$
= (-1)^{q+1} \int_{\partial G} \left< \partial \rho \wedge h_{\alpha \beta} \varphi^\alpha \wedge D \varphi^{\beta} \wedge \omega^{n-q-1}, \frac{\omega^n}{n!} \right>.
$$

From the vanishing of $\partial \bar{\rho} \wedge \varphi$ at every point of $\partial G$ it follows that $\partial \rho \wedge \varphi = \rho \psi$ for some $E$-valued $(0, q+1)$-form $\psi$ on $\bar{G}$. Applying $D$ to both sides, we obtain

$$
\partial \bar{\partial} \rho \wedge \varphi - \bar{\partial} \rho \wedge D \varphi = \partial \rho \wedge \psi.
$$
at every point of $\partial G$. Hence

$$\partial \rho \wedge h_{\alpha \beta} \varphi^\alpha \wedge D\varphi^\beta = (-1)^q h_{\alpha \beta} \varphi^\alpha \wedge \overline{\partial \rho} \wedge D\varphi^\beta$$

$$= (-1)^q h_{\alpha \beta} \varphi^\alpha \wedge \overline{\partial \rho} \wedge \varphi^\beta + (-1)^{q+1} h_{\alpha \beta} \varphi^\alpha \wedge \partial \rho \wedge \varphi^\beta$$

$$= (-1)^q \partial \overline{\partial \rho} \wedge h_{\alpha \beta} \varphi^\alpha \wedge \overline{\varphi^\beta}$$

at every point of $\partial G$, because $\overline{\partial \rho} \wedge \varphi = 0$ at every point of $\partial G$. Thus

$$( -1 )^{q+1} \int_{\partial G} h_{\alpha \beta} \varphi^\alpha \wedge D\varphi^\beta \wedge \omega^{n-q-1}$$

$$= - \int_{\partial G} \left( \partial \overline{\partial \rho} \wedge h_{\alpha \beta} \varphi^\alpha \wedge \overline{\varphi^\beta} \wedge \omega^{n-q-1} \right),$$

The integrand corresponds to the value of the Levi form at $\varphi$.

4. Various notions of positivity

4.1. In this section we give the various notions of positivity which will be needed for the discussion of the complex-analyticity of harmonic maps and other results of this paper.

**Definition.** Let $M$ be a Kähler manifold with Kähler metric $g_{i\bar{j}}$. A Hermitian holomorphic vector bundle $E$ over $M$ with curvature form $\Theta_{\alpha \beta} = -\sqrt{-1} \sum_{i, j} \Omega_{\alpha i \beta j} dz^i \wedge d\bar{z}^j$ is said to be Nakano $q$-positive (respectively semipositive, negative, seminegative) if at any point of $M$ with $g_{i \bar{j}} = \delta_{i \bar{j}}$ (the Kronecker delta), for any nonzero set of complex numbers $\xi^a_i$ which is skew-symmetric in the $q$-tuple $I_q$ of indices, the expression

$$- \sum_{\alpha, \beta, k, l, I_q} \Omega_{\alpha k \beta l} \xi^a_k \xi^a_l$$

is positive (respectively nonnegative, negative, nonpositive).

**Remarks.** 1. Any subbundle of a Nakano $q$-(semi)negative vector bundle is also Nakano $q$-(semi)negative (cf. the computations of [26, p. 197, (2.14)]).

2. In the case when $E$ is a line bundle, Nakano $q$-positivity (respectively semipositivity, negativity, seminegativity) means that at every point the sum of any set of $q$ eigenvalues of the curvature form is positive (respectively nonnegative, negative, nonpositive) when the eigenvalues are computed with respect to the Kähler metric of $M$.

**Definition.** $E$ is said to be $q$-positive (respectively semipositive, negative, seminegative) in the dual Nakano sense if at every point of $M$ with $g_{i \bar{j}} = \delta_{i \bar{j}}$, for...
any nonzero set of complex numbers $\xi_{I_q}$, which is skew-symmetric in the $q$-tuple $I_q$ of indices, the expression

$$- \sum_{\alpha, \beta, k, l, I_{q-1}} \Omega_{abk}^{\beta a} \xi_{I_{q-1}}^{k} \xi_{I_{q-1}}^{l}$$

is positive (respectively nonnegative, negative, nonpositive).

Remarks. 1. When $E$ is a line bundle, Nakano $k$-positivity is equivalent to $k$-positivity in the dual Nakano sense. The same holds for semipositivity, negativity, and seminegativity.

2. When the exterior product $\wedge^q E$ of $q$ copies of $E$ is given the Hermitian metric induced from $E$, $E$ is Nakano $q$-positive (respectively $q$-positive in the dual Nakano sense) if and only if $\wedge^q E$ is Nakano 1-positive (respectively 1-positive in the dual Nakano sense). The same holds for semipositivity, negativity, and seminegativity.

3. The condition that the curvature tensor of a Kähler manifold is very strongly (semi)negative as defined in [53] is equivalent to its tangent bundle being 1-(semi)negative in the dual Nakano sense.

4.2. For vector bundles of rank $> 1$ Nakano $q$-positivity is in general different from $q$-positivity in the dual Nakano sense. As an illustration we give below the example which is responsible for motivating part of the discussion which leads to the results of this paper. We take the holomorphic tangent bundle $T_{P_2}$ of $P_2$. Using the Fubini-Study metric and a suitable coordinate system, we have $g_{ij} = \delta_{ij}$ and

$$\Omega_{1111} = \Omega_{2222} = -2,$$
$$\Omega_{1122} = \Omega_{2211} = \Omega_{2112} = \Omega_{2211} = -1,$$

with all the other components $\Omega_{abij}$ being zero. The bundle $T_{P_2}$ is 1-positive in the dual Nakano sense, because the Hermitian matrix

$$- \begin{pmatrix} \Omega_{1111} & \Omega_{1112} & \Omega_{1211} & \Omega_{1212} \\ \Omega_{1122} & \Omega_{1221} & \Omega_{1222} & \Omega_{2112} \\ \Omega_{2111} & \Omega_{2112} & \Omega_{2211} & \Omega_{2212} \\ \Omega_{2122} & \Omega_{2212} & \Omega_{2221} & \Omega_{2222} \end{pmatrix} = \begin{pmatrix} 2 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 2 \end{pmatrix}$$

is positive definite. However, the bundle $T_{P_2}$ is only Nakano 1-semipositive and not Nakano 1-positive, because the Hermitian matrix

$$- \begin{pmatrix} \Omega_{1111} & \Omega_{1112} & \Omega_{1211} & \Omega_{1212} \\ \Omega_{1122} & \Omega_{1221} & \Omega_{1222} & \Omega_{2112} \\ \Omega_{2111} & \Omega_{2112} & \Omega_{2211} & \Omega_{2212} \\ \Omega_{2122} & \Omega_{2212} & \Omega_{2221} & \Omega_{2222} \end{pmatrix} = \begin{pmatrix} 2 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 2 \end{pmatrix}$$
is only positive semidefinite and not positive definite (the second and third rows being equal).

4.3. Lemma. A Hermitian holomorphic vector bundle $E$ over a Kähler manifold is $q$-positive (respectively semipositive, negative, seminegative) in the dual Nakano sense if and only if its dual bundle $E^*$ is Nakano $q$-negative (respectively seminegative, positive, semipositive).

Proof. Let $h^{a\overline{b}}$ be the Hermitian metric of $E$. Then $h^{a\overline{b}}$ is the Hermitian metric of $E^*$. Fix a point and choose local trivializations of $E$ and $E^*$ so that at that point $h^{a\overline{b}} = \delta_{a\overline{b}}$ and $dh^{a\overline{b}} = 0$. The curvature form $\Theta_{a\overline{b}} = -\sqrt{-1} \sum_{i,j} \Omega_{a\overline{b}ij} dz^i \wedge \overline{dz}^j$ of $E$ is given by $\Omega_{a\overline{b}ij} = \partial \partial^*_j h^{a\overline{b}}$. The curvature form $\Theta^*_{a\overline{b}} = -\sqrt{-1} \sum_{i,j} \Omega^*_{a\overline{b}ij} dz^i \wedge \overline{dz}^j$ of $E^*$ is given by $\Omega^*_{a\overline{b}ij} = \partial \partial^*_j h^{a\overline{b}}$. Since

$$0 = \partial \overline{\partial} (h^{a\overline{b}} \partial \overline{\partial} h^{a\overline{b}}) = (\partial \overline{\partial} h^{a\overline{b}}) h^{a\overline{b}} + h^{a\overline{b}} \partial \overline{\partial} h^{a\overline{b}} + \partial \overline{\partial} h^{a\overline{b}},$$

it follows that $\Omega^*_{a\overline{b}ij} = -\Omega_{a\overline{b}ij}$, from which the assertions of the lemma are clear. q.e.d.

As a corollary of Lemma 4.3, any quotient bundle of a $q$-(semi)positive bundle in the dual Nakano sense is also $q$-(semi)positive in the dual Nakano sense.

4.4. Definition. Let $E$ be a Hermitian holomorphic vector bundle over a complex manifold $M$ of complex dimension $n$. Let $\Theta_{a\overline{b}} = -\sqrt{-1} \sum_{i,j} \Omega_{a\overline{b}ij} dz^i \wedge \overline{dz}^j$ be the curvature form of $E$. The bundle $E$ is said to be Griffiths $q$-positive (respectively semipositive, negative, seminegative) if at any point of $M$ and for any nonzero set of complex number $\xi^a$ the $(1,1)$-form $\sum_{a,\beta} \Theta_{a\overline{b}} \xi^a \xi^\beta$ has at least $n - q + 1$ positive (respectively nonnegative, negative, nonpositive) eigenvalues.

Remarks. 1. Clearly $E$ is Griffiths $q$-positive (respectively semipositive, negative, seminegative) if and only if its dual bundle $E^*$ is Griffiths $q$-negative (respectively seminegative, positive, semipositive). This property is different from the case of Nakano positivity and negativity.

2. $E$ is Griffiths $q$-positive if $E$ is Nakano $q$-positive of if $E$ is $q$-positive in the dual Nakano sense. The same holds for semipositivity, negativity, and seminegativity. On the other hand, Demailly and Skoda [14], [15] proved that if $E$ is Griffiths 1-(semi)positive over $M$, then $E \otimes \det E$ and $E^* \otimes (\det E)^k$ are both Nakano 1-(semi)positive and are also 1-(semi)positive in the dual Nakano sense, where $k$ is the minimum of the rank of $E$ and the complex dimension of $M$.

3. When $E$ is a line bundle, Griffiths $q$-positivity (respectively semipositivity, negativity, seminegativity) means that the curvature form has at least $n - q + 1$ positive (respectively semipositive, negative, seminegative) eigenvalues at every point.
4. Any subbundle of a Griffiths \( q \)-(semi)negative vector bundle is also
Griffiths \( q \)-(semi)negative when given the induced Hermitian metric (see [26, p.
197, (2.14)]). Any quotient bundle of a Griffiths \( q \)-(semi)positive vector bundle
is also Griffiths \( q \)-(semi)positive when given the induced Hermitian metric.

The following lemma follows from the standard projectivization argument
(see [26, pp. 201–203]).

4.5. Lemma. Let \( E \) be a Hermitian holomorphic vector bundle of rank \( r \) over
a complex manifold \( M \). Let \( \pi: \mathbb{P}(E) \to M \) be the projective bundle over \( M \)
associated to \( E \), and let \( L \) be the tautological line bundle over \( \mathbb{P}(E) \) with the
Hermitian metric induced from that of \( E \). Then the following two statements hold:

(a) \( E \) is Griffiths \( q \)-(semi)negative if and only if \( L \) is Griffiths \( q \)-(semi)negative.

(b) \( E \) is Griffiths \( q \)-(semi)positive if and only if \( L \) is Griffiths \((q + r - 1)\)-(semi)positive.

To conclude this section, we give a generalization of the Akizuki-Nakano
theorem to the case of vector bundles which are \( 1 \)-seminegative and \( k \)-negative
in the sense of Griffiths. This generalization will not be used in this paper, but
the idea of its proof will be used later in \( \S 9 \).

4.6. Lemma. Let \( M \) be a compact Kähler manifold of complex dimension \( n \)
with Kähler form \( \omega \). Let \( 1 \leq k \leq n \) and let \( u \) be a smooth \((1,1)\)-form on \( M \), which
is positive semidefinite and has at least \( k \) positive eigenvalues at every point of \( M \).
For \( \varepsilon > 0 \) let \( \omega_\varepsilon = u + \varepsilon \omega \). Then for \( \varepsilon \) sufficiently small the following condition is satisfied at every point \( x \) of \( M \):
For \( p + q < k \) and for any subset \( A \) of \( p \) distinct elements and any subset \( B \) of \( q \) distinct elements in \( \{1, \ldots, n\} \),

\[
\sum_{\gamma=1}^{n} \lambda_\gamma(x) - \sum_{\alpha \in A} \lambda_\alpha(x) - \sum_{\beta \in B} \lambda_\beta(x)
\]
is positive, where \( \lambda_1(x) \geq \lambda_2(x) \geq \cdots \geq \lambda_n(x) \) are the eigenvalues of \( u \)
with respect to the Kähler metric whose Kähler form is \( \omega_\varepsilon \).

Proof. For \( x \in M \) let \( \lambda_1(x) \geq \lambda_2(x) \geq \cdots \geq \lambda_n(x) \) be the eigenvalues of \( u \)
at \( x \) with respect to the Kähler metric whose Kähler form is \( \omega \). The functions
\( \lambda_\alpha(x), 1 \leq \alpha \leq n, \) are continuous functions of \( x \). Clearly

\[
\lambda_\alpha(x, \varepsilon) = \frac{\lambda_\alpha(x)}{\lambda_\alpha(x) + \varepsilon}, 1 \leq \alpha \leq n.
\]

Let \( f(\varepsilon, x) \) be the minimum of

\[
\sum_{\gamma=1}^{n} \lambda_\gamma(x) - \sum_{\alpha \in A} \lambda_\alpha(x) - \sum_{\beta \in B} \lambda_\beta(x)
\]
over all \( A \) and \( B \), where \( A \) is a subset of \( p \) distinct elements, and \( B \) is a subset of \( q \) distinct elements in \( \{1, \cdots, n\} \). For \( p + q \) even, let \( l_1 = l_2 = \frac{1}{2}(p + q) \). For \( p + q \) odd, let \( l_1 = \frac{1}{2}(p + q - 1) \) and \( l_2 = \frac{1}{2}(p + q - 1) \). Clearly the minimum \( f(\epsilon, x) \) is achieved when \( A = \{1, \cdots, l_1\} \) and \( B = \{1, \cdots, l_2\} \). Thus

\[
f(\epsilon, x) = \sum_{\alpha=1}^{k} \lambda_\alpha(\epsilon, x) - \sum_{\beta=1}^{l_2} \lambda_\alpha(\epsilon, x)
= \sum_{\alpha=1}^{k} \frac{\lambda_\alpha(\epsilon, x)}{\lambda_\alpha(\epsilon, x) + \epsilon} - \sum_{\beta=1}^{l_2} \frac{\lambda_\alpha(\epsilon, x)}{\lambda_\alpha(\epsilon, x) + \epsilon},
\]

which approaches \( k - (p + q) \) uniformly in \( x \) as \( \epsilon \) approaches zero, because each \( \lambda_\alpha(x) \) is a positive continuous function on \( M \) for \( 1 \leq \alpha \leq k \). Hence for \( \epsilon \) sufficiently small, \( f(\epsilon, x) \) is positive for every \( x \in M \).

4.7. Proposition. Let \( M \) be a compact Kähler manifold of complex dimension \( n \). Let \( 1 \leq s \leq n \). Let \( L \) be a Hermitian holomorphic line bundle over \( M \), which is Griffiths 1-seminegative and Griffiths \( s \)-negative. Then \( H^p(M, \Omega^s_M \otimes L) \) vanishes for \( p + q < n - s \).

Proof. Let \( \omega \) be the Kähler form of \( M \), and \( \nu \) the curvature form of \( L \). Let \( u = -\nu \) and \( k = n - s + 1 \). We use the notations of Lemma 4.6. Then the assumptions of Lemma 4.6 are satisfied, and we obtain a sufficiently small \( \epsilon > 0 \). We give \( M \) the new Kähler form \( \omega_\epsilon \). Fix \( p \) and \( q \) with \( p + q < k \). Let \( \varphi \) be an \( L \)-valued \((p, q)\)-form on \( M \), which is harmonic with respect to the new Kähler form \( \omega_\epsilon \). On the manifold \( M \) with the new Kähler metric \( \omega_\epsilon \) (and with \( E = L \)), when we take the global inner product of both sides of (1.3.7) with \( \varphi \), we obtain \(-\|\varphi\|^2_M - \|\bar{\partial}^* \varphi\|^2_M\) from the left-hand side, and obtain from the right-hand side an expression which is \( \geq \eta \|\varphi\|^2_M \), where \( \eta \) is the minimum over \( x \in M \) of the function \( f(\epsilon, x) \) defined in the proof of Lemma 4.6. Since \( \eta \) is positive, it follows that \( \varphi \) is identically zero.

4.8. Theorem. Let \( M \) be a compact Kähler manifold of complex dimension \( n \), and let \( E \) be a Hermitian holomorphic vector bundle of rank \( r \) over \( M \), which is Griffiths 1-seminegative and Griffiths \( k \)-negative for some \( 1 \leq k \leq n \). Then \( H^p(M, \Omega^s_M \otimes E) \) vanishes for \( p + q < n - k - r + 1 \).

Proof. This theorem follows from Proposition 4.7 and the argument of Schneider [48].

5. Complex-analyticity of harmonic maps

5.1. In [53] the complex-analyticity of a harmonic map between compact Kähler manifolds when the target manifold is strongly negatively curved in the sense of [53] was proved by using the \( \partial \bar{\partial} \) Bochner-Kodaira technique. The
difference between Bochner-Kodaira techniques for bundle-valued forms and Bochner-Kodaira techniques for harmonic maps lies only in the curvature terms in the formula. Since the $\bar{\partial}\bar{\partial}$ Bochner-Kodaira technique is equivalent to the $\nabla$ Bochner-Kodaira technique, the complex-analyticity of harmonic maps can also be proved by using the $\nabla$ Bochner-Kodaira technique. Such a proof was given in [55] without explaining how it is related to the old proof of [53].

Here we investigate the complex-analyticity of harmonic maps when the target manifold is strongly seminegatively curved in the sense of [53]. A class of examples of such target manifolds are the compact quotients of bounded symmetric domains of rank higher than one. We obtain the complex-analyticity of the harmonic map, when the curvature tensor of the target manifold is very strongly seminegative in the sense of [53] and is sufficiently nondegenerate and when the harmonic map has sufficiently high rank. This result for the case of compact quotients of irreducible bounded symmetric domains of rank higher than one was conjectured in [55, §8]. In the previous proofs [53], [55] of the complex-analyticity of a harmonic map $f$, either the $\bar{\partial}\bar{\partial}$ or the $\nabla$ Bochner-Kodaira technique was applied to $\bar{\partial}f$. This corresponds to the Bochner-Kodaira techniques for bundle-valued $(0,1)$-forms. The vanishing of $\bar{\partial}f$ (or $\partial f$) follows when one has the strongest kind of negativity for the curvature tensor of the target manifold but only the weakest condition on the rank of $f$. Here we apply the Bochner-Kodaira techniques to $\bar{\partial}f \wedge \cdots \wedge \bar{\partial}f$ ($p$ times). This corresponds to applying the Bochner-Kodaira techniques to bundle-valued $(0,p)$-forms. The negativity required of the curvature tensor of the target manifold is weaker. On the other hand, one has to assume that $f$ has a higher rank. Since the $\bar{\partial}\bar{\partial}$ and the $\nabla$ Bochner-Kodaira techniques are equivalent and since the $\nabla$ and the $\nabla$ Bochner-Kodaira techniques can be transformed to each other by the generalized Hodge star operator $\bar{\ast}$, to prove the complex-analyticity of a harmonic map $f$ one can apply any one of the three Bochner-Kodaira techniques to $\bar{\partial}f \wedge \cdots \wedge \bar{\partial}f$. The $\bar{\partial}\bar{\partial}$ Bochner-Kodaira technique was used in the proof given in [53], and the $\nabla$ Bochner-Kodaira technique in the proof given in [55]. Here we choose the $\nabla$ Bochner-Kodaira technique to show how it is applied to prove the complex-analyticity of a harmonic map. There is another reason for this choice. In this paper we will consider also the complex-analyticity of harmonic maps when the domain manifold has a boundary. To take care of the boundary term one needs the Morrey trick which works most directly in the $\nabla$ Bochner-Kodaira technique. The Morrey tricks for the other two kinds of Bochner-Kodaira techniques are obtained only after transformation back to the case of the $\nabla$ Bochner-Kodaira technique.

5.2. Let $M, N$ be Kähler manifolds with Kähler metrics $\Sigma_{\alpha, \beta} = 1 h_{\alpha\beta}dz^\alpha d\bar{z}^\beta$, $\Sigma^a_{i,j} = g_{ij} dw^i d\bar{w}^j$ respectively. We use the lower-case Greek letters $\alpha, \beta, \gamma, \cdots$
to denote the coordinate indices for $M$, and the lower-case Latin letters $i, j, k, \cdots$ to denote the coordinate indices for $N$. Let $G$ be a relatively compact subdomain of $N$ with smooth boundary. Let $\rho$ be a smooth function on $N$, such that $G = \{ \rho < 0 \}$ and $d\rho$ is of unit length at every point of the boundary $\partial G$ of $G$. Let $f : G \to M$ be a map smooth up to $\partial G$. (The results in this section hold also when $G$ is a compact Kähler manifold with boundary instead of being the closure of a relatively compact subdomain of a Kähler manifold $N$.)

Denote by $\bigwedge^p(\bar{\partial}f)$ the exterior product $\bar{\partial}f \wedge \cdots \wedge \bar{\partial}f$ ($p$ times) which is a $(0, p)$-form on $G$ with values in the bundle $f^* \bigwedge^p T^1 \Omega^0 M$. We apply the generalized Hodge star operator $\bar{\chi}$ of $N$ to $\bigwedge^p(\bar{\partial}f)$, and obtain an $(n, n - p)$-form $\zeta$ on $G$ with values in $f^* \Omega^n_M$. That is, $\zeta = (\zeta_{a_1, \cdots, a_p})$ and

$$\zeta_{a_1, \cdots, a_p} = \frac{1}{(n - p)!} \zeta_{a_1, \cdots, a_p i_{p+1}, \cdots, \hat{i}} dz^1 \wedge \cdots \wedge dz^n \wedge dz^{i_{p+1}} \wedge \cdots \wedge dz^{i},$$

with

$$\zeta_{a_1, \cdots, a_p i_{p+1}, \cdots, \hat{i}} = \frac{(\sqrt{-1})^n (-1)^{\frac{n(n-1)}{2}}} {p!} h_{a_1 b_1} \cdots h_{a_p b_p} \cdot g_{i_{p+1}i_1} \cdots \tilde{g}_{i_p i_p} \left( \partial_{b_1} f^{b_1} \right) \cdots \left( \partial_{b_p} f^{b_p} \right),$$

where $g_{1 \cdots i_{p+1} \cdots i} = \det(g_{k i_l})_{1 \leq k, l \leq n}$. We denote also $\zeta$ by $\bar{\chi}(\bigwedge^p(\bar{\partial}f))$.

We now apply to $f$ the $\nabla$ Bochner-Kodaira technique. The vector bundle $f^* \Omega^p_M$ over $N$ is in general not holomorphic. We can still use the $\nabla$ Bochner-Kodaira technique, but the curvature terms are more complicated. We denote by $\nabla_i$ (respectively $\nabla_{i_1}$) the covariant differential operator with respect to $\partial / \partial w^i$ (respectively $\partial / \partial w^{i_1}$) for $f^* \Omega^p_M$-valued forms. Denote by $\bar{D}$ the exterior differential operator defined by covariant differentiation which sends $f^* \Omega^p_M$-valued $(n, q)$-forms to $f^* \Omega^{n-p}_M$-valued $(n, q+1)$-forms. Let $\bar{D}^*$ be the adjoint operator of $\bar{D}$ and let $\Box = \bar{D}^* \bar{D} + \bar{D} \bar{D}^*$. We now compute $\Box \zeta$.

From

$$(\bar{D}^* \bar{D} \zeta)_{a_1, \cdots, a_p i_{p+1}, \cdots, \hat{i}} = (-1)^{n+1} g^{ij} \nabla_i (\bar{D} \zeta)_{a_1, \cdots, a_p i_{p+1}, \cdots, \hat{i}}$$

$$= -g^{ij} \nabla_i \zeta_{a_1, \cdots, a_p i_{p+1}, \cdots, \hat{i}} + \sum_{r=p+1}^n (-1)^{n-r} \nabla_i \zeta_{a_1, \cdots, a_p i_{p+1}, \cdots, \hat{i}},$$
\[(\overline{D}D^*\xi)_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} = (-1)^n \sum_{\nu=p+1}^{n} (-1)^{\nu-p+1} \nabla_{\nu} (\overline{D}D^*\xi)_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} \]
\[= - \sum_{\nu=p+1}^{n} (-1)^{\nu-p+1} \nabla_{\nu} \left( g^{\bar{\mu}\nu} \nabla_{\bar{\mu}} \xi_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} \right), \]

it follows that
\[(\Box \xi)_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} = -g^{\bar{\mu}\nu} \nabla_{\bar{\mu}} \nabla_{\nu} \xi_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} \]
\[+ \sum_{\nu=p+1}^{n} (-1)^{\nu-p+1} g^{\bar{\mu}\nu} \left[ \nabla_{\nu} \xi_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} \right]. \]

The above computation runs exactly in the same way as the case of the \(\overline{D}D^*\) Bochner-Kodaira technique applied to a holomorphic vector bundle; the difference lies in the computation of the commutation \([\nabla_i, \nabla_{\nu}]\) which we are going to carry out.

5.3. For the computation of \([\nabla_i, \nabla_{\nu}]\) we choose normal coordinates of \(M\) and \(N\) at the points under consideration. Let \(f^a_i = \partial_i f^a, f^a_p = \partial_p f^a, f^a = \partial f^a, \) and \(\bar{f}^\beta = \partial \bar{f}^\beta.\) Clearly \(f^a_i = f^a_i\) and \(f^a_p = f^a_p\). Denote the Christoffel symbols and the curvature tensors of \(M\) and \(N\) respectively by \(\Gamma^\alpha_{\beta\gamma}, \Gamma^i_{jk}\) and \(R_{\alpha\beta\gamma\delta}, R_{ij\ell}\). Though \(\Gamma\) and \(R\) are used for both manifolds, confusion is avoided by using Greek letters for coordinate indices for \(M\) and Latin letters for coordinate indices for \(N.\) We denote the Ricci tensor of \(N\) by \(R_{ij}\). From

\[
\nabla_k \nabla_{\nu} \xi_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} = \nabla_k \left( \partial_{\nu} \xi_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} - \sum_{\mu=1}^{n} \Gamma^\gamma_{\beta\gamma} \xi_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} \right) - \sum_{\nu=p+1}^{n} \Gamma^x_{i,j,k} \xi_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} \]
\[= \partial_k \partial_{\nu} \xi_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} - \sum_{\mu=1}^{n} \partial_{\mu} \Gamma^\gamma_{\beta\gamma} \xi_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} \]
\[+ \sum_{\nu=p+1}^{n} \partial_k \Gamma^x_{i,j,k} \xi_{\alpha_1\cdots\alpha_p_{p+1}\cdots\alpha_n} \]

\( \nabla_i \nabla_j \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} \)
\[ = \nabla_i \left( \partial_{a_k} \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} - \sum_{\mu=1}^{p} \Gamma_{a_\mu}^{\rho} \delta_{a_1 \cdots (\gamma)_\mu \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} \gamma f^\rho_{k} \right) \]
\[ - \Gamma_j^{\rho} \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} \]
\[ = \partial_{a_k} \partial_{a_l} \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} - \sum_{\mu=1}^{p} \partial_\mu \Gamma_{a_\mu}^{\rho} \delta_{a_1 \cdots (\gamma)_\mu \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} \gamma f^\rho_{i_l} f^\rho_{k} \]
\[ - \partial_l \Gamma_j^{\rho} \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} \]

it follows that
\[
[\nabla_k, \nabla_l] \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} = \sum_{\mu=1}^{p} R_{a_\mu}^{\gamma} \delta_{a_1 \cdots (\gamma)_\mu \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} \left( f^\rho_{k} f^\rho_{l} - f^\rho_{l} f^\rho_{k} \right) 
- \sum_{n'=p+1}^{n} R_{n',k}^{\gamma} \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} 
+ R_{k \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n}} 
\]

Hence
\[
(\square \xi)_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} = -g^{ij} \nabla_i \nabla_j \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} 
+ \sum_{n'=p+1}^{n} (-1)^{n-p+1} g^{ij} \sum_{\mu=1}^{p} R_{a_\mu}^{\gamma} \delta_{a_1 \cdots (\gamma)_\mu \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} \left( f^\rho_{k} f^\rho_{l} - f^\rho_{l} f^\rho_{k} \right) 
- \sum_{n'=p+1}^{n} (-1)^{n-p+1} g^{ij} \sum_{\mu=1}^{p} R_{n',k}^{\gamma} \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} 
+ \sum_{n'=p+1}^{n} (-1)^{n-p+1} g^{ij} R_{n',k}^{\gamma} \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} 
\]

Since
\[
(-1)^{n-p+1} g^{ij} R_{n',k}^{\gamma} \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} = R_{n',k}^{\gamma} \xi_{a_1 \cdots a_p \tilde{a}_{p+1} \cdots \tilde{a}_n} 
\]
vanishes by the symmetry of $R_{\mu}^{\nu}$ in $s$, $j$, and the skew-symmetry of $\xi_{\alpha_1 \cdots \alpha_p \beta_{p+1} \cdots \beta_n}$ in $s$, $J$, it follows that

$$\begin{align*}
(\square \xi)_{\alpha_1 \cdots \alpha_p \beta_{p+1} \cdots \beta_n} &= -g^{ij} \nabla_i \nabla_j \xi_{\alpha_1 \cdots \alpha_p \beta_{p+1} \cdots \beta_n} \\
&+ \sum_{\mu=1}^{p} \sum_{\nu=p+1}^{n} g^{ij} R_{a_{\mu} \beta_{\nu}}^{\gamma} \xi_{\alpha_1 \cdots (\gamma)_{\nu} \cdots \alpha_p \beta_{p+1} \cdots (\gamma)_{p+1} \cdots (\gamma)_{n}} f_{i}^{\beta} f_{j}^{ar{\beta}} - f_{i}^{\beta} f_{j}^{\bar{\beta}}.
\end{align*}
$$

(5.3.1)

5.4. We now consider the curvature term obtained from (5.3.1) by taking the pointwise inner product of $\square \xi$ and $\xi$, namely, the term

$$\frac{1}{p! (n-p)!} \sum_{\mu=1}^{p} \sum_{\nu=p+1}^{n} g^{ij} R_{a_{\mu} \beta_{\nu}}^{\gamma} \xi_{\alpha_1 \cdots (\gamma)_{\nu} \cdots \alpha_p \beta_{p+1} \cdots (\gamma)_{p+1} \cdots (\gamma)_{n}} f_{i}^{eta} f_{j}^{\bar{\beta}} - f_{i}^{\beta} f_{j}^{\bar{\beta}} \xi_{\alpha_1 \cdots \alpha_p \beta_{p+1} \cdots \beta_n}.$$ 

We denote this term by $C$ and we want to simplify it.

Let

$$\frac{1}{(s+t)!} \sum_{i_1, \ldots, i_s} f_{i_1, \ldots, i_s} \frac{\partial}{\partial f_{\beta_1}} \cdots \frac{\partial}{\partial f_{\beta_t}} \frac{\partial}{\partial f_{\beta_1}} \cdots \frac{\partial}{\partial f_{\beta_t}} f_{i_1, \ldots, i_s}.$$ 

We will use this only for the cases $(s, t) = (p, 0)$, $(p+1, 0)$. Clearly $f_{i_1, \ldots, i_s} \beta_1 \cdots \beta_s$ is the skew-symmetrization of $f_{i_1, \ldots, i_s} \beta_1 \cdots \beta_s$ with respect to its subscripts $i_1, \ldots, i_s$. We will need the following obvious identity

$$f_{i_1, \ldots, i_s} \beta_1 \cdots \beta_s = \frac{1}{p!} \left( f_{i_1, \ldots, i_s} \beta_1 \cdots \beta_s - \sum_{\lambda=1}^{p} f_{i_1, \ldots, i_s} \beta_1 \cdots \beta_s f_{i_{\lambda}, \ldots, i_{\lambda}} \beta_1 \cdots \beta_s \right).$$

(5.4.1)

This identity also holds when $\beta$ is replaced by $\bar{\beta}$.

We use normal coordinates at both points under consideration. Then

$$\xi_{\alpha_1 \cdots \alpha_p \beta_{p+1} \cdots \beta_n} = (-1)^{n-1} \frac{1}{p!} \sum_{i_1, \ldots, i_p} \text{sgn} \left( \begin{array}{c} 1 \cdots n \\ i_1 \cdots i_p \end{array} \right) f_{i_1 \cdots i_p} \xi_{\alpha_1 \cdots \alpha_p \beta_{p+1} \cdots \beta_n}. $$

In the following computation of $C$, in addition to the usual summation convention, we use the summation convention that an index is being summed if it occurs either twice as a subscript or twice as a superscript, once with a bar and once without a bar. An index with (respectively without) a bar in an expression carrying a bar is considered without (respectively with) a bar. As before, we use $\Sigma'$ to denote summation over distinct indices. Since we have
normal coordinates at both points under consideration, we have

\[
C = \frac{1}{p! (n - p)!} \sum_{\mu=1}^{p} \sum_{\nu=p+1}^{n} R_{a_{\mu}, a_{\nu}^{\beta}} \xi_{a_{\mu}^{\beta}} (\gamma_{\nu}^{\alpha}) \cdot \left( f_{j}^{\beta} f_{i_{\nu}}^{\delta} - f_{j}^{\beta} f_{i_{\nu}}^{\delta} \right) \xi_{a_{\mu}^{\beta}} \cdot \xi_{a_{\nu}^{\beta} + i_{\nu}^{\beta}} \cdot \xi_{a_{\nu}^{\beta} + i_{\nu}^{\beta}} .
\]

We separate the summation in \( j \) into two parts, the first part with \( j = i_{\nu} \) and the second part with \( j \neq i_{\nu} \).

\[
C = \frac{1}{(p - 1)! (n - p)!} \sum_{i_{1}, \ldots, i_{p+1}}^{p'} \sum_{\nu=p+1}^{n} R_{a_{\nu}^{\beta}} \left( f_{i_{1}, \ldots, i_{p}}(f_{i_{1}, \ldots, i_{p}} - f_{i_{1}, \ldots, i_{p}}) \right) \xi_{a_{\nu}^{\beta}} \cdot \xi_{a_{\nu}^{\beta} + i_{\nu}^{\beta}} \cdot \xi_{a_{\nu}^{\beta} + i_{\nu}^{\beta}} \cdot \xi_{a_{\nu}^{\beta} + i_{\nu}^{\beta}} .
\]

\[
\begin{align*}
&= \frac{1}{(p - 1)! (n - p)!} \sum_{i_{1}, \ldots, i_{p+1}}^{p'} R_{a_{\nu}^{\beta}} \left( f_{i_{1}, \ldots, i_{p}}(f_{i_{1}, \ldots, i_{p}} - f_{i_{1}, \ldots, i_{p}}) \right) f_{i_{1}, \ldots, i_{p}} \cdot f_{i_{1}, \ldots, i_{p}} \cdot \xi_{a_{\nu}^{\beta}} \cdot \xi_{a_{\nu}^{\beta} + i_{\nu}^{\beta}} .
\end{align*}
\]

\[
= \frac{1}{(p - 1)! (n - p)!} \sum_{i_{1}, \ldots, i_{p+1}}^{p'} R_{a_{\nu}^{\beta}} \left( f_{i_{1}, \ldots, i_{p}}(f_{i_{1}, \ldots, i_{p}} - f_{i_{1}, \ldots, i_{p}}) \right) f_{i_{1}, \ldots, i_{p}} .
\]

\[
= \frac{1}{(p - 1)! (n - p)!} \sum_{i_{1}, \ldots, i_{p+1}}^{p'} R_{a_{\nu}^{\beta}} \left( f_{i_{1}, \ldots, i_{p}}(f_{i_{1}, \ldots, i_{p}} - f_{i_{1}, \ldots, i_{p}}) \right) f_{i_{1}, \ldots, i_{p}} .
\]

\[
= \frac{1}{(p - 1)! (n - p)!} \sum_{i_{1}, \ldots, i_{p+1}}^{p'} f_{i_{1}, \ldots, i_{p}} .
\]
By (5.4.1) and the identity obtained from (5.4.1) by replacing the $\beta$ there by $\bar{\beta}$, we have

$$C = \frac{p + 1}{(p - 1)!p!} \, R_{\sigma \bar{\gamma} \delta} \left( f_{i_1 \cdots i_{p+1}} \frac{\tilde{\alpha}_1 \cdots \tilde{\alpha}_p \beta \tilde{f}_{i_1 \cdots i_p} f_{\gamma \delta}}{f_{i_1 \cdots i_{p+1}}} \right).$$

Since $f_{i_1 \cdots i_{p+1}}$ is skew-symmetric in $\gamma, \delta$, and $R_{\sigma \bar{\gamma} \delta}$ is symmetric in $\gamma, \delta$, it follows that

$$R_{\sigma \bar{\gamma} \delta} f_{i_1 \cdots i_{p+1}} = 0.$$

Hence

$$C = \frac{p + 1}{(p - 1)!p!} \, R_{\sigma \bar{\gamma} \delta} f_{i_1 \cdots i_{p+1}} \frac{\tilde{\alpha}_1 \cdots \tilde{\alpha}_p \beta \tilde{f}_{i_1 \cdots i_p} f_{\gamma \delta}}{f_{i_1 \cdots i_{p+1}}}.$$

Since the inner product of a skew-symmetric tensor with another tensor remains unchanged when the second tensor is replaced by its skew-symmetrization, we have

$$C = \frac{p + 1}{(p - 1)!p!} \, R_{\sigma \bar{\gamma} \delta} f_{i_1 \cdots i_{p+1}} \frac{\tilde{\alpha}_1 \cdots \tilde{\alpha}_p \beta \tilde{f}_{i_1 \cdots i_p} f_{\gamma \delta}}{f_{i_1 \cdots i_{p+1}}}.$$

As before, we use $\langle \cdot, \cdot \rangle$ to denote the pointwise inner product. By combining together (5.3.1) and (5.4.2), we obtain the following.

5.5. Lemma.

$$\langle \Box \xi, \zeta \rangle = -\langle g^{ij} \nabla_j \nabla_i \xi, \zeta \rangle + \frac{p + 1}{p! (p - 1)!} \, R_{\alpha \beta \gamma} f_{i_1 \cdots i_{p+1}} \frac{\tilde{\alpha}_1 \cdots \tilde{\alpha}_p \beta \tilde{f}_{i_1 \cdots i_p} f_{\gamma \delta}}{f_{i_1 \cdots i_{p+1}}}.$$

5.6. Lemma. (a) $\overline{D}^* \zeta$ vanishes identically on $G$ for any smooth map $f$.

(b) If $p = 1$ and $f$ is harmonic on $G$, then $\overline{D} \zeta$ vanishes identically on $G$.

(c) For general $p$, if $f$ is pluriharmonic on $G$, i.e., $D \bar{f} \equiv 0$ on $G$, then $\overline{D} \zeta$ vanishes identically on $G$.

(d) If $\nabla_j \zeta \equiv 0$ on $G$ for all $j$ when $p = 1$, then $f$ is pluriharmonic on $G$.

Proof. For the proof we use normal coordinates at both points under consideration.
(a) From the definition of $\zeta$ it follows that

$$
(\bar{D}^*\zeta)_{\alpha_1 \cdots \alpha_p \tilde{i}_p + \cdots \tilde{i}_n} = (-1)^{n+1} \sum_{i_{p+1} = 1}^{n} \nabla_{i_{p+1}} \zeta_{\alpha_1 \cdots \alpha_p \tilde{i}_p + \cdots \tilde{i}_n}
$$

$$
= (\sqrt{-1})^n (-1)^{\frac{1}{2}(n-1)+n+1} \sum_{i_1, \cdots, i_{p+1}} \mathrm{sgn} \left( \begin{array}{c}
1 \cdots n \\
i_1, \cdots, i_{p+1}
\end{array} \right)

\cdot \partial_{i_{p+1}} \left( \partial_{i_1} \bar{f}^{\alpha_1} \cdots \partial_{i_p} \bar{f}^{\alpha_p} \right)
$$

$$
= (\sqrt{-1})^n (-1)^{\frac{1}{2}(n-1)+n+1} \sum_{\nu=1}^{p} \sum_{i_1, \cdots, i_{p+1}} \mathrm{sgn} \left( \begin{array}{c}
1 \cdots n \\
i_1, \cdots, i_{p+1}
\end{array} \right)

\cdot \left( \partial_{i_1} \bar{f}^{\alpha_1} \right) \cdots \left( \partial_{i_{\nu-1}} \bar{f}^{\alpha_{\nu-1}} \right) \left( \partial_{i_{p+1}} \bar{f}^{\alpha_p} \right) \cdots \left( \partial_{i_\nu} \bar{f}^{\alpha_\nu} \right),
$$

which vanishes because $\mathrm{sgn}(i_1 \cdots i_n)$ is skew-symmetric in $i_{p+1}$ and $i_\nu$, whereas $\partial_{i_{p+1}} \partial_{i_\nu} \bar{f}^{\alpha_\nu}$ is symmetric in $i_{p+1}$ and $i_\nu$.

(b) Assume $p = 1$. Then

$$
(\bar{D}^* \zeta)_{\alpha_1 i_1 \cdots i_n} = \sum_{\nu=1}^{n} (-1)^{\nu-1} \nabla_{i_\nu} \zeta_{\alpha_1 i_1 \cdots i_{\nu-1} i_\nu \cdots i_n}
$$

$$
= (\sqrt{-1})^n (-1)^{\frac{1}{2}(n-1)+n+1} \sum_{\nu=1}^{n} (-1)^{\nu-1} \sum_{j=1}^{n} \mathrm{sgn} \left( \begin{array}{c}
1 \cdots n \\
j_1 \cdots j_{\nu-1} i_{\nu} \cdots i_n
\end{array} \right) \partial_{j_1} \partial_{j_{\nu}} \bar{f}^{\alpha_1}
$$

$$
= (\sqrt{-1})^n (-1)^{\frac{1}{2}(n-1)+n+1} \sum_{j=1}^{n} \partial_{j} \partial_{j} \bar{f}^{\alpha_1},
$$

which vanishes because $\zeta$ is harmonic.

(c) Assume that $\zeta$ is pluriharmonic. Then $\partial_i \partial_j \bar{f}^{\alpha_1} = 0$. Hence

$$
(\bar{D}^* \zeta)_{\alpha_1 \cdots \alpha_p \tilde{i}_p \cdots \tilde{i}_n} = \sum_{\nu=p}^{n} (-1)^{\nu-p} \nabla_{i_\nu} \zeta_{\alpha_1 \cdots \alpha_p \tilde{i}_p \cdots \tilde{i}_n}
$$

$$
= (\sqrt{-1})^n (-1)^{\frac{1}{2}(n-1)+n+1} \sum_{\nu=p}^{n} (-1)^{\nu-p}
$$

$$
\cdot \sum_{j_1, \cdots, j_p} \mathrm{sgn} \left( \begin{array}{c}
1 \cdots n \\
j_1 \cdots j_p i_p \cdots i_{\nu} \cdots i_n
\end{array} \right) \partial_{j_1} \left( \partial_{j_1} \bar{f}^{\alpha_1} \right) \cdots \left( \partial_{j_\nu} \bar{f}^{\alpha_\nu} \right) = 0.
$$
(d) Assume \( p = 1 \) and \( \nabla_j \bar{z} = 0 \) for all \( j \). Since
\[
\nabla_j \bar{z}_{a_{i_1} \cdots i_n} = (\sqrt{-1})^n (-1)^{1/(n-1)} \sum_{i_1} \text{sgn} \left( \frac{i_1 \cdots i_n}{1 \cdots n} \right) \partial \partial \bar{z}_{a_{i_1} \cdots i_n} \bar{f}^{a_{i_1} \cdots i_n},
\]
where \((i_1, \cdots, i_n)\) is a permutation of \((1, \cdots, n)\), it follows that \( \partial \partial \bar{z}_{a_{i_1} \cdots i_n} = 0 \) for all \( j \) and \( i_1 \).

5.7. Proposition. Suppose \( f \) satisfies the tangential Cauchy-Riemann equations of the boundary \( \partial G \) of \( G \) (in notation \( \partial_b f = 0 \) on \( \partial G \)). Then
\[
\| \bar{D}_p \|_{\mathbb{L}^2} + \| \bar{D}^* \|_{\mathbb{L}^2}^2 = \frac{1}{(n - p - 1)!} \int_{\partial G} (\partial_\kappa \partial \bar{p}) \xi_{a_1 \cdots a_p \overline{l_{p+1}} \cdots \overline{l_n}} - \frac{1}{\sqrt{-1}} \bar{g}^{a_{i_1} \cdots i_p} \bar{f}^{a_{i_{p+1}} \cdots i_n} + \| \nabla_\xi \|_{\mathbb{L}^2}^2 \]
\[
\quad + \frac{p + 1}{p! (p - 1)!} \int_{G} R_{a_{i_1} \cdots a_{i_p}} f_{a_{i_1} \cdots a_{i_p}} \bar{g}^{a_{i_{p+1}} \cdots a_{i_n}} \bar{h}_{a_{i_{p+1}} \cdots a_{i_n}} \bar{h}_{a_{i_{p+1}} \cdots a_{i_p}} \bar{g}^{a_{i_1} \cdots a_{i_p}} \bar{f}^{a_{i_{p+1}} \cdots a_{i_n}} \]
\[
\quad \cdots \bar{h}_{a_{i_p}} \bar{g}^{a_{i_1} \cdots a_{i_{p+1}}} \bar{g} a_{i_{p+1}} \cdots a_{i_n},
\]
where \( \| \cdot \|_{\mathbb{L}^2} \) means the global \( L^2 \) norm over \( G \), and \( \nabla_\xi \) means the \( f^* \Omega_{\mathbb{L}^2} \)-valued tensor of rank \( n - p + 1 \) on \( G \) whose components are
\[
\nabla_\xi \xi_{a_1 \cdots a_p \overline{l_{p+1}} \cdots \overline{l_n}} = 0 \quad \text{on} \quad \partial G.
\]

Proof. This proof is a straightforward adaptation of the Morrey trick. First we verify that the vanishing of \( \partial_b f \) on \( \partial G \) implies that
\[
(5.7.1) \quad g^{i_{p+1} \cdots i_n} \rho_{k_{p+1} \cdots k_n} \xi_{a_1 \cdots a_p \overline{l_{p+1}} \cdots \overline{l_n}} = 0 \quad \text{on} \quad \partial G.
\]
To verify (5.7.1), we fix a point \( P \) on \( \partial G \) and choose local coordinates, so that \( dw^1, \cdots, dw^n \) are orthonormal at \( P \) and the tangent space of \( \partial G \) at \( P \) is defined by \( d(Re w^n) = 0 \). It follows from the vanishing of \( \partial_c \bar{f} \) at \( P \) that \( \partial_c \bar{f}^a = 0 \) at \( P \) for \( 1 \leq k \leq n - 1 \). At \( P \)
\[
\xi_{a_1 \cdots a_p \overline{l_{p+1}} \cdots \overline{l_n}} = (\sqrt{-1})^n (-1)^{1/(n-1)} \sum_{k_1, \cdots, k_p} \text{sgn} \left( \frac{k_1 \cdots k_p \overline{l_{p+1}} \cdots \overline{l_n}}{1 \cdots n} \right) \partial_\kappa \partial \bar{z}_{a_1 \cdots a_p \overline{l_{p+1}} \cdots \overline{l_n}} \bar{f}^{a_{i_1} \cdots i_n} \]
\[
\quad \cdot \sum_{k_1, \cdots, k_p} \text{sgn} \left( \frac{k_1 \cdots k_p \overline{l_{p+1}} \cdots \overline{l_n}}{1 \cdots n} \right) \partial_\kappa \partial \bar{z}_{a_1 \cdots a_p \overline{l_{p+1}} \cdots \overline{l_n}} \bar{f}^{a_{i_1} \cdots i_n}
\]
vanishes, because the only possible nonzero terms in the sum are those with \( k_1, \cdots, k_p \) not equal to \( n \). (5.7.1) follows from \( g_{i_j} = \delta_{i_j} \) and \( \rho_p = 0 \) for \( l \neq n \) at \( P \).

By integrating the equation in Lemma 5.5 over \( G \) and performing three integration by parts, we obtain an equation which is the desired one except
that the boundary term is replaced by the sum of the following three boundary terms:

\[ B_1 = \frac{1}{(n-p)!} \int_{\partial G} \rho_3 \bar{\xi}_{a_1 \cdots a_{p+1} \cdots i_n} (\bar{D} \xi)^{\bar{a}_1 \cdots \bar{a}_p \cdots \bar{i}_{p+1} \cdots \bar{i}_n}, \]

\[ B_2 = \frac{-1}{(n-p-1)!} \int_{\partial G} g^{j_{p+1}} \rho_j \bar{\xi}_{a_1 \cdots a_{p+1} \cdots i_n} (D^* \xi)^{\bar{a}_1 \cdots \bar{a}_p \cdots \bar{i}_{p+1} \cdots \bar{i}_n}, \]

\[ B_3 = \frac{1}{(n-p)!} \int_{\partial G} \rho_3 \bar{\xi}_{a_1 \cdots a_{p+1} \cdots i_n} \nabla^i \xi^{\bar{a}_1 \cdots \bar{a}_p \cdots \bar{i}_{p+1} \cdots \bar{i}_n}, \]

where \( \rho_z = \partial_z \rho \) and \( \rho_j = \partial_j \rho \).

It follows from (5.7.1) that \( B_2 \) vanishes. By

\[ \nabla \xi^{\bar{a}_1 \cdots \bar{a}_p \cdots \bar{i}_{p+1} \cdots \bar{i}_n} = \bar{\xi}^{\bar{a}_1 \cdots \bar{a}_p \cdots \bar{i}_{p+1} \cdots \bar{i}_n} - \sum_{\nu=p+1}^{n} \nabla \xi^{\nu} \xi^{a_1 \cdots a_{p+1} \cdots (\delta) \cdots \bar{i}_n}, \]

we have

\[ B_1 + B_3 = \frac{-1}{(n-p)!} \sum_{\nu=p+1}^{n} \int_{\partial G} \rho_3 \bar{\xi}_{a_1 \cdots a_{p+1} \cdots \bar{i}_n} \nabla^i \xi^{\bar{a}_1 \cdots \bar{a}_p \cdots \bar{i}_{p+1} \cdots \bar{i}_n}. \]

From (5.7.1) it follows that

\[ (5.7.2) \quad \rho_j \xi^{\bar{a}_1 \cdots \bar{a}_p \cdots \bar{i}_{p+1} \cdots \bar{i}_n} = \rho \eta^{a_1 \cdots a_{p+1} \cdots (\delta) \cdots \bar{i}_n} \]

for some smooth \( \eta^{a_1 \cdots a_{p+1} \cdots (\delta) \cdots \bar{i}_n} \) on \( G \). Applying \( \Sigma^i_{\nu=p+1} \xi^{\nu} \eta^{a_1 \cdots a_{p+1} \cdots (\delta) \cdots \bar{i}_n} \) to (5.7.2), we obtain

\[ \sum_{\nu=p+1}^{n} \xi^{\nu} \eta^{a_1 \cdots a_{p+1} \cdots (\delta) \cdots \bar{i}_n} + \sum_{\nu=p+1}^{n} \rho_3 \bar{\xi}_{a_1 \cdots a_{p+1} \cdots \bar{i}_n} \nabla^i \xi^{\bar{a}_1 \cdots \bar{a}_p \cdots \bar{i}_{p+1} \cdots \bar{i}_n} = \sum_{\nu=p+1}^{n} \xi^{\nu} \eta^{a_1 \cdots a_{p+1} \cdots (\delta) \cdots \bar{i}_n} = 0 \]

on \( \partial G \), because \( \xi^{a_1 \cdots a_{p+1} \cdots (\delta) \cdots \bar{i}_n} \nabla^i \rho = 0 \) on \( \partial G \) due to (5.7.1). Hence \( B_1 + B_3 \) equals the boundary term of the desired equation.

5.8. Before we introduce our main result on the complex-analyticity of harmonic maps, we need some definitions.

**Definition.** Let \( s \geq 1 \). The bisectional curvature of a Kähler manifold \( M \) is said to be **strongly \( s \)-nondegenerate** at a point \( P \) of \( M \) when the following holds. If \( k \) and \( l \) are positive integers, and \( \xi^{(1)}, \cdots, \xi^{(k)} \) (respectively \( \eta^{(1)}, \cdots, \eta^{(l)} \)) are
C-linearly independent tangent vectors of \( M \) of type \((1,0)\) at \( P \) such that
\[
R_{a\beta\gamma\delta} \xi_{(\mu)}^{\alpha} \xi_{(\nu)}^{\beta} \eta_{(\lambda)}^{\gamma} \eta_{(\nu)}^{\delta} = 0
\]
at \( P \) for all \( 1 \leq \mu \leq k \) and \( 1 \leq \nu \leq l \), then \( k + l \leq s \), where \( R_{a\beta\gamma\delta} \) is the curvature tensor of \( M \).

When the above condition is satisfied only for the special case \( k = 1 \), we say that the bisectional curvature of \( M \) is \( s \)-nondegenerate at \( P \).

The smallest \( s \) so that the bisectional curvature of \( M \) is (strongly) \( s \)-nondegenerate at \( P \) is called the degree of the (strong) nondegeneracy of the bisectional curvature of \( M \) at \( P \).

**Remarks.** 1. If the holomorphic tangent bundle \( T_M \) of \( M \) is \( s \)-negative (or \( s \)-positive) in the dual Nakano sense, then the bisectional curvature of \( M \) is \( s \)-nondegenerate. For we can apply the inequality in the definition of negativity of positivity in the dual Nakano sense to the set of complex numbers
\[
\xi_{a_1, \ldots, a_i} = \xi_{(1)}^{a_1, \ldots, a_i} \det(\eta_{(\nu)}^{\lambda})_{1 \leq \lambda, \nu \leq l'}
\]
The same statement holds when \( T_M \) is Nakano \( s \)-negative (or Nakano \( s \)-positive) in which case we use
\[
\xi_{a_1, \ldots, a_i} = \xi_{(1), (1), \ldots, (1)}^{a_1, \ldots, a_i} \deg(\eta_{(\nu)}^{a_1, \ldots, a_i})_{1 \leq \lambda, \nu < l'}.
\]
2. If the bisectional curvature of \( M \) is \( s \)-nondegenerate, then the bisectional curvature of \( M \) is strongly \( t \)-nondegenerate, where \( t = \max(1, 2s - 2) \). For we have \( 1 + l \leq s \) by considering \( \xi_{(1), (1), \ldots, (1)} \) and we have \( k + 1 \leq s \) by changing the roles of \( \xi_{(\mu)} \) and \( \eta_{(\nu)} \). Hence \( k + l \leq 2s - 2 \).

**Definition.** Let \( G \) be a relatively compact subdomain of a Kähler manifold \( N \) given by \( G = \{ p < 0 \} \) for some smooth function \( p \) on \( N \) whose gradient is of unit length at every point of the boundary \( \partial G \) of \( G \). The boundary \( \partial G \) of \( G \) is said to be hyper-\( q \)-convex (respectively strongly hyper-\( q \)-convex) at \( P \in \partial G \) if the sum of any \( q \) eigenvalues of the Hermitian matrix \( \partial_i \partial_j p \) computed with respect to the given Kähler metric is nonnegative (respectively positive). When \( \partial G \) is hyper-\( q \)-convex at every point of \( \partial G \), we simply say that \( \partial G \) is hyper-\( q \)-convex.

We now continue to use the notations \( M, N, G, f, \xi \) etc. introduced in §§5.1 through 5.7.

**5.9. Lemma.** Let \( 1 \leq p < n - 1 \) and \( \xi = \bar{\zeta}(\wedge^p(\partial f)) \). Suppose \( \tilde{D} \xi \) vanishes identically on \( G \). Assume that \( \partial G \) is hyper-\( (n - p) \)-convex, and the holomorphic tangent bundle \( T_M \) of \( M \) is \( p \)-seminegative in the dual Nakano sense. Then the following statements hold:
(a)  \( \overline{\nabla} \xi \) and the following two expressions vanish identically on \( G \):

\[
(5.9.1) \quad (\partial_{i_1} \partial_{i_p})^k \xi_{a_1, \ldots, a_p; i_{p+2} \cdots i_n} \sum_{j_1 \cdots j_{p+1}} \bar{a}_{j_1} \cdots \bar{a}_{j_{p+1}} h_{a_1 j_1} \cdots h_{a_p j_{p+1}} g^{i_1 j_1} \cdots g^{i_p j_{p+1}}.
\]

\[
(5.9.2) \quad R_{a_1 \bar{\beta}_1 \bar{\gamma} j_1 \cdots j_{p+1}} \overline{\partial}^{a_{\bar{\beta}_1} \cdots \bar{\alpha}_j} h_{a_1 j_1} \cdots h_{a_p j_{p+1}} g^{i_1 j_1} \cdots g^{i_p j_{p+1}}.
\]

(b) If \( \partial G \) is strongly hyper-\( p \)-convex at some \( Q \in \partial G \), then \( \wedge \rho(\overline{\partial} f) \) vanishes at \( Q \).

(c) If \( T_M \) is \( p \)-negative in the dual Nakano sense at some \( Q \in M \), then \( (\wedge \rho(\overline{\partial} f)) \wedge \overline{\partial} f \) vanishes at \( Q \).

\[\text{Proof.}\] The expression (5.9.1) is nonnegative, because \( \partial G \) is hyper-(\( n - 1 \))-convex. The expression (5.9.2) is nonnegative, because \( T_M \) is \( p \)-semipositive in the dual Nakano sense. By Lemma 5.6 (a), \( D^* \xi = 0 \) on \( G \). Statement (a) now follows from Proposition 5.7. The other two statements (b) and (c) are clear, because \( \xi \) vanishes at a point if and only if \( \wedge \rho(\overline{\partial} f) \) vanishes.

5.10. Lemma. Suppose \( \partial G \) is hyper-(\( n - 1 \))-convex, and \( T_M \) is 1-semipositive in the dual Nakano sense. Let \( 1 \leq p \leq n - 1 \) and \( \zeta = \wedge \rho(\overline{\partial} f) \). If \( f \) is harmonic on \( G \), then \( f \) is pluriharmonic on \( G \) and, consequently, \( D^* \zeta \) vanishes identically on \( G \).

\[\text{Proof.}\] Let \( \eta = \wedge \rho(\overline{\partial} f) \). By Lemma 5.6 (b), \( \overline{\partial} \eta = 0 \) on \( G \). By Lemma 5.9 (a) for the case \( p = 1 \), we have \( \overline{\nabla} \eta = 0 \) on \( G \), which, according to Lemma 5.6 (d), implies that \( f \) is pluriharmonic. Hence by Lemma 5.6 (c), \( D^* \zeta = 0 \) on \( G \).

5.11. Lemma. Suppose \( f \) is pluriharmonic on \( G \). If \( \text{rank}_C \overline{\partial} f < q \) at every point of some nonempty open subset \( H \) of \( \partial G \), then \( \text{rank}_C \overline{\partial} f < q \) at every point of \( G \).

\[\text{Proof.}\] Take a connected open subset \( U \) of \( N \) such that \( U \cap \partial G \) is nonempty and is contained in \( H \). Let \( \varphi = \wedge q(\overline{\partial} f) \). Since \( \text{rank}_C \overline{\partial} f < q \) at every point of \( H \), \( \varphi \) vanishes at every point of \( U \cap \partial G \). From the pluriharmonicity of \( f \) it follows that \( \overline{\nabla} \varphi = 0 \) on \( G \). Extend \( \varphi \) to \( \tilde{\varphi} \) on \( G \cup U \) by setting \( \tilde{\varphi} = 0 \) on \( U - \overline{G} \). Since \( \varphi = 0 \) on \( U \cap \partial G \), and the differential operator \( \overline{\nabla} \) is of first order, it follows that \( \overline{\nabla} \tilde{\varphi} = 0 \) on \( G \cup U \) in the sense of distributions. Hence

\[
(5.11.1) \quad g^{kj} \overline{\nabla}_k \overline{\nabla}_j \tilde{\varphi} = 0 \quad \text{on} \quad G \cup U
\]

in the sense of distributions. From the ellipticity of the differential operator \( g^{kj} \overline{\nabla}_k \overline{\nabla}_j \) we conclude that \( \tilde{\varphi} \) is smooth on \( G \cup U \) and (5.11.1) holds in the usual sense. Since \( \tilde{\varphi} = 0 \) on the nonempty open subset \( U - \overline{G} \) of \( G \cup U \), from the identity theorem for solutions of second-order elliptic equations \([2]\) it follows that \( \tilde{\varphi} = 0 \) on \( G \cup U \). Hence \( \text{rank}_C \overline{\partial} f < q \) at every point of \( G \).

5.12. Lemma. Let \( Q \in \overline{G} \) and \( 1 \leq p \leq n - 1 \).

(a) If \( \text{rank}_R df = 4p - 3 \) at \( Q \), then either \( \text{rank}_C \overline{\partial} f \geq p \) or \( \text{rank}_C \overline{\partial} df \geq p \) at \( Q \).
(b) If \((\wedge^p(\bar{\delta}f)) \wedge \bar{\delta}f = 0\) at \(Q\) and \(\text{rank}_C \bar{\delta}f \geq p + 1\) at \(Q\), then \(\delta f = 0\). The statement remains true when \(\delta\) and \(\bar{\delta}\) are interchanged.

(c) Suppose \(\text{rank}_R df \geq \max(4p - 3, 2p + 1)\) at \(Q\). If \((\bigwedge^p(\bar{\delta}f)) \wedge \bar{\delta}f\) and \((\bigwedge^p(\delta f)) \wedge \delta f\) both vanish at \(Q\), then either \(\delta f = 0\) at \(Q\) or \(\bar{\delta}f = 0\) at \(Q\).

**Proof.** (a) Using \(\text{Re} f^\alpha = |\frac{1}{2}(f^\alpha + \bar{f}^\alpha)|\) and \(\text{Im} f^\alpha = (1/\sqrt{2})(f^\alpha - \bar{f}^\alpha)\) to compute \(\text{rank}_R df\), we conclude from \(\text{rank}_R df \geq 4p - 3\) at \(Q\) that

\[
(5.12.1) \quad \left(\bigwedge_{\mu=1}^{l-1} d(f^\alpha_\mu + \bar{f}^\alpha_\mu)\right) \wedge \left(\bigwedge_{\nu=1}^{4p-3} d(f^\alpha_\nu - \bar{f}^\alpha_\nu)\right)
\]

is nonzero at \(Q\) for some (not necessarily distinct) indices \(\alpha_1 \ldots \alpha_{4p-3}\) and some \(1 \leq l \leq 4p - 2\). We use \(df^\alpha = \delta f^\alpha + \bar{\delta}f^\alpha\) and \(d\bar{f}^\alpha = \bar{\delta}f^\alpha + \delta f^\alpha\) to write the expression (5.12.1) as a linear combination of terms of the form

\[
(5.12.2) \quad \left(\bigwedge_{\kappa=1}^{k} \delta f^\beta_\kappa\right) \wedge \left(\bigwedge_{\rho=k+1}^{r} \bar{\delta}f^\beta_\rho\right) \wedge \left(\bigwedge_{\sigma=r+1}^{s} \bar{\delta}f^\beta_\sigma\right) \wedge \left(\bigwedge_{\tau=s+1}^{4p-3} df^\beta_\tau\right).
\]

At least one expression of the form (5.12.2) is nonzero at \(Q\). Since each of the four factors in that expression is nonzero at \(Q\), we have

\[\text{rank}_C \delta f + \text{rank}_C \delta f + \text{rank}_C \bar{\delta}f + \text{rank}_C \bar{\delta}f \geq 4p - 3\]

at \(Q\). From \(\text{rank}_C \delta f = \text{rank}_C \bar{\delta}f\) and \(\text{rank}_C \bar{\delta}f = \text{rank}_C \bar{\delta}f\) it follows that either \(\text{rank}_C \delta f \geq p\) at \(Q\) or \(\text{rank}_C \bar{\delta}f \geq p\) at \(Q\).

(b) Let \(r = \text{rank}_C \bar{\delta}f\). We can choose local coordinates at \(Q\) and at \(f(Q)\) such that \(\bar{\delta}f^\alpha = dw^\alpha\) for \(1 \leq \alpha \leq r\), and \(\bar{\delta}f^\beta = 0\) for \(\beta > r\). Take \(\gamma\) and \(i\) arbitrarily, and we want to show that \(\delta f^\gamma = 0\) at \(Q\). Since \(r \geq p + 1\), we can choose \(1 \leq \alpha_1 \ldots \alpha_p \leq r\) so that they are all distinct and all different from \(i\). Then

\[\bar{\delta}f^\alpha_1 \wedge \ldots \wedge \bar{\delta}f^\alpha_p \wedge \bar{\delta}f^\gamma = \left(\bar{\delta}f^\gamma\right) dw^{\alpha_1} \wedge \cdots \wedge dw^{\alpha_p} \wedge \bar{\delta}f^\gamma \]

From the vanishing of \((\bigwedge^p(\bar{\delta}f)) \wedge \bar{\delta}f\) at \(Q\) it follows that \(\delta f^\gamma = 0\) at \(Q\) for \(j \neq \alpha_1 \ldots \alpha_p\). In particular, \(\delta f^\gamma = 0\) at \(Q\). The statement with \(\delta\) and \(\bar{\delta}\) interchanged is proved analogously.

(c) Assume that neither \(\delta f\) nor \(\bar{\delta}f\) vanishes at \(Q\) and we want to derive a contradiction. By (a), either \(\text{rank}_C \delta f \geq p\) or \(\text{rank}_C \bar{\delta}f \geq p\) at \(Q\). We consider only the case \(\text{rank}_C \bar{\delta}f \geq p\) at \(Q\), because the other case is completely analogous. By (b), \(\text{rank}_C \bar{\delta}f = p\). We can choose local coordinates at \(Q\) and at \(f(Q)\) so that \(\bar{\delta}f^\alpha = dw^\alpha\) for \(1 \leq \alpha \leq p\), and \(\bar{\delta}f^\beta = 0\) for \(\beta > p\). As in the proof of (b), it follows from the vanishing of \(\bar{\delta}f^\gamma \wedge \ldots \wedge \bar{\delta}f^\gamma \wedge \bar{\delta}f^\gamma\) at \(Q\) that \(\bar{\delta}f^\gamma = 0\) for all \(\gamma\) and all \(p < j \leq n\). Hence both \(\delta f\) and \(\bar{\delta}f\) vanish for \(p < j \leq n\). In the computation of \(\text{rank}_R df\) we can ignore the variables \(w^{p+1}, \ldots, w^n\). Thus \(\text{rank}_R df \leq 2p\) and we have a contradiction.
5.13. Lemma. Let \( 1 \leq p \leq n - 1 \) and \( Q \in \mathcal{G} \). Assume that at \( Q \)
\[
(5.13.1) \quad R_{\alpha\beta\gamma\delta} \bar{g}_{\gamma\delta} f_{i\beta} f_{j\alpha} g^{ij} \bar{f}^{k\ell} = 0.
\]

Suppose \( T_M \) is 1-seminegative in the dual Nakano sense at \( f(Q) \), and the
bisectional curvature of \( M \) is strongly \( p \)-nondegenerate at \( f(Q) \). Suppose \( \text{rank}_R df \geq 2p + 1 \) at \( Q \). If either \( (\wedge^p (\bar{\partial} f)) \wedge \bar{\partial} f \) or \( (\wedge^p (\bar{\partial} f)) \wedge \partial f \) vanishes at \( Q \), then either \( \bar{\partial} f \) or \( \partial f \) vanishes at \( Q \).

\textbf{Proof.} We consider only the case \( (\wedge^p (\bar{\partial} f)) \wedge \bar{\partial} f = 0 \) at \( Q \), because the other case is completely analogous. Let \( r = \text{rank}_C \partial f \) at \( Q \). We assume that \( r > 0 \), and we are going to prove that \( \bar{\partial} f = 0 \) at \( Q \). By Lemma 5.12(b) it suffices to consider the case \( r \leq p \).

\( \text{Ker} df \) is a real subspace of real dimension \( \leq 2n - 2p - 1 \) in the real
tangent space \( T_{N,Q} \) of \( N \) at \( Q \) (when \( N \) is reparded as a real manifold). Let \( Gr \)
be the Grassmannian of all complex linear subspaces of complex dimension
\( p + 1 \) in \( T_{N,Q} \) (when \( T_{N,Q} \) is given the complex structure from \( N \)). Take a real
linear subspace \( F \) of real codimension 1 in \( T_{N,Q} \), and dim \( F \cap Ker df < 1 \)
en \( Gr \). Hence we can choose normal coordinates \( w^1, \ldots, w^n \) of \( N \) at \( Q \) such that if we denote by \( L \) the complex linear subspace of \( T_{N,Q} \) spanned over \( \mathbb{R} \) by \( \text{Re} \frac{\partial}{\partial w^i} \), \( \text{Im} \frac{\partial}{\partial w^i} \), \( 1 \leq i \leq p \), then dim \( \mathbb{R} L \cap Ker df = 1 \) and \( \partial f | L \neq 0 \). Let \( s \) be the rank of \( \bar{\partial} f | L \) over \( \mathbb{C} \). Then \( 1 \leq s \leq r \leq p \). Choose local coordinates \( z^a \) of \( M \) at \( f(Q) \)
such that \( \partial f | L = dw^a \) for \( 1 \leq \alpha \leq s \) and \( \partial f^\beta | L = 0 \) for \( \beta > s \).

Fix \( 1 \leq i < j \leq p + 1 \). Then \( f^m_{ij} = 0 \) for all \( \alpha \), and \( f^m_{ij} = \delta_{\beta i} \) (the Kronecker
delta) for all \( \beta \). Since \( w^1, \ldots, w^n \) are normal coordinates at \( Q \), we have \( g_{k\ell} = \delta_{k\ell} \)
at \( Q \). Since \( T_M \) is 1-seminegative in the dual Nakano sense at \( f(Q) \), it follows from (5.13.1) that at \( Q \)
\[
R_{\alpha\beta\gamma\delta} \left( f^I_{i\beta} f^a_{j\alpha} - f^I_{j\alpha} f^a_{i\beta} \right)(f^I_{i\gamma} f^\delta_{j\ell} - f^I_{j\ell} f^\delta_{i\gamma}) = 0.
\]

Hence
\[
0 = \sum_{\alpha, \beta, \gamma, \sigma} R_{\alpha\beta\gamma\delta} \left( -f^I_{j\alpha} \delta_{\beta i} \right) \left( f^I_{i\gamma} \delta_{\delta j} \right) = \sum_{\beta, \gamma} i_i \bar{b}_{\gamma} f^I_{j\alpha} f^\delta_{i\gamma}.
\]

Let \( \xi_{(\mu)} = \frac{\delta_{\beta i}}{\partial \bar{w}^i} \) and \( \eta_{(\nu)} = \frac{\partial f^\beta}{\partial w^i} (s < \nu \leq p + 1) \) at \( Q \). Then
\[
R_{\alpha\beta\gamma\delta} \xi_{(\mu)} \overline{\xi_{(\mu)}} \eta_{(\nu)} \eta_{(\nu)} = 0 \quad (1 \leq \mu \leq s \leq \nu \leq p + 1).
\]

It follows from the strong \( p \)-nondegeneracy of the bisectional curvature of \( M \)
at \( f(Q) \) that \( \eta_{(s + 1), \ldots, \eta_{(p + 1)}} \) cannot be \( \mathbb{C} \)-linearly independent. There exist
complex numbers \( a_{(s < \nu \leq p + 1)} \) not all zero such that \( \sum_{s < \nu \leq p + 1} a_{(s \nu)} \eta_{(\nu)} = 0 \). Let \( X = \sum_{s < \nu \leq p + 1} a_{(s \nu)} \frac{\partial}{\partial \bar{w}^i}, \ Y_1 = \text{Re} X, \) and \( Y_2 = \text{Im} X \) at \( Q \). Then \( Y_1, Y_2 \) are
R-linearly independent elements of $L$. Since $X(f) = 0$ and $\bar{X}(f) = 0$, it follows that $(df)(Y_\mu) = 0$ ($\mu = 1, 2$), contradicting $\dim_R L \cap \text{Ker} \ df \leq 1$.

5.14. Theorem. Let $M$ be a Kähler manifold whose holomorphic tangent bundle $T_M$ is 1-seminegative in the dual Nakano sense. Let $G$ be a relatively compact subdomain with smooth boundary in an $n$-dimensional Kähler manifold $N$ such that $\partial G$ is hyper-$(n-1)$-convex. Let $f: G \to M$ be a harmonic map smooth up to $\partial G$ such that $\bar{\partial}_f f \equiv 0$ on $\partial G$. Assume that one of the following three conditions (a), (b), (c) is satisfied:

(a) $\partial G$ is strongly hyper-$(n-1)$-convex at some point of $\partial G$.

(b) There exists $1 \leq p \leq n-1$ such that (i) $\partial G$ is hyper-$(n-p)$-convex, (ii) $T_M$ is $p$-negative in the dual Nakano sense, and (iii) $\text{rank}_R df \geq \max(4p - 3, 2p + 1)$ at some point $Q$ of $\partial G$.

(c) There exists $1 \leq p \leq n-1$ such that (i) $\partial G$ is hyper-$(n-p)$-convex, (ii) $T_M$ is $p$-negative in the dual Nakano sense, (iii) the bisectional curvature of $M$ is strongly $p$-nondegenerate, and (iv) $\text{rank}_R df \geq 2p + 1$ at some point $Q$ of $\partial G$. Then $f$ is holomorphic when $\partial G$ is nonempty, and $f$ is either holomorphic or antiholomorphic when $\partial G$ is empty.

Proof. We continue to use the notations we have been using in this section. Let $p$ be the positive integer given in condition (b) or condition (c). When condition (a) is satisfied, we set $\gamma = 1$. The conclusion for condition (a) follows from Lemmas 5.10, 5.9(b) both for the case $\gamma = 1$, and Lemma 5.11 for the case $\gamma = 1$.

We now assume the common subconditions (i) and (ii) of conditions (b) and (c). By Lemmas 5.10 and 5.0(a), we have the vanishing of the expression (5.9.2), which, by the $p$-negativity of $T_M$ in the dual Nakano sense, implies $(\wedge^g (\bar{\partial} f)) \wedge \bar{\partial} f \equiv 0$ on $G$. By applying the same argument to the Kähler manifold which is the complex conjugate of $N$ instead of to $N$, we conclude that $(\wedge^g (\partial f)) \wedge \partial f \equiv 0$ on $G$.

When condition (b) is satisfied, it follows from Lemma 5.12(c) that either $\partial f$ or $\bar{\partial} f$ vanishes identically on some open neighborhood of $Q$ in $\bar{G}$ and hence on all of $\bar{G}$ because of the harmonicity of $f$ (cf. [53, p. 88, Prop. 4]).

Since $\partial G$ is hyper-$(n-1)$-convex and $T_M$ is 1-seminegative in the dual Nakano sense, it follows from Lemma 5.9(a) that (5.13.1) is satisfied at every point of $\bar{G}$. When condition (c) is satisfied, it follows from Lemma 5.13 that either $\partial f$ or $\bar{\partial} f$ vanishes identically on some open neighborhood of $Q$ in $\bar{G}$ and hence on all of $\bar{G}$.

What remains to be proved is that when $\partial G$ is nonempty and condition (b) or (c) is satisfied, $\partial f$ cannot vanish identically on $\bar{G}$. Suppose the contrary. Since $\bar{\partial}_f f \equiv 0$ on $\partial G$, it follows that $\text{rank}_C \partial f \leq 1$ at every point of $\partial G$. By
Lemma 5.11, rank_\text{C} \bar{\partial}f \leq 1 at every point of \bar{G}. Thus rank_\text{R} df \leq 2 at every point of \bar{G}, contradicting rank_\text{R} \bar{\partial}f > 2p + 1 \geq 3 at Q.

5.15 Remarks. 1. In Theorem 5.14, condition (c) implies condition (b) because of Remark 2 of \S5.8. We give a direct proof of the case of condition (b) here because its proof is much easier than the proof of the case of condition (c).

2. Instead of using the \nabla Bochner-Kodaira technique as is done here, we can also use the \partial Bochner-Kodaira technique to prove Theorem 5.14. We give the key step of such an approach here. We first show that \partial \bar{\partial} f \equiv 0 by considering the integral of \partial \bar{\partial}(h_{\alpha\beta} \bar{\partial} f^\alpha \wedge \partial f^{\beta} \wedge \omega^{p-2}) over G, where \omega is the Kähler form of N. The boundary term has to be taken care of as in \S3.8. Then we consider

\begin{align*}
\partial \bar{\partial} \left( h_{\alpha_1\beta_1} \cdots h_{\alpha_p\beta_p} \bar{\partial} f^{\alpha_1} \wedge \cdots \wedge \bar{\partial} f^{\alpha_p} \wedge \partial f^{\beta_1} \wedge \cdots \wedge \partial f^{\beta_p} \wedge \omega^{p-1} \right)
= \sum_{p=1}^{\rho} h_{\alpha_1\beta_1} \cdots h_{\alpha_p\beta_p} R_{\lambda\mu\alpha_1\beta_1} k_{\alpha_2\mu} \cdots h_{\alpha_p\beta_p} \partial f^{\lambda} \wedge \bar{\partial} f^{\mu}
\wedge \partial f^{\alpha_1} \wedge \cdots \wedge \partial f^{\alpha_p} \wedge \partial f^{\beta_1} \wedge \cdots \wedge \partial f^{\beta_p} \wedge \omega^{p-1}
= (-1)^{p+1} p((n-p-1)!) R_{\lambda\mu\alpha_1\beta_1} \cdots f_{\mu}^{\alpha_1} \cdots f_{\mu}^{\alpha_p} \bar{g}_{i_1j_1} \cdots g_{i_{p+1}j_{p+1}}
\cdot h_{\alpha_1\beta_2} \cdots h_{\alpha_p\beta_p} \bar{g}_{i_1j_1} \cdots g_{i_{p+1}j_{p+1}},
\end{align*}

and integrate it over G. Again we have to take care of the boundary term as in \S3.8. The computation of the curvature term by using the \partial Bochner-Kodaira technique is easier than by using the \nabla Bochner-Kodaira technique, because skew-symmetrization is a built-in process in the exterior algebra of forms. However, when one uses the \nabla Bochner-Kodaira technique, it is slightly easier to deal with the boundary term and is by far much easier to get the \bar{D}^* and \bar{D} terms for a general smooth map satisfying the tangential Cauchy-Riemann equations at the boundary. We choose the \nabla Bochner-Kodaira technique here, because we want to have the formula in \S5.7 for a general smooth map satisfying the tangential Cauchy-Riemann equations at the boundary.
5.16. Theorem. Let $M$ be a compact Kähler manifold of complex dimension $m \geq 2$ whose holomorphic tangent bundle $T_M$ is 1-seminegative in the dual Nakano sense. Then $M$ is strongly rigid (in the sense that any compact Kähler manifold which is homotopic to $M$ must be either biholomorphic or antiholomorphic to it) if one of the following two conditions is satisfied:

(a) $T_M$ is $p$-negative in the dual Nakano sense for some $p \leq \min(m - 1, m - 1)$.

(b) $T_M$ is $(m - 1)$-negative in the dual Nakano sense, and the bisectional curvature of $M$ is strongly $(m - 1)$-nondegenerate.

Proof. Since $T_M$ is 1-seminegative in the dual Nakano sense, the sectional curvature of $M$ is nonpositive. By the theorem of Eells-Sampson [18], if $N$ is a compact Kähler manifold homotopic to $M$, then we can find a harmonic map $f: N \to M$ which is a homotopic equivalence. Since $\text{rank}_k df \geq 2m$ at some point of $N$, it follows from Theorem 5.14 that $f$ is holomorphic or antiholomorphic. For every $P \in M$, $f^{-1}(P)$ is a subvariety which must be 0-dimensional otherwise the homology class represented by $f^{-1}(P)$ is mapped to 0 by $f$, contradicting that $f$ is a homotopy equivalence. Since the degree of $f$ must be one, $f$ is a homeomorphism and is therefore either a biholomorphism or an antiholomorphism.

5.17. Theorem. Let $M$ be a Kähler manifold whose holomorphic tangent bundle $T_M$ is 1-seminegative and $p$-negative in the dual Nakano sense. Let $N$ be a compact complex submanifold of $M$. Then the deformation of $N$ as a complex submanifold of $M$ agrees with the deformation of $N$ as an abstract complex manifold if one of the following two conditions is satisfied:

(a) The complex dimension of $N$ is $\geq \max(2p - 1, p + 1)$.

(b) The bisectional curvature of $M$ is strongly $p$-nondegenerate, and the complex dimension of $N$ is $\geq p + 1$.

Proof. This follows from Theorem 5.14 and the method of Kalka [32]. The only thing we have to show is that every holomorphic cross section $s = s^a \partial / \partial z^a$ of $T_M|_N$ over $N$ must be identically zero. Let $P$ be the point of $N$ where the maximum of the pointwise square norm $|s|^2$ of $s$ on $N$ is achieved. Let $n$ be the complex dimension of $N$, and let $X_v = \xi^a_{(v)} \partial / \partial z^a$, $1 \leq v \leq n$, be holomorphic tangent vector fields of $N$ defined on an open neighborhood of $P$ so that they are $C$-linearly independent at $P$. Then for $1 \leq v \leq n$ we have at $P$

$$0 \geq X_v \overline{X}_v |s|^2 = |\nabla_{X_v} s|^2 + R_{\alpha \beta \gamma \delta} s^\alpha \xi^\beta_{(v)} \xi^\gamma_{(v)} s^\delta \overline{s} \delta,$$

where $R_{\alpha \beta \gamma \delta}$ is the curvature tensor of $M$. Since $n \geq p + 1$ and the bisectional curvature of $M$ is $p$-nondegenerate (see Remark 1 of §5.8), it follows that $s$ vanishes at $P$. Hence $s$ is identically zero on $N$. 

5.18. Theorem. Let $M$ be a complete Kähler manifold whose holomorphic tangent bundle $T_M$ is 1-semi-negative in the dual Nakano sense. Let $N$ be a Kähler manifold of complex dimension $n$, and $G$ be a relatively compact subdomain with smooth nonempty boundary in $N$ such that $\partial G$ is hyper-$(n - 1)$-convex. Let $\varphi: \partial G \to M$ be a smooth map satisfying the tangential Cauchy-Riemann equation of $\partial G$. Suppose $\varphi$ can be extended to a continuous map $\Phi$ from $\overline{G}$ to $M$. Then $\varphi$ can be extended to a smooth map from $\overline{G}$ to $M$, which is holomorphic on $G$ if one of the following three conditions is satisfied:

(a) $\partial G$ is strongly hyper-$(n - 1)$-convex at some point of $\partial G$.

(b) There exists $1 \leq p \leq n - 1$ such that (i) $\partial G$ is hyper-$(n - p)$-convex, (ii) $T_M$ is $p$-negative in the dual Nakano sense, and (iii) either $\text{rank}_R d\varphi \geq \max(4p - 3, 2p + 1)$ at some point of $\partial G$ or $\Phi_*: H_q(\overline{G}, \partial G, \mathbb{R}) \to H_q(M, \varphi(\partial G), \mathbb{R})$ is nonzero for some $q \geq \max(4p - 3, 2p + 1)$.

(c) There exists $1 \leq p \leq n - 1$ such that (i) $\partial G$ is hyper-$(n - p)$-convex, (ii) $T_M$ is $p$-negative in the dual Nakano sense, (iii) the bisectional curvature of $M$ is strongly $p$-nondegenerate, and (iv) either $\text{rank}_R d\varphi \geq 2p + 1$ at some point of $\partial G$ or $\Phi_*: H_q(\overline{G}, \partial G, \mathbb{R}) \to H_q(M, \varphi(\partial G), \mathbb{R})$ is nonzero for some $q \geq 2p + 1$.

Proof. Since $M$ is complete and has nonpositive sectional curvature, by Schoen's result [50, p. 115] there exists a harmonic map $f: G \to M$ smooth up to $\partial G$ such that $f|_{\partial G}$ agrees with $\varphi$ on $\partial G$ and $f$ is homotopic to $\Phi$ relative to $\partial G$. Now the desired result follows from Theorem 5.14. The condition of $\Phi_*$ being nonzero is used to conclude that $\text{rank}_R df \geq q$ at some point of $G$.

5.19. Remarks. 1. In Theorem 5.18, instead of assuming that $M$ is complete, we can assume that $M$ is compact with convex boundary. In that case we use Hamilton's result [28] instead of Schoen's result to get the harmonic map $f$.

2. Wood [65] gave an extension theorem proved by extending to the case with boundary the method given in [53] of showing the complex-analyticity of harmonic maps. Wood does not assume any hyperconvexity condition on the boundary of the domain space and claims that the boundary term which occurs in the proof automatically vanishes because the given map satisfies the tangential Cauchy-Riemann equations. His claim and his final results are both incorrect. His argument can be made to work only when it is possible to choose, in his notations, a local coordinate system $z^1, \ldots, z^n$ at $p$ such that $\partial X$ is defined by $\text{Im} \ z^m \equiv$ constant in a neighborhood of $p$. The existence of such a local coordinate system implies that $\partial X$ is Levi flat at $p$.

3. After the author wrote up this paper, he received a preprint from S. Nishikawa and K. Shiga [42] in which they applied to the case with boundary his $\partial$ Bochner-Kodaira method [53] and proved the following. Let $M$, $N$ be complete Kähler manifolds of complex dimension $n \geq 2$. Let $D_1 \subset M$ and $D_2 \subset N$ be relatively compact subdomains in $M$ and $N$ with smooth boundaries
\( \partial D_1 \) and \( \partial D_2 \). Suppose \( N \) has adequately negative curvature in the sense of [53, p. 84], and \( \partial D_1 \) is pseudoconvex (or more generally hyper-\((n - 1)\)-convex). If \( f: \partial D_1 \to \partial D_2 \) is a smooth map which satisfies the tangential Cauchy-Riemann equations and extends to a homotopy equivalence of \( D_1 \) and \( D_2 \), then \( f \) extends to a biholomorphic map from \( D_1 \) to \( D_2 \) diffeomorphic up to the boundary.

### 6. Negativity of Einstein bundles

6.1. Let \( M \) be a Kähler manifold of complex dimension \( n \) with Kähler metric \( g_{i\overline{j}}dz^i\overline{dz^j} \). Let \( E \) be a holomorphic vector bundle with Hermitian metric \( h_{\alpha\overline{\beta}} \) along its fibers. Let \( \Theta_{\alpha\overline{\beta}} = -\sqrt{-1} \Omega_{\alpha\overline{\beta}, j}dz^i\overline{dz^j} \) be the curvature form of \( E \).

**Definition.** \( E \) is said to be Einstein if there exists a real-valued function \( \kappa_E \) on \( M \) such that \( \Omega_{\alpha\overline{\beta}} = \kappa_E h_{\alpha\overline{\beta}} \) at every point of \( M \).

For every point \( P \) of \( M \) let \( \chi_E(P) \) be the largest eigenvalue of the Hermitian form

\[
(\xi^{\alpha}) \mapsto \Omega_{\alpha\overline{\beta}}^{ij} \xi^{\alpha \overline{\beta}}
\]

That is, \( \chi_E \) equals the supremum of \( \Omega_{\alpha\overline{\beta}}^{ij} \xi^{\alpha \overline{\beta}} \) for all \( (\xi^{\alpha}) \) satisfying \( h_{\alpha\overline{\beta}} \xi^{\alpha \overline{\beta}} = 1 \).

6.2. **Lemma.** Suppose \( E \) is Einstein, and \( 0 \leq q < n \) is an integer. If \( \kappa_E > q\chi_E \) (respectively \( \kappa_E \geq q\chi_E \)) at some point \( P \) of \( M \), then \( E \) is \((n - q)\)-negative (respectively \((n - q)\)-seminegative) in the dual Nakano sense at \( P \). Hence if \( \kappa_E \geq q\chi_E \) on \( M \) with strict inequality at some point, then \( H^\nu(M, E) = 0 \) for \( \nu < q \).

**Proof.** Choose local coordinates of \( M \) at \( P \) and fiber coordinates of \( E \) at \( P \) such that \( g_{i\overline{j}} = \delta_{i\overline{j}} \) and \( h_{\alpha\overline{\beta}} = \delta_{\alpha\overline{\beta}} \). Let \( \xi_{a_{n-q}}^{\alpha} \) be a nonzero set of complex numbers which is skew-symmetric in the \((n - q)\)-tuple \( I_{n-q} \) of indices. Let

\[
\xi_{a_{J_q}} = \sum_{I_{n-q}} \text{sgn} \left( \begin{array}{c} J_q \\ 1 \ldots n \end{array} \right) \overline{\xi_{I_{n-q}}^{\alpha}}.
\]

By Lemma 3.6, at \( P \)

\[
\frac{1}{(n - q)!} \sum_{\alpha, \beta, \overline{s}, t, I_{n-q}} \Omega_{\alpha\overline{\beta} st}^{\overline{s}\overline{t}} \xi_{a_{J_q}}^{\overline{s}} \overline{\xi_{a_{J_q}}^{\overline{t}}} = \frac{1}{(q - 1)!} \sum_{\alpha, \beta, \overline{s}, t, J_{q-1}} \Omega_{\alpha\overline{\beta} st}^{\overline{s}\overline{t}} \xi_{a_{J_q-1}}^{\overline{s}} \overline{\xi_{a_{J_q-1}}^{\overline{t}}}
\]

\[
\geq \frac{\kappa_E}{q!} \sum_{\alpha, J_q} |\xi_{a_{J_q}}|^2 - \frac{\chi_E}{(q - 1)!} \sum_{\alpha, s, J_{q-1}} |\xi_{a_{J_q-1}}|^{\overline{s}}
\]

\[
= \frac{\kappa_E - q\chi_E}{q!} \sum_{\alpha, J_q} |\xi_{a_{J_q}}|^2.
\]
The last statement follows from the \( \nabla \) Bochner-Kodaira technique (1.3.5).

q.e.d.

For the special case where \( E \) is the holomorphic tangent bundle \( T_M \) of \( M \), there is a trick of Calabi-Vesentini [12] which can be used to improve the result of Lemma 6.2.

**6.4. Lemma.** For a Kähler-Einstein manifold \( M \) of complex dimension \( n \), the holomorphic tangent bundle \( T_M \) of \( M \) is \((n - q)\)-negative (respectively \((n - q)\)-seminegative) in the dual Nakano sense at \( P \) if \( \kappa_{T_M} > \frac{1}{4}(q + 1) \chi_{T_M} \) (respectively \( \kappa_{T_M} \geq \frac{1}{4}(q + 1) \chi_{T_M} \)) at \( P \).

Proof. We choose local coordinates of \( M \) at \( P \) such that \( g_{ij} = \delta_{ij} \) at \( P \). To use the same notations as in §6.3, instead of \( R_{i,jk} \) we use \( \Omega_{\alpha\beta\gamma\delta} \) to denote the curvature tensor of \( T_M \). Since \( \Omega_{\alpha\beta\gamma\delta} \) is symmetric in \( \alpha, \delta \) and in \( \beta, \gamma \), it follows that the Hermitian form

\[
(\theta^{az}) \mapsto \Omega_{\alpha\beta\gamma\delta} \theta^{az} \overline{\theta^{\beta\gamma}}
\]

factors through the orthogonal projection \( \pi: T_M \to S^2 T_M \), where \( S^2 T_M \) is the bundle of symmetric contravariant 2-tensors. At \( P \) the Hermitian form

\[
(\theta^{az}) \mapsto \frac{1}{2} (\delta_{\alpha\beta} \delta_{st} + \delta_{at} \delta_{\beta s}) \theta^{az} \overline{\theta^{\beta\gamma}}
\]

sends \( \theta \in T_M \) to the square norm of \( \pi(\theta) \). Hence at \( P \)

\[
(6.4.1) \quad \Omega_{\alpha\beta\gamma\delta} \theta^{az} \overline{\theta^{\beta\gamma}} \leq \chi_{T_M} \frac{1}{2} (\delta_{\alpha\beta} \delta_{st} + \delta_{at} \delta_{\beta s}) \theta^{az} \overline{\theta^{\beta\gamma}}.
\]

Let \( \xi_i^{a}_{n-q} \) and \( \xi^a_i \) be as in §6.3, when \( E \) is replace by \( T_M \). Let

\[
\varphi_{\beta J_q} = \frac{1}{q + 1} \sum_{\mu=1}^{q} (\xi_{\beta J_q} + \xi_{j_{\mu} j_1 \cdots (\beta)_{a} \cdots j_q}),
\]

\[
\psi_{\beta J_q} = \frac{1}{q + 1} \left( \xi_{\beta J_q} - \sum_{\mu=1}^{q} \xi_{j_{\mu} j_1 \cdots (\beta)_{a} \cdots j_q} \right),
\]

where \( J_q = (j_1, \cdots, j_q) \). Then

\[
(6.4.2) \quad \xi_i^{a}_{n-q} = \varphi_{\beta J_q} + \psi_{\beta J_q}.
\]

Since \( \varphi_{\beta J_q} \) is a sum of \( q + 1 \) tensors each of which is symmetric in two indices and since \( \psi_{\beta J_q} \) is skew-symmetric in all of its \( q + 1 \) indices, it follows that

\[
(6.4.3) \quad \sum_{\beta, J_q} \varphi_{\beta J_q} \psi_{\beta J_q} = 0.
\]
By (6.4.1) we have at $P$

$$
\sum_{a, \beta, s, t, J_q^{-1}} \Omega_{a\beta st} \xi_{a\beta st} \xi_{a\beta st}^{-1}
$$

$$
= \frac{1}{q} \sum_{a, \beta, s, t, J_q^{-1}} \sum_{\mu=1}^{q} \left( \delta_{a\beta} \delta_{s t} + \delta_{a\beta} \delta_{s t} \right) \xi_{a\beta st} \xi_{a\beta st}^{-1}
$$

$$
\leq \frac{1}{2q} \chi_{T_M} \sum_{\beta, J_q} \sum_{\mu=1}^{q} \left( \xi_{\beta J_q} + \xi_{\beta J_q} \right) \xi_{\beta J_q}^{-1}
$$

$$
= \frac{q+1}{2q} \chi_{T_M} \sum_{\beta, J_q} \left| \xi_{\beta J_q} \right|^2
$$

by (6.4.2) and (6.4.3). We now use Lemma 3.6 to conclude, as in the proof of Lemma 6.3, that

$$
\frac{1}{(r - q - 1)!} \sum_{a, \beta, s, t, I_q^{-1}} \Omega_{a\beta st} \xi_{a\beta st} \xi_{a\beta st}^{-1}
$$

$$
= \frac{1}{q!} \left( \kappa_{T_M} - \frac{q+1}{2} \chi_{T_M} \right) \sum_{\beta, I_q} \left| \xi_{\beta I_q} \right|^2.
$$

6.5. Remarks.  1. By Remark 2 of §4.1 and Lemma 4.3, the conclusion of Lemma 6.4 is equivalent to the 1-negativity of $\Lambda^{n-q}T_M$ in the dual Nakano sense which is equivalent to the Nakano 1-positivity of $\Omega_M^{n-q}$.

2. From the $\nabla$ Bochner-Kodaira technique (1.3.5) and Lemma 6.4 it follows that $H^\mu(M, T_M) = 0$ for $\mu \leq q$ and $H^\nu(M, \Lambda^{n-q}T_M) = 0$ for $\nu < n$ if $M$ is a compact Kähler-Einstein manifold with $\kappa_{T_M} \geq \frac{1}{2}(q + 1) \chi_{T_M}$ on $M$ and strict inequality at some point of $M$.

3. The $k$-negativity of $T_M$ in the dual Nakano sense for an appropriate $k$ is the underlying reason why the vanishing theorems proved in [12] by Calabi-Vesentini hold.

4. It is unknown whether $\Lambda^k T_M$ is $(n - q + 1 - k)$-negative in the dual Nakano sense if $\kappa_{T_M} \geq \frac{1}{2}(q + 1) \chi_{T_M}$.

6.6. We apply the above considerations to the case of bounded symmetric domains, and compute the negativity of the tangent bundle in the dual Nakano sense and the strong nondegeneracy of the bisectional curvature. For the
negativity of the tangent bundle in the dual Nakano sense we use Lemma 6.4 and the computation given in [11], [12] of the eigenvalues of the curvature operator. For the strong nondegeneracy of the bisectional curvature we use the computation concerning the classical domains given in [55] and the exceptional domains given in [66].

Recall that for an n-dimensional Kähler manifold $M$ the Hermitian form

$$
(\xi^{ik}) \mapsto R_{ijkl} \xi^{ik} \xi^{jll} \tag{6.6.1}
$$

factors through the orthogonal projection $T^M \otimes S^2 \rightarrow S^2 T_M$. Hence the sum of its eigenvalues for the subspace of symmetric 2-tensors equals its trace $g_{ij} g^{kl} R_{ijkl}$ on $T^M \otimes S^2$ which, when $M$ is Kähler-Einstein and of complex dimension $n$, equals $n \kappa_M$, where $g_{ij}$ is the Kähler metric of $M$. In the following we will denote $\kappa_M$ and $\chi_M$ simply by $\kappa$ and $\chi$.

A. Let $D^I_{mn}$ be the set of all complex $m \times N$ matrices $Z$ such that $I_n - Z\bar{Z}$ is positive definite, where $I_n$ is the $n \times n$ identity matrix, $Z^t$ is the transpose of $Z$, and $\bar{Z}$ is the complex conjugate of $Z$. By [12], for the case $M = D^I_{mn}$ the Hermitian form (6.6.1) has the following eigenvalues: $2$ with multiplicity $\frac{1}{2} mn(m + 1)(n + 1)$, and $-2$ with multiplicity $\frac{1}{2} mn(m - 1)(n - 1)$. (Note that our sign convention for $R_{ijkl}$ is opposite to that of [11], [12].) Hence $\chi = 2$. It follows from $\dim_C D^I_{mn} = mn$ that

$$
\kappa = \frac{1}{mn} \left( 2 \times \frac{1}{2} mn(m + 1)(n + 1) - 2 \times \frac{1}{2} mn(m - 1)(n - 1) \right) = m + n.
$$

Thus $\kappa > \frac{1}{2}(q + 1)\chi$ for $q < m - n - 1$. The tangent bundle of $D^I_{mn}$ is $(m - 1)(n - 1) + 1$-negative in the dual Nakano sense. By [55], the bisectional curvature of $D^I_{mn}$ is strongly $(m - 1)(n - 1) + 1$-nondegenerate.

B. Let $D^{II}_n$ be the set of all complex skew-symmetric $n \times n$ matrices $Z$ such that $I_n - Z\bar{Z}$ is positive definite. By [12], for the case $M = D^{II}_n$ the Hermitian form (6.6.1) has the following eigenvalues: $2$ with multiplicity $\frac{1}{2} n^2(n^2 - 1)$, and $-4$ with multiplicity $n^4$. Hence $\chi = 2$. It follows from $\dim_C D^{II}_n = \frac{1}{2} n(n - 1)$ that

$$
\kappa = \frac{1}{\frac{1}{2} n(n - 1)} \left( 2 \times \frac{1}{2} n^2(n^2 - 1) - 4 \times \left( \frac{n}{4} \right) \right) = 2(n - 1).
$$

Thus $\kappa > \frac{1}{2}(q + 1)\chi$ for $q < 2n - 3$. The tangent bundle of $D^{II}_n$ is $(\frac{1}{2}(n - 2)(n - 3) + 1)$-negative in the dual Nakano sense. By [55], the bisectional curvature of $D^{II}_n$ is strongly $(\frac{1}{2}(n - 2)(n - 3) + 1)$-nondegenerate.

C. Let $D^{III}_n$ be the set of all complex symmetric $n \times n$ matrices $Z$ such that $I_n - Z\bar{Z}$ is positive definite. By [12], for the case $M = D^{III}_n$ the Hermitian form (6.6.1) has the following eigenvalues: $4$ with multiplicity $(\frac{n^3}{4})$, and $-2$ with
multiplicity $\frac{1}{12}n^2(n^2 - 1)$. Hence $\chi = 4$. It follows from $\dim C D_n^{III} = \frac{1}{2}n(n + 1)$ that

$$\kappa = \frac{1}{\frac{1}{2}n(n + 1)} \left( 4 \times \left( \frac{n + 3}{4} \right) - 2 \times \frac{1}{2}n^2(n^2 - 1) \right) = 2(n + 1).$$

Thus $\kappa > \frac{1}{2}(q + 1)\chi$ for $q < n$. The tangent bundle of $D_n^{III}$ is $(\frac{1}{2}n(n - 1) + 1)$-negative in the dual Nakano sense. By [55] the bisectional curvature of $D_n^{III}$ is strongly $(\frac{1}{2}n(n - 1) + 1)$-nondegenerate.

D. Let $D_n^{IV}$ be the set of all complex column $n$-vector $z$ with $z^*z < 1$ and $2'z^*z < 1 + |z|^2$. By [12], for $M = D_n^{IV}$ the Hermitian form (6.6.1) has the following eigenvalues: 2 with multiplicity $\frac{1}{2}(n - 1)(n + 2)$ and $2 - n$ with multiplicity 1. Hence $\chi = 2$. It follows from $\dim C D_n^{IV} = n$ that

$$\kappa = \frac{1}{n} \left( 2 \times \frac{1}{2}(n - 1)(n + 2) + 2 - n \right) = n.$$

Thus $\kappa > \frac{1}{2}(q + 1)\chi$ for $q < n - 1$. The tangent bundle of $D_n^{IV}$ is 2-negative in the dual Nakano sense. By [55] the bisectional curvature of $D_n^{IV}$ is strongly 2-nondegenerate.

E. Let $D^V$ be the exceptional bounded symmetric domain $E_6/\text{Spin}(10) \times T^1$. By [11], for the case $M = D^V$ the Hermitian form (6.6.1) has the following eigenvalues: 1 with multiplicity 126, and $-3$ with multiplicity 10. Hence $\chi = 1$. It follows from $\dim C D^V = 16$ that $\kappa = \frac{1}{16}(126 - 3 \times 10) = 6$. Thus $\kappa > \frac{1}{2}(q + 1)\chi$ for $q < 11$. The tangent bundle of $D^V$ is 6-negative in the dual Nakano sense. By [66] the bisectional curvature of $D^V$ is strongly 6-nondegenerate.

F. Let $D^VI$ be the exceptional bounded symmetric domain $E^7/E^6 \times T^1$. By [11], for the case $M = D^VI$ the Hermitian form (6.6.1) has the following eigenvalues: 1 with multiplicity 351, and $-4$ with multiplicity 27. Hence $\chi = 1$. It follows from $\dim C D^VI = 27$ that $\kappa = \frac{1}{27}(351 - 4 \times 27) = 9$. Thus $\kappa > \frac{1}{2}(q + 1)\chi$ for $q < 17$. The tangent bundle of $D^VI$ is 11-negative in the dual Nakano sense. By [66] the bisectional curvature of $D^VI$ is strongly 11-nondegenerate.

6.7. Theorem. Let $M$ be a compact quotient of an irreducible bounded symmetric domain $D$, and $N$ a compact Kähler manifold of complex dimension $n$. Let $f: N \to M$ be a harmonic map, and $r$ the maximum of the rank of $df$ over $\mathbb{R}$. Then $f$ is either holomorphic or antiholomorphic if $r \geq 2p(D) + 1$, where $p(D_n^{I}) = (m - 1)(n - 1) + 1$, $p(D_n^{II}) = \frac{1}{2}(n - 2)(n - 3) + 1$, $p(D_n^{III}) = \frac{1}{2}n(n - 1) + 1$, $p(D_n^{IV}) = 2$, $p(D^V) = 6$, and $p(D^{VI}) = 11$. In particular, any compact quotient of an irreducible bounded symmetric domain of complex dimension $\geq 2$ is strongly rigid.
This follows from Theorems 5.14 and 5.16, and confirms the conjecture of [55, §6].

6.8. Remark. Since $2 \times 16 > \max(4 \times 6 - 3, 2 \times 6 - 1)$ and $2 \times 27 > \max(4 \times 11, 2 \times 11 + 1)$, to conclude from Theorem 5.16 the strong rigidity of the compact quotients of the two exceptional domains $D^V$ and $D^{VI}$ one needs only the $k$-negativity of the tangent bundle in the dual Nakano sense for the appropriate $k$ and does not need to know the strong $k$-nondegeneracy of the bisectional curvature. However, the computation given in [11] of the eigenvalues of the Hermitian form (6.6.1) of the curvature operator for the two exceptional cases is by no means simple. The simplest way to get the strong rigidity of the compact quotients of the bounded symmetric domains is the one given in [55].

The following theorems are obtained by applying Theorems 5.14, 5.17, and 5.18 to the case of a compact quotient of a bounded symmetric domain. The number $p(D)$ carries the same meaning as in Theorem 6.7.

6.9. Theorem. Let $M$ be a quotient of an irreducible bounded symmetric domain $D$, and $N$ a compact complex submanifold of complex dimension $> p(D)$. Then the deformation of $N$ as a complex submanifold of $M$ agrees with the deformation of $N$ as an abstract complex manifold.

6.10. Theorem. Let $M$ be a quotient of an irreducible bounded symmetric domain $D$. Let $N$ be a Kähler manifold of complex dimension $n$, and $G$ a relatively compact subdomain with smooth nonempty boundary in $N$ such that $\partial G$ is hyper-$\left(n - 1\right)$-convex. Let $f: G \to M$ be a harmonic map smooth up to $\partial G$ such that $\tilde{\partial}_p f \equiv 0$ on $\partial G$. Then $f$ is holomorphic if either

(i) $\partial G$ is strongly hyper-$\left(n - 1\right)$-convex at some point of $\partial G$, or

(ii) $\partial G$ is hyper-$\left(n - p(D)\right)$-convex and $\text{rank}_R d\tilde{f} \geq 2 p(D) + 1$ at some point of $G$.

In particular, a smooth map $\varphi: \partial G \to M$ with $\tilde{\partial}_p \varphi \equiv 0$ on $\partial G$ can be extended to a smooth map from $\tilde{G}$ to $M$ which is holomorphic on $G$ if $\varphi$ can be extended to a continuous map $\Phi: \tilde{G} \to M$ and if one of the following two conditions holds:

(i) $\partial G$ is strongly hyper-$\left(n - 1\right)$-convex at some point of $\partial G$.

(ii) $\partial G$ is hyper-$\left(n - p(D)\right)$-convex and either $\text{rank}_R d\varphi \geq 2 p(D) + 1$ at some point of $\partial G$ or $\text{rank}_R d\varphi^* H_q(\tilde{G}, \partial G, R) \to H_q(M, \varphi(\partial G), R)$ is nonzero for some $q \geq 2 p(D) + 1$.

6.11. Besides using the eigenvalues and the dimensions of the eigenspaces of the Hermitian curvature operator, at least in the case of classical bounded symmetric domains one can also straightforwardly use the explicit form of the curvature tensor and direct computation to get the numbers $q$ so that the tangent bundles are $q$-negative in the dual Nakano sense. To illustrate this method we do the cases $D^I_{mn}$ and $D^{IV}_n$. 
The Case of $D^l_{mn}$. For every double index $\alpha$, we denote its first component by $\alpha'$, and its second component by $\alpha''$ so that $\alpha = (\alpha', \alpha'')$. The double index $\alpha$ with first component $\alpha'$ is said to be on the $\alpha'$th row. At $Z = 0$ the curvature tensor of the invariant metric with potential $\log det(I - ZZ')$ satisfies

$$R_{\alpha\beta\gamma\delta}^{\alpha\beta\gamma\delta} = \sum_{\alpha', \beta', \gamma, \delta} \left| \sum_{\alpha''} \xi(\alpha', \alpha'')(\alpha'', \beta') \right|^2 + \sum_{\alpha', \beta'} \left| \sum_{\alpha''} \xi(\alpha', \alpha'')(\beta', \alpha'') \right|^2.$$

It follows that

$$\sum_{\alpha, \beta, \gamma, \delta, \lambda_1, \ldots, \lambda_q} R_{\alpha\beta\gamma\delta}^{\alpha\beta\gamma\delta} = \sum_{\alpha, \beta, \gamma, \delta, \lambda_1, \ldots, \lambda_q} \left| \sum_{\alpha''} \xi(\alpha', \alpha'')(\alpha'', \beta')(\alpha', \gamma)(\delta, \lambda_1, \ldots, \lambda_q) \right|^2.$$

To prove that the tangent bundle of $D^l_{mn}$ is $((m - 1)(n - 1) + 1)$-negative in the dual Nakano sense, it suffices to show that for $q \geq mn - m - n + 1$ the equations

$$\sum_{\alpha} \xi(\alpha', \alpha'')(\alpha', \beta')(\alpha', \gamma)(\delta, \lambda_1, \ldots, \lambda_q) = 0,$$

$$(6.11.1)$$

imply the vanishing $\xi_{\alpha\beta\lambda_1, \ldots, \lambda_q}$ when it is skew-symmetric in $\beta, \lambda_1, \ldots, \lambda_q$. We are going to prove this by induction on $m + n > 3$.

We observe that, if either $\tau(\alpha', \alpha'') = (\alpha'', \alpha')$ for all double indices $\alpha = (\alpha', \alpha'')$ or $\tau(\alpha', \alpha'') = (\sigma(\alpha'), \alpha'')$ for all double indices $\alpha = (\alpha', \alpha'')$, where $\sigma$ is a permutation of $\{1, \ldots, m\}$, then the transformation

$$\tau*: \xi_{\alpha\beta\lambda_1, \ldots, \lambda_q} \mapsto \xi_{\tau(\alpha)\tau(\beta)\tau(\lambda_1), \ldots, \tau(\lambda_q)}$$

leaves the set of equations (6.11.1) invariant. We further observe that the component $\xi_{\alpha\beta\lambda_1, \ldots, \lambda_q}$ vanishes if every double index on the same row as the index $\beta$ is one of $\lambda_1, \ldots, \lambda_q$, as one can easily see from the second equation of (6.11.1) and the skew-symmetry of $\xi_{\alpha\beta\lambda_1, \ldots, \lambda_q}$ in $\beta, \lambda_1, \ldots, \lambda_q$. That is, the component $\xi_{\alpha\beta\lambda_1, \ldots, \lambda_q}$ vanishes if there is some row such that all indices on that row belong to the set $\{\beta, \lambda_1, \ldots, \lambda_q\}$.

Consider the initial step of the induction where $m + n = 3$. We can assume without loss of generality that $m = 2$ and $n = 1$. Every component $\xi_{\alpha\beta\lambda_1, \ldots, \lambda_q}$ vanishes for $q \geq mn - m - n + 1 = 0$, because $\beta$ is the only index on its row.
Assume now \( m + n > 3 \). Without loss of generality we can assume that \( m \geq n \). It follows from \( q \geq mn - m - n + 1 \geq mn - 2m + 1 \) that, for any given set of indices \( \lambda_0, \ldots, \lambda_q \), either

(i) there exists a row such that every index on that row belongs to \( \{ \lambda_0, \lambda_1, \ldots, \lambda_q \} \), or

(ii) there exist \( 1 \leq \beta_1 < \beta_2 \leq m \) such that, for \( v = 1, 2 \), exactly one index on the \( \beta_v \)th row does not belong to \( \{ \lambda_0, \lambda_1, \ldots, \lambda_q \} \).

According to our earlier observation, \( \zeta_{\gamma \lambda_0 \ldots \lambda_q} \) vanishes in Case (i). Because of the transformation \( \tau_* \), for the proof of the vanishing of \( \zeta_{\gamma \lambda_0 \ldots \lambda_q} \) it suffices to consider Case (ii) with the additional assumption that \( \beta_2' = m \), \( \gamma \) is not on the \( m \)th row, and \( \lambda_i = (m, i + 1) \) for \( 0 \leq i < n - 2 \). Define

\[
\phi_{\alpha \mu_n - 1 \ldots \mu_q} = \zeta_{a \lambda_0 \ldots \lambda_{q - 2} \mu_{n - 1} \ldots \mu_q}
\]

for indices \( \alpha, \mu_{n-1}, \ldots, \mu_q \) not on the \( m \)th row. We claim that \( \phi_{\alpha \mu_n - 1 \ldots \mu_q} \) satisfies the following set of equations corresponding to (6.11.1):

\[
\begin{align*}
\sum_{\alpha' = 1}^{m-1} \phi_{(\alpha', \alpha'')(\alpha', \beta'')}_{\mu_n \ldots \mu_q} &= 0 \quad \text{for all fixed } 1 \leq \alpha'', \beta'' < n, \\
\sum_{\alpha' = 1}^{m} \phi_{(\alpha', \alpha'')(\beta', \alpha'')}_{\mu_n \ldots \mu_q} &= 0 \quad \text{for all fixed } 1 \leq \alpha', \beta' < m.
\end{align*}
\]

(6.11.2)

The second equation is clearly satisfied. To verify the first equation, it suffices to show the vanishing of

\[
\phi_{(m, \alpha'')(m, \beta'')}_{\mu_n \ldots \mu_q} = \zeta_{(m, \alpha'')(m, \beta'')}_{\mu_n \ldots \mu_q}.
\]

This is clear, because by skew-symmetry it suffices to consider the case \( (m, \beta'') = (m, n) \) and in this case every index on the \( m \)th row belongs to the set \( \{ \lambda_0, \ldots, \lambda_{n - 2}, (m, \beta''), \mu_n \ldots \mu_q \} \). Since the equations in (6.11.2) are satisfied, by induction hypothesis \( \phi_{\alpha \mu_n - 1 \ldots \mu_q} \) vanishes. Hence \( \zeta_{\gamma \lambda_0 \ldots \lambda_q} \) vanishes.

The Case of \( D^n_{1'} \). At \( z = 0 \) the curvature tensor of the invariant metric with potential \( -\log(1 - 2\sum a |z_a|^2 + |\sum a z_a|^2) \) satisfies

\[
R_{\alpha \beta \gamma \delta} \delta_{\alpha \beta} - \delta_{\gamma \delta} = 4 \left( \sum_{\alpha} \zeta_{\alpha \beta} \right)^2 + 2 \sum_{\alpha \neq \beta} |\zeta_{\alpha \beta} - \zeta_{\beta \alpha}|^2.
\]

It follows that

\[
\sum_{\lambda_1, \ldots, \lambda_q} R_{\alpha \beta \gamma \delta} \delta_{\alpha \beta} \delta_{\gamma \lambda_1 \ldots \lambda_q} = 4 \sum_{\alpha} \left( \sum_{\alpha} \zeta_{\alpha \beta} \right)^2 + 2 \sum_{\alpha \neq \beta} |\zeta_{\alpha \beta} - \zeta_{\beta \alpha}|^2.
\]
To prove that the tangent bundle of $D^q$ is 2-negative in the dual Nakano sense, it suffices to show that, for $q \geq 1$, the equations

\[
\begin{align*}
\zeta_{\alpha} &= 0, \\
\zeta_{\alpha \beta} &= \zeta_{\beta \alpha} \text{ for } \alpha \neq \beta
\end{align*}
\]

imply the vanishing of $\zeta_{\alpha \beta \lambda_1 \cdots \lambda_q}$ when it is skew-symmetric in $\beta, \lambda_1, \cdots, \lambda_q$. This follows from the fact that $\zeta_{\alpha \beta \lambda_1 \cdots \lambda_q}$ is skew-symmetric in $\beta, \lambda_1$ and symmetric in $\alpha, \beta$. For

\[
\zeta_{\alpha \beta \lambda_1 \cdots \lambda_q} = -\zeta_{\alpha \lambda_1 \beta \lambda_2 \cdots \lambda_q} = -\zeta_{\lambda_1 \alpha \beta \lambda_2 \cdots \lambda_q}
\]

7. Curvature characterization of compact symmetric Kähler manifolds

7.1. Besides the strong rigidity of suitably negatively curved compact Kähler manifolds, another major application of the complex-analyticity of harmonic maps is the curvature characterizations of the complex projective space and the complex hyperquadric [56], [19], [54]. (For the projective space Mori [39] obtained the stronger result of characterization by the ampleness of the tangent bundle by methods of algebraic geometry.) The strong rigidity is a result of the Bochner-Kodaira technique for vanishing theorems applied to the $\tilde{\omega}$ differential of a harmonic map. For this the target manifold has to be suitably negatively curved. We know that strong rigidity holds for a compact quotient of any irreducible bounded symmetric domain of complex dimension $\geq 2$, [53], [55]. On the other hand, the curvature characterizations of the complex projective space and the complex hyperquadric [56], [19], [54] are proved by using the second variation formula for energy-minimizing harmonic maps. For this the target manifold has to be suitably positively curved. So far the curvature characterization of general compact Kähler manifolds has not been found. In this section we will deal with this question of curvature characterization. We will not use the method of energy-minimizing harmonic maps. Instead, we will use the Bochner-Kodaira technique and holonomy groups. The result we get is only a partial answer to the question of curvature characterization. First we give a definition.

**Definition.** The bisectional curvature of a Kähler manifold $M$ is said to be irreducible at a point $P$ of $M$ if it is not possible to decompose the holomorphic tangent space $T_{M,P}$ of $M$ at $P$ into two nonzero orthogonal direct summands $\Xi$ and $H$ such that $R_{ij,kl}^\xi [\xi^k \eta^l] = 0$ for all $\xi \in \Xi$ and all $\eta \in H$. 
Clearly if the complex dimension of \( M \) is \( n \), and the bisectional curvature of \( M \) is strongly \((n - 1)\)-nondegenerate at \( P \), then the bisectional curvature of \( M \) is irreducible at \( P \).

7.2. Theorem. Let \( M \) be a compact Kähler manifold whose holomorphic tangent bundle \( T_M \) is 1-semipositive in the dual Nakano sense. Suppose the bisectional curvature of \( M \) is irreducible at some point \( P \) of \( M \). Then either \( M \) is an irreducible Hermitian symmetric manifold with respect to the given Kähler metric or the cohomology ring of \( M \) with coefficients in \( \mathbb{R} \) is isomorphic to that of the complex projective space of the same dimension.

7.3. Corollary. Let \( M \) be an irreducible compact Hermitian symmetric space of rank \( > 1 \). Then any Kähler metric on \( M \) with respect to which the holomorphic tangent bundle of \( M \) is 1-semipositive in the dual Nakano sense must be a constant multiple of the standard invariant Kähler metric on \( M \).

The rest of this section is devoted to the proof of Theorem 7.2 and Corollary 7.3.

7.4. Proposition. Let \( M \) be a compact Kähler manifold whose holomorphic tangent bundle is 1-semipositive in the dual Nakano sense. Then every harmonic \((p, q)\)-form is parallel (i.e., has zero covariant derivative).

Proof. Let \( g_{f} \) be the Kähler metric of \( M \), and let \( \varphi_{(p,q)} \) be a harmonic \((p, q)\) form on \( M \). Let

\[
\eta_{k} = \sum_{\mu=1}^{p} \eta_{i_{\mu}} f_{i_{\mu}} \sum_{\nu=1}^{q} \eta_{j_{\nu}} f_{j_{\nu}} - \sum_{\mu=1}^{p} \eta_{i_{\mu}} f_{i_{\mu}} \sum_{\nu=1}^{q} \eta_{j_{\nu}} f_{j_{\nu}}
\]

where \( I_{\mu} = (i_{1}, \ldots, i_{p}) \) and \( J_{\nu} = (j_{1}, \ldots, j_{q}) \). Let

\[
F = R_{f} \eta_{k} k^{i_{\mu} j_{\nu}} \eta^{i_{\mu} j_{\nu}}
\]

Then

\[
F = \sum_{\mu=1}^{p} \sum_{\sigma=1}^{p} I_{\mu\sigma} - \sum_{\mu=1}^{p} \sum_{\tau=1}^{q} II_{\mu\tau} - \sum_{\nu=1}^{q} \sum_{\sigma=1}^{p} III_{\nu\sigma} + \sum_{\nu=1}^{q} \sum_{\tau=1}^{q} IV_{\nu\tau},
\]

where

\[
I_{\mu\sigma} = R_{f} \sum_{\mu=1}^{p} \sum_{\nu=1}^{q} f_{i_{\mu}} g_{i_{\mu}} \varphi_{i_{\mu}} \eta^{i_{\mu}} j_{\nu} g^{j_{\nu}}
\]

\[
II_{\mu\tau} = R_{f} \sum_{\mu=1}^{p} \sum_{\nu=1}^{q} f_{i_{\mu}} g_{i_{\mu}} \varphi_{i_{\mu}} \eta^{i_{\mu}} j_{\nu} g^{j_{\nu}}
\]

\[
III_{\nu\sigma} = R_{f} \sum_{\nu=1}^{q} \sum_{\sigma=1}^{p} f_{j_{\nu}} g_{j_{\nu}} \varphi_{j_{\nu}} \eta^{j_{\nu}} i_{\sigma} g^{i_{\sigma}}
\]

\[
IV_{\nu\tau} = R_{f} \sum_{\nu=1}^{q} \sum_{\tau=1}^{q} f_{j_{\nu}} g_{j_{\nu}} \varphi_{j_{\nu}} \eta^{j_{\nu}} i_{\tau} g^{i_{\tau}}
\]
To calculate $I_{\mu\sigma}$ we first consider the case $\mu = \sigma$.

$$I_{\mu\sigma} = R^k_\mu \varphi_{l_1, \cdots, (k)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\tau)_{r}, \cdots, l_p} j_q}{j_q}.$$  

For $\mu \neq \sigma$, 

$$I_{\mu\sigma} = R^k_\mu \sigma \varphi_{l_1, \cdots, (k)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\tau)_{r}, \cdots, l_p} j_q}{j_q}$$

vanishes, because $R^k_\mu \sigma$ is symmetric in $k, s$ whereas $\varphi_{l_1, \cdots, (k)_{r}, \cdots, l_p} j_q$ is skew-symmetric in $k, s$.

$$II_{\mu\tau} = R^k_{\mu\tau} \varphi_{l_1, \cdots, (k)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\tau)_{r}, \cdots, l_p} j_q}{j_q}$$

$$III_{\nu\sigma} = R^k_{\nu\sigma} \varphi_{l_1, \cdots, (k)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\sigma)_{r}, \cdots, l_p} j_q}{j_q}$$

$$= II_{\sigma\nu}.$$  

To calculate $IV_{\nu\tau}$ we first consider the case $\nu = \tau$.

$$IV_{\nu\tau} = R^k_{\nu\tau} \varphi_{l_1, \cdots, (\nu)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\tau)_{r}, \cdots, l_p} j_q}{j_q}.$$  

For $\nu \neq \tau$

$$IV_{\nu\tau} = R^k_{\nu\tau} \varphi_{l_1, \cdots, (\nu)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\tau)_{r}, \cdots, l_p} j_q}{j_q}.$$ 

vanishes, because $R^k_{\nu\tau} \varphi$ is symmetric in $l, r$, whereas $\varphi_{l_1, \cdots, (\nu)_{r}, \cdots, l_p} j_q$ is skew-symmetric in $l, r$.

Combining these calculations together, we obtain

$$F = \sum_{\mu=1}^{p} R^k_{\mu} \varphi_{l_1, \cdots, (k)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\mu)_{r}, \cdots, l_p} j_q}{j_q}$$

$$+ \sum_{\nu=1}^{q} R^k_{\nu} \varphi_{l_1, \cdots, (k)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\nu)_{r}, \cdots, l_p} j_q}{j_q}$$

$$- 2 \sum_{\mu=1}^{p} \sum_{\nu=1}^{q} R^k_{\mu\nu} \varphi_{l_1, \cdots, (k)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\mu)_{r}, \cdots, l_p} j_q}{j_q}$$

$$= p R^k_{\nu} \varphi_{l_1, \cdots, (\nu)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\nu)_{r}, \cdots, l_p} j_q}{j_q}$$

$$+ q R^k_{\nu} \varphi_{l_1, \cdots, (\nu)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\nu)_{r}, \cdots, l_p} j_q}{j_q}$$

$$- 2 pq R^k_{\nu} \varphi_{l_1, \cdots, (\nu)_{r}, \cdots, l_p} \frac{\varphi^j_{l_1, \cdots, (\nu)_{r}, \cdots, l_p} j_q}{j_q}.$$
By (1.3.3) for the case of the trivial line bundle, we have

\[ \| \bar{\partial} \varphi \|^2_M + \| \bar{\partial}^* \varphi \|^2_M = \| \nabla \varphi \|^2_M - \frac{F}{2p!q!} \]

\begin{equation}
(7.4.1)
+ \frac{1}{2(p-1)!q!} \int_M R^k_{\varphi} \varphi_{k \ell_p \ell_q} \varphi_{\ell_p \ell_q}^{\ell_1 \ell_2} - \frac{1}{2p!(q-1)!} \int_M R^k_{\ell_q} \ell_{q \ell_q} \varphi_{\ell_p \ell_q}^{\ell_1 \ell_2}.
\end{equation}

Since the holomorphic tangent bundle of \( M \) is 1-semipositive in the dual Nakano sense, it follows that \( F \leq 0 \). Since \( \bar{\partial} \varphi \) and \( \bar{\partial}^* \varphi \) both vanish identically, we have

\[ \| \nabla \varphi \|^2_M \leq \frac{1}{2p!(q-1)!} \int_M R^k_{\varphi} \varphi_{k \ell_p \ell_q} \varphi_{\ell_p \ell_q}^{\ell_1 \ell_2} - \frac{1}{2p!(q-1)!} \int_M R^k_{\ell_q} \ell_{q \ell_q} \varphi_{\ell_p \ell_q}^{\ell_1 \ell_2}.
\]

Applying the same argument to \( \bar{\varphi} \) instead of \( \varphi \) we obtain

\[ \| \nabla \varphi \|^2_M \leq \frac{-1}{2p!(q-1)!} \int_M R^k_{\varphi} \varphi_{k \ell_p \ell_q} \varphi_{\ell_p \ell_q}^{\ell_1 \ell_2} + \frac{1}{2p!(q-1)!} \int_M R^k_{\ell_q} \ell_{q \ell_q} \varphi_{\ell_p \ell_q}^{\ell_1 \ell_2}.
\]

Adding the two inequalities together, we obtain \( \| \nabla \varphi \|^2_M + \| \nabla \varphi \|^2_M \leq 0 \). Thus \( \varphi \) is parallel. q.e.d.

The proof of Proposition 7.4 is a generalization of the method of Bishop-Goldberg [8] and Goldberg-Kobayashi [21], because when \( p = q = 1 \) and \( \varphi_{ij} = \lambda_j \delta_{ij} \) and \( g_{ij} = \delta_{ij} \), we have \( F = \sum_{k,ij} R_{kij}(\lambda_k - \lambda_j)^2 \). This method of generalization was introduced by Meyer [37] who used it in the case of real Riemannian manifolds. Later Ogiue-Tachibana [43] applied Meyer's method [37] to the case of effective harmonic forms on Kähler manifolds. (In conjunction with the paper of Ogiue-Tachibana [43] we would like to point out that there exists no compact Kähler manifold \( M \) of positive pure curvature operator in the sense of [43], because in such a case \( T_M \) is Nakano 1-positive and \( H^1(M, \Omega^1_M) \) vanishes by the Nakano vanishing theorem and Serre duality, contradicting the existence of a Kähler form.) Proposition 7.4 can also be proved by considering only the effective harmonic forms. The reason for using the present method of proof is that this method of proof of Proposition 7.4 can readily yield the following proposition which can be used to complete Schneider's scheme [49] of proving Barth-Lefschetz type theorems for compact
symmetric Kähler manifolds, though we will not pursue it further in this paper because of the stronger results obtained by Morse theory (see §8).

7.5. Proposition. Let $M$ be a Kähler manifold whose holomorphic tangent bundle is 1-semipositive in the dual Nakano sense. Let $\lambda$ be a positive number $>\lambda$ the ratio of any two eigenvalues of the Ricci tensor of $M$ at any point. Let $G$ be a relatively compact subdomain of $M$ with smooth boundary $\partial G$ such that $\partial G$ is hyper-$k$-convex. Let $E$ be a Hermitian holomorphic vector bundle over $M$ which is Nakano 1-semipositive. Then $H^q(G, E \otimes \Omega^k_G)$ vanishes if one of the following conditions is satisfied:

(a) $q \geq k$, and $q > \lambda p$.
(b) $q \geq k$, $q > \lambda p$, and $\partial G$ is strongly hyper-$q$-convex at some point of $\partial G$.
(c) $q > k$, $q > \lambda p$, and $E$ is Nakano 1-positive at some point of $G$.

The proof of Proposition 7.5 differs from that of Proposition 7.4 only in the following. From the $E$-valued harmonic $(p, q)$-form $\eta^p_{q, f_i} f_i$ we form $\eta^p_{q, f_i, J}$ in the same way, but in defining $F$ we have to contract the index $a$ of $\eta^p_{q, f_i, J}$ with the corresponding index from $\eta$. On the right-hand side of the equation corresponding to (7.4.1) we have an additional boundary term and another additional term involving the curvature form of $E$. The conclusions of Proposition 7.5 result from this equation. The condition $q > \lambda p$ or $q > \lambda p$ is used to compare the two terms involving the Ricci tensor. The strong hyper-$q$-convexity of $\partial G$ at some point of $\partial G$ is used in the same way as in the proof of Lemma 5.11.

We now continue with the proof of Theorem 7.2. For the rest of this section $M$ denotes the Kähler manifold of Theorem 7.2.

7.6. The 1-semipositivity of $T_M$ in the dual Nakano sense implies that the bisectional curvature of $M$ is nonnegative. Since the bisectional curvature of $M$ is irreducible at $P$, it follows from the method of proof of [54, p. 647, Theorem 3] that the second Betti number $b_2(M)$ of $M$ is 1.

For the rest of this section, for $Q \in M$, $T_{M, Q}$ means the real tangent space of $M$ when $M$ is regarded as a real manifold. It is given the complex structure $/ \otimes /$ from the complex manifold $M$ so that it is a $C$-vector space. Let $H_Q$ be the holonomy group of $M$ at $Q$. Clearly $H_Q$ is a subgroup of the unitary group of the $C$-vector space $T_{M, Q}$.

The Ricci tensor of $M$ is positive definite at $P$, because the bisectional curvature of $M$ is irreducible at $P$, otherwise some decomposition of the complex vector space $T_{M, P}$ into a 1-dimensional complex linear subspace and its orthogonal complement leads to a contradiction. According to [31], this together with $b_2(M) = 1$ implies that $M$ is simply connected and irreducible in the sense of the de Rham decomposition theorem [16]. Hence for $Q \in M$, $H_Q$ is connected and acts irreducibly on $T_{M, Q}$. 
7.7. Suppose $M$ is not Hermitian symmetric (and therefore not Riemannian symmetric) with respect to the given Kähler metric. We want to prove that the cohomology ring of $M$ over $\mathbb{R}$ is isomorphic to that of the complex projective space of the same dimension. The case $\dim_{\mathbb{C}} M = 1$ is clear. So we assume $\dim_{\mathbb{C}} M \geq 2$.

For $Q \in M$ let $R^Q$ denote the Riemannian curvature tensor of $M$ at $Q$, i.e., let $R^Q_{X,Y} = \nabla_X \nabla_Y - \nabla_Y \nabla_X - \nabla_{[X,Y]}$ for $X, Y \in T_{M,Q}$, where $\nabla_X$ denotes the covariant differentiation in the direction $X$ with respect to the Levi-Civita connection. Since $M$ is not Riemannian symmetric, it follows from [51, p. 233, Theorem 8] that for some $Q \in M$ the holonomy system $\{T_{M,Q}, R^Q, H_Q\}$ is not symmetric in the sense of [51, p. 215]. By [51, p. 221, Theorem 4], the action of $H_Q$ on the unit sphere of $T_{M,Q}$ must be transitive. Hence the action of $H_P$ on the unit sphere of $T_{M,P}$ is transitive.

7.8. Define $R'$ by

$$R' = \int_{h \in H_P} h(R^P),$$

where $h(R^P)$ is the tensor obtained by the natural action of $h$ on $R^P$. Let $\mathfrak{h}$ be the Lie algebra of $H_P$. Define as follows a Lie algebra $\mathfrak{g}$ whose underlying vector space is $\mathfrak{h} \oplus T_{M,P}$:

(7.8.1) \[ [A, B] = [A, B] \text{ in } \mathfrak{h} \text{ for } A, B \in \mathfrak{h}, \]

(7.8.2) \[ [X, Y] = R'_{X,Y} \text{ for } X, Y \in T_{M,P}, \]

(7.8.3) \[ [A, X] = A(X) \text{ for } A \in \mathfrak{h} \text{ and } X \in T_{M,P}. \]

Because of [51, p. 213, Theorem 1], $(h(R^P))_{X,Y}$ belongs to $\mathfrak{h}$ for $X, Y \in T_{M,P}$ and $h \in H_P$. Hence $R'_{X,Y}$ belongs to $\mathfrak{h}$ for $X, Y \in T_{M,P}$. The Jacobi identity for $\mathfrak{g}$ is satisfied because

(7.8.4) \[ [A, R'_{X,Y}] = R'_{X,A(Y)} - R'_{Y,A(X)} \]

for $A \in \mathfrak{h}$, and $X, Y \in T_{M,P}$ due to the invariance of $R'$ under the action of $H_P$. So $\mathfrak{g}$ is well-defined and is indeed a Lie algebra.

In the same way as one forms the Ricci tensor from a curvature tensor, one forms the symmetric quadratic form $r(X, Y)$ on $T_{M,P}$ from $R'$. That is, $r(X, Y)$ is the trace of the endomorphism

$$Z \mapsto R'_{X,Z} Y.$$

Being equal to the Ricci tensor of $M$ at $P$ averaged over the action of $H_P$, the quadratic form $r$ is positive definite.

Since $H_P$ is compact, the Killing form $B_\mathfrak{h}(\cdot, \cdot)$ of $\mathfrak{h}$ is negative semidefinite [30, p. 122, Prop. 6.6]. The Killing form $B_\mathfrak{g}(\cdot, \cdot)$ of $\mathfrak{g}$ is strictly negative definite.
For, when \( A \in H_p \), it follows from (7.8.1) and (7.8.3) that
\[
B_\theta(A, A) = B_\theta(A, A) - \sum_{i,j} A_{ij}^2
\]
due to the skew-symmetry of \( A = (A_{ij}) \) with respect to an orthonormal basis over \( \mathbb{R} \) of the \( \mathbb{R} \)-vector space \( T_{M,p} \). Moreover, when \( X \in T_{M,p} \), we have \( R'_{X,A}(X) = 0 \) by (7.8.4), and it follows from (7.8.2) and (7.8.3) that
\[
(7.8.5) \quad B_\theta(X, X) = -r(X, X).
\]

Let \( G \) be the adjoint group \( \text{Int}(\mathfrak{g}) \) of \( \mathfrak{g} \) [30, p. 116]. Since \( B_\theta \) is strictly negative definite, \( G \) is a compact subgroup of the automorphism group \( \text{Aut}(\mathfrak{g}) \) of \( \mathfrak{g} \) [30, p. 122, Prop. 6.6]. Let \( H \) be the analytic subgroup of \( G \) which corresponds to the subalgebra \( \text{ad}_\mathfrak{g}(\mathfrak{h}) \) of \( \text{ad}_\mathfrak{g}(\mathfrak{g}) \). The adjoint representation \( \text{Ad}_H \) of \( H \) together with the action of \( H_p \) on \( T_{M,p} \) defines a monomorphism from \( H_p \) to \( \text{Aut}(\mathfrak{g}) \) whose image clearly equals \( H \). This monomorphism is compatible with the actions of \( H \) and \( H_p \) on \( T_{M,p} \).

The self-map of \( \mathfrak{g} \) which sends \( X \) to \( -X \) for \( T_{M,p} \) and leaves every element of \( \mathfrak{h} \) fixed defines an involutive automorphism \( s \) of \( \mathfrak{g} \). The automorphism \( \sigma \) of \( G \) induces an involutive analytic automorphism \( \sigma \) of \( G \) such that the identity component of the set of fixed points of \( \sigma \) is \( H \). Since \( H \) is compact, the pair \((G, H)\) of Lie groups is a Riemannian symmetric pair. Since the tangent space of \( G/H \) at the point \( H \) is naturally isomorphic to \( T_{M,p} \), and \( H \) acts effectively on \( T_{M,p} \), it follows that \( G \) acts effectively on \( G/H \).

The restriction of \(-B_\theta\) to \( T_{M,p} \) defines a \( G \)-invariant Riemannian structure on \( G/H \), which is clearly invariant under the complex structure operator \( J \) of \( T_{M,p} \) because of (7.8.5). Hence \( G/H \) is a Hermitian symmetric space [30, p. 302, Prop. 4.2]. By [51, p. 213, Theorem 1] and [30, p. 207, Theorem 4.1] the holonomy group of \( G/H \) at the point \( H \) is equal to \( H \). Since the action of \( H_p \) on the unit sphere of \( T_{M,p} \) (and therefore the action of \( H \) on the unit sphere of the tangent space of \( G/H \) at \( H \)) is transitive, it follows that the Hermitian symmetric space \( G/H \) is irreducible and of rank one. So \( H \) is the full unitary group of the tangent space of \( G/H \) at \( H \). Hence \( H_p \) is the full unitary group of \( T_{M,p} \).

7.9. Let \( \varphi \) be a harmonic \((p, q)\)-form on \( M \). By Proposition 7.4, \( \varphi \) is parallel. Since \( H_p \) is the full unitary group of \( T_{M,p} \) by §7.8, it follows that at \( P \) the form \( \varphi \) is invariant under the full unitary group of \( T_{M,p} \). We can regard \( \varphi \) as a linear function on the set of all contravariant tensors \( \xi = (\xi_{i_1 \cdots i_q j_1 \cdots j_p}) \) of type \((p, q)\) at \( P \). This linear function is invariant under the full unitary group of \( T_{M,p} \). By Weyl's theory [64] of invariants of the unitary group (see [3, p. 291,
Theorem (3.12)), such linear invariants are zero when $p \neq q$ and are of the form

$$
\sum_\tau \epsilon_{i_1' \cdots i_p'} \epsilon_{j_1' \cdots j_q'} g_{i_1'i_1} \cdots g_{i_p'i_p}
$$

when $p = q$, where $\epsilon_\tau \in \mathbb{C}$, and the sum is over all permutations $\tau$ of $\{1, \cdots, p\}$. Since $\varphi_{i_1' \cdots i_p'}$ is skew-symmetric in $i_1, \cdots, i_p$ and in $j_1, \cdots, j_q$, it follows that at $P$, $\varphi$ vanishes when $p \neq q$ and $\varphi_{i_1' \cdots i_p'}$ is of the form (7.9.1) with $c_\tau = (\text{sgn } \tau) c$ for some $c$ and for all $\tau$ when $p = q$. Hence $\varphi$ is a constant multiple of $\omega^p$ at $P$ when $p = q$, where $\omega$ is the Kähler form of $M$. Since $\varphi$ is parallel, $\varphi$ is a constant multiple of $\omega^p$ on all of $M$. Thus the cohomology ring of $M$ over $\mathbb{R}$ is isomorphic to that of the complex projective space of the same dimension. This concludes the proof of Theorem 7.2.

Observe that in the proof of Theorem 7.2 the irreducibility of the bisectional curvature of $M$ at one point is used only to show that $b_2(\mathcal{M}) = 1$ and the Ricci tensor is positive definite at some point. For the proof of Corollary 7.3 the assumption of the irreducibility of the bisectional curvature at some point is not needed because the second Betti number is clearly 1, and the Ricci tensor must be positive definite at some point due to the nonnegativity of the bisectional curvature and the simple connectedness of the manifold [31].

7.10. Remarks. 1. In the last step of the proof of Theorem 7.2 one can avoid using Weyl's theory of invariants by using the following observation. The cohomology ring of $\mathbb{P}^n$ is isomorphic to the ring of all exterior forms at one point which are invariant under its holonomy group, because any such an exterior form at one point yields a harmonic form by parallel transport.

2. There is a Riemannian analog of Theorem 7.2 which can be proved in the same way. In the Riemannian case the 1-semipositivity of the tangent bundle in the dual Nakano sense is replaced by the nonnegativity of the curvature operator of [37]. The irreducibility of the bisectional curvature at one point is replaced by simple connectedness and irreducibility of the manifold in the sense of de Rham and the positive definiteness of the Ricci curvature at one point. The conclusion is that either the manifold is an irreducible symmetric Riemannian manifold with respect to the given Riemannian metric or its cohomology ring with coefficients in $\mathbb{R}$ is isomorphic to that of one of the compact symmetric Riemannian manifolds of rank 1.

3. It is unknown whether the assumption in Theorem 7.2 of the 1-semipositivity of $T\mathcal{M}$ in the dual Nakano sense can be weakened to the nonnegativity of the bisectional curvature, and whether one can conclude that $M$ is biholomorphic to an irreducible compact Hermitian symmetric manifold in all cases.
8. Barth-Lefschetz type theorems

8.1. Schneider [49] introduced a scheme of using the vanishing theorem of Grauert-Riemenschneider [22] for strongly hyper-$q$-convex domains to generalize theorems of Barth-Lefschetz type [4], [5], [6], [29], [36] for submanifolds of low codimension in the complex projective space (and submanifolds of codimension 2 in the Grassmannian [7]) to the more general case of compact symmetric Kähler manifolds. He encountered difficulties because the holomorphic tangent bundle of a compact symmetric Kähler manifold is not Nakano semipositive except in the case of the complex projective space. By using the method of proof of Proposition 7.5, it is possible to overcome his difficulty. However, Schneider's proof of the strong hyper-$q$-convexity of the complement of a complex submanifold in a compact symmetric Kähler manifold seems to be invalid, even for the special case of the complex projective space, except in the obvious case of codimension one. For this and two other reasons given below we do not complete Schneider's scheme here. In the meantime Sommese [58] announced some generalizations of the Barth-Lefschetz type theorems to homogeneous compact complex manifolds with details to be given in a series of papers quite a number of which have already appeared [59], [60], [61]. Moreover, if the complement of a complex submanifold of a compact Kähler manifold is strongly hyper-$q$-convex, then one can easily get Barth-Lefschetz theorems at the homotopy level by means of Morse theory under the very weak assumption that the bisectional curvature of the compact Kähler manifold is nonnegative. This can be achieved by using the second variation formula for arc-length and by introducing an appropriate class of functions lying between the classes of subharmonic and plurisubharmonic functions. We will devote the rest of this section to this method of getting Barth-Lefschetz type theorems.

First we introduce the new class of functions which we need.

**Definition.** Let $f$ be a real-valued $C^2$ function on a Kähler manifold $M$ of complex dimension $n$. Let $1 \leq q \leq n$. The function $f$ is said to be *(strongly)* $q$-plurisubharmonic at a point $P$ of $M$ if for every local complex submanifold $N$ of $M$ at $P$ of complex dimension $q$ the restriction of $f$ to $N$ is (strongly) subharmonic at $P$ when $N$ is given the induced Kähler metric. In other words, $f$ is strongly $q$-plurisubharmonic (respectively $q$-plurisubharmonic) at $P$ if for any unitary $q$-frame $\Sigma_{i=1}^q \alpha^i = 1$ $\alpha^i = (d/dz^i)$ at $P$ ($1 \leq i \leq q$) the expression

$$ \sum_{i,j=1}^q \frac{\partial^2 f}{\partial z^i \partial \bar{z}^j} a^i a^j \sum_{\nu=1}^q \sum_{\nu=1}^n \frac{\partial^2 f}{\partial x^i \partial \bar{x}^j} a^i a^j $$

is positive (respectively nonnegative) at $P$. 
For $\kappa > 0$ the $q$-plurisubharmonicity of $f$ is said to be $\geq \kappa$ at $P$ if $f - \kappa(d_P)^2$ is $q$-plurisubharmonic at $P$ where $d_P$ is the distance function measured from $P$.

If $g$ is a real-valued $C^2$ function such that $g = f$ at $P$, and $g \geq f$ on some neighborhood of $P$, then the $q$-plurisubharmonicity of $g$ at $P$ is $\geq$ the $q$-plurisubharmonicity of $f$ at $P$.

Clearly (strong) $n$-plurisubharmonicity coincides with (strong) subharmonicity and (strong) 1-plurisubharmonicity coincides with (strong) plurisubharmonicity. Except for the case $q = 1$, (strong) $q$-plurisubharmonicity depends on the Kähler metric.

**8.2.** Let $M$ be a Kähler manifold with nonnegative holomorphic bisectional curvature, and $G$ a relatively compact subdomain of $M$ with smooth boundary $\partial G$. Assume that $\partial G$ is strongly hyper-$q$-convex. Then there exists a smooth exhaustion function on $G$ which is strongly $q$-plurisubharmonic, where an exhaustion function on $G$ means a function approaching $\infty$ on $\partial G$.

The proof of this theorem and its immediate consequences will occupy the rest of this section. Let $d_G$ be the distance function from $\partial G$. The exhaustion function will be obtained by smoothing out $\tau \circ (-d_G)$, where $\tau$ is a sufficiently convex increasing smooth function. To apply this theorem to obtain Barth-Lefschetz type theorems by means of Morse theory, it suffices to conclude the existence of a smooth strongly $q$-pseudoconvex exhaustion function on $G$. (A strongly $q$-pseudoconvex function means a function whose Levi form at every point has no more than $q - 1$ nonpositive eigenvalues.) However, for this method it is essential to assume that $\partial G$ is strongly hyper-$q$-convex instead of merely strongly $q$-pseudoconvex, even if one only wants to conclude the existence of a smooth strongly $q$-pseudoconvex exhaustion function on $G$. (The strong $q$-pseudoconvexity of $\partial G$ means that the Levi form of the function defining $\partial G$ has no more than $q - 1$ nonpositive eigenvalues on the complex tangent space of $\partial G$ at every point.) The difficulty is with the smoothing process. If $\partial G$ is strongly $q$-pseudoconvex, then the continuous exhaustion function $\tau \circ (-d_G)$ is strongly $q$-pseudoconvex in the sense that for any point there is a local complex submanifold of complex codimension $q - 1$ so that the restriction of $\tau \circ (-d_G)$ to this submanifold is strongly plurisubharmonic. In general one cannot smooth out such a continuous strongly $q$-pseudoconvex function to get a smooth strongly $q$-pseudoconvex function. The problem is that the sum of two continuous strongly $q$-pseudoconvex functions may fail to be strongly $q$-pseudoconvex, because at a given point the local complex submanifolds of complex codimension $q - 1$ on which the restrictions of the two functions are strongly plurisubharmonic respectively may have tangent spaces whose intersection is of complex codimension $2(q - 1)$. Moreover, one cannot modify Morse theory to make it applicable to the case of a continuous
strongly $q$-pseudoconvex exhaustion function, as is seen from the following counter-example. For $q > 2$ consider the Segre embedding. Let $M = \mathbb{P}_{2q+1}$ and $G$ the set of points of $M$ of distance $> \eta$ from $\mathbb{P}_1 \times \mathbb{P}_q$ with $\eta$ being a sufficiently small positive number. Then $\partial G$ is strongly $q$-pseudoconvex. By the argument of the second variation of the arc-length given later in this section, one can easily see that $\tau \circ (-d_G)$ is a continuous strongly $q$-pseudoconvex exhaustion function on $G$ for some smooth sufficiently convex increasing function $\tau$. However, $G$ admits no smooth strongly $q$-pseudoconvex exhaustion function, otherwise $4q - 1 > (2q + 1) + q$ implies the vanishing of $H^{4q-1}(G, \mathbb{C}) \approx H^3(\mathbb{C}, \mathbb{C})$ and the surjectivity of $H^2(\mathbb{P}_{2q+1}, \mathbb{C}) \to H^2(\mathbb{P}_q \times \mathbb{P}_q, \mathbb{C})$, where $H_c$ denotes cohomology with compact support. The nonvanishing of $H^{4q-1}(G, \mathbb{C})$ shows also that one cannot modify Morse theory to make it applicable to the case of a continuous strongly $q$-pseudoconvex exhaustion function. The introduction of strongly $q$-plurisubharmonic functions is to overcome the difficulty of smoothing. We will not follow the path of introducing a continuous strongly $q$-plurisubharmonic function, proving that $\tau \circ (-d_G)$ is such a function, and then smoothing it out. Instead we will construct, for each $P \in G$, a smooth function $\delta_P$ defined on a geodesic ball of radius $r_P$ centered at $P$ so that

(i) $\delta_P = d_G$ at $P$ and $\delta_P \geq d_G$ on the geodesic ball,

(ii) the $q$-plurisubharmonicity of $\tau \circ (-\delta_P)$ is $> \kappa_P > 0$ at every point of the geodesic ball,

(iii) the partial derivatives of $\delta_P$ up to the third order are bounded by $E_P$ on the geodesic ball,

(iv) as functions of $P \in G$ both functions $r_P$ and $\kappa_P$ are locally bounded away from zero, and the function $E_P$ is locally bounded from above.

We will cover $G$ by a locally finite countable family of coordinate charts, and smooth out $\tau \circ (-d_G)$ successively on a sufficiently large compact subset of each chart so that these compact subsets still cover $G$. The smoothing will be done by using diffeomorphisms of $G$ which fix each point outside the coordinate chart and which on the compact subset are translations with respect to the coordinates of the chart. In each step of the smoothing process we will obtain in a natural way from the family of functions $\tau \circ (-\delta_P)$, $P \in G$, another family of functions which have the same properties and stand in the same relation to the partially smoothed-out $\tau \circ (-d_G)$ as the family $\tau \circ (-\delta_P)$, $P \in G$, to $\tau \circ (-d_G)$. Thus at the end of the smoothing process the smooth function obtained from $\tau \circ (-d_G)$ will be strongly $q$-plurisubharmonic.

8.3. Let $M$ and $G$ be as in the assumptions of Theorem 8.2. We first fix our notations. Let $n$ be the complex dimension of $M$. For $P \in M$ and $r > 0$ let $B(P, r)$ be the set of all points of $M$ whose distances from $P$ are $< r$. For a
curve \( \gamma \) in \( M \) we denote the length of \( \gamma \) by \( L(\gamma) \). For the rest of this section, for \( P \in M \), \( T_{M,P} \) means the real tangent space of \( M \) when \( M \) is regarded as a real manifold. As before, we denote by \( \langle \cdot, \cdot \rangle \) the inner product on \( T_{M,P} \) defined by the Kähler metric; for \( X \in T_{M,P} \) we let \( \nabla_X \) denote covariant differentiation in the direction \( X \) with respect to the Levi-Civita connection; and for \( X, Y \in T_{M,P} \) we let \( R_{X,Y} = \nabla_X \nabla_Y - \nabla_Y \nabla_X - \nabla_{[X,Y]} \). Let \( J \) be the complex structure of \( M \). We use \( \text{Bisect}(X, Y) \) to denote the holomorphic bisectional curvature
\[
\langle R_{X,Y} X, Y \rangle + \langle R_{JX, Y} JX, Y \rangle.
\]
For a function \( f \) we use the following notation for the real Hessian and the Levi form of \( f \) respectively:
\[
H(X, Y)f = XYf - (\nabla_X Y)f,
\]
\[
\mathcal{L}(X, Y)f = H(X, Y)f + H(JX, JY)f.
\]

The strongly hyper-\( q \)-convexity of \( \partial G \) means that there exists a positive number \( \eta \) such that if \( V_1, \ldots, V_q, J V_1, \ldots, J V_q \) are orthonormal vectors tangent to \( \partial G \) at a point \( Q \) of \( \partial G \) and if \( V_0 \) is the unit outward normal of \( \partial G \) at \( Q \), then
\[
\sum_{\nu=1}^{q} \langle [V_\nu, J V_\nu], J V_0 \rangle \leq -\eta.
\]
This one can easily see by using the formula, which defines the exterior derivative of a 1-form in terms of the Lie bracket, and using the relation between \( V_0 \) and the gradient of a defining function of \( \partial G \).

Fix \( P \in G \). Then the distance \( d_{\partial G}(P) \) of \( P \) from \( \partial G \) is realized by a geodesic \( \gamma(t) : [0, l] \to M \) in \( M \) parametrized by its arc-length with \( \gamma(0) = 0 \) and \( \gamma(l) \in \partial G \). Let \( Q = \gamma(l) \). We observe that, since the geodesic \( \gamma(t) \), \( 0 \leq t \leq l \), is perpendicular to \( \partial G \) at \( Q \), the point \( P \) is determined by the point \( Q \) of \( \partial G \) and the positive number \( l \). We lengthen the geodesic \( \gamma(t) \), \( 0 < t < l \), at both ends so that we can assume that \( \gamma(t) \) is defined for \( -\varepsilon < t < l + \varepsilon \), where \( \varepsilon \) is some positive number. In the following we denote by \( \gamma \) the lengthened geodesic \( \gamma(t), \) \( -\varepsilon < t < l + \varepsilon \). Choose \( 2n \) parallel vector fields \( X_1, \ldots, X_{2n} \) along \( \gamma \) such that at every point of \( \gamma \)

(i) \( X_1, \ldots, X_{2n} \) are orthonormal,
(ii) \( X_1 \) is the unit tangent vector of \( \gamma \),
(iii) \( J X_{2\nu - 1} = X_{2\nu} \) for \( 1 \leq \nu \leq n \).

Define a coordinate system \( y_1, \ldots, y_{2n} \) on an open neighborhood of \( \gamma \) by the map
\[
\Phi : (y_1, \ldots, y_{2n}) \mapsto \exp_{\gamma(y_1)} \left( \sum_{\nu=2}^{2n} y_\nu X_\nu(\gamma(y_1)) \right).
\]
The set $\Phi^{-1}(\partial G)$ near $y_1 = l, y_2 = \cdots = y_{2n} = 0$ is defined by

$$y_1 = l + f(y_2, \cdots, y_{2n})$$

with $f$ and its gradient vanishing at $y_2 = \cdots = y_{2n} = 0$.

Let $0 < \rho(y_1) < 1$ be a smooth function on $\mathbb{R}$ which is identically zero on some neighborhood of $y_1 = 0$, and identically 1 on some open neighborhood of $y_1 = l$. We introduce another coordinate system $(x_1, \cdots, x_{2n})$ on some open neighborhood $U$ of $\gamma$ which is related to the coordinate system $(y_1, \cdots, y_{2n})$ by

$$x_1 = y_1 - \rho(y_1)f(y_2, \cdots, y_{2n}),$$

$$x_\nu = y_\nu \quad (2 \leq \nu \leq 2n).$$

The coordinate system $(x_1, \cdots, x_{2n})$ satisfies the following conditions.

(i) $\gamma$ is given by $x_2 = \cdots = x_{2n} = 0, -\varepsilon < x_1 < l + \varepsilon$,

(ii) $\partial G$ is defined by $x_1 = l$ near $\gamma(l)$,

(iii) $\frac{\partial}{\partial x_\nu} = X_\nu (1 \leq \nu \leq 2n)$ at every point of $\gamma$,

(iv) $\nabla_{\partial G} = 0$ at $P$ for $2 \leq \mu, \nu \leq 2n$.

Choose a positive number $a$ such that the set $F$ defined by $-\frac{1}{2}\varepsilon < x_1 < l + \frac{1}{2}\varepsilon, |x_\nu| < a, 2 \leq \nu \leq 2n$, is relatively compact in $U$, and $F \cap \partial G = F \cap \{x_1 = l\}$. For the rest of this section a $2n$-tuple $(b_1, \cdots, b_{2n})$ of real numbers denotes the point whose coordinates are $(b_1, \cdots, b_{2n})$ with respect to the coordinate system $(x_1, \cdots, x_{2n})$.

8.4. For any point $(x_1^0, \cdots, x_{2n}^0)$ in $F$ let $\delta(x_1^0, \cdots, x_{2n}^0)$ be the length of the curve

$$t \mapsto (t, x_2^0, \cdots, x_{2n}^0), \quad x_1^0 \leq t \leq l$$

with respect to the Kähler metric of $M$. Between $\delta$ and the distance function $d_G$ from $\partial G$ we have the following relation.

$$\delta(P) = d_G(P), \quad \delta \geq d_G \text{ on } F.$$

The derivative of $\delta$ along $\gamma$ is clearly $-1$. Consider the hypersurface $\{\delta = l\}$. We want to compute the Levi form of $\delta$ restricted to the complex tangent space of $\{\delta = l\}$ at $P$.

First we use the first variation formula of arc-length to verify that $X_\nu(P)$ is tangential to $\{\delta = l\}$ for $2 \leq \nu \leq 2n$. Fix $2 \leq \nu \leq 2n$. Let $C_s$ be the curve

$$x_1 = t, \quad 0 \leq t \leq l,$$

$$x_\mu = 0, \quad \mu \neq 1, \nu.$$

By the first variation formula of arc-length [13, p. 5, (1.3)], we obtain

$$\frac{d}{ds} L(C_s) \bigg|_{s=0} = \langle X_\nu, X_1 \rangle \bigg|_{t=0} - \int_{t=0}^l \langle X_\nu, \nabla X_1 \rangle \, dt,$$
which vanishes, where $X_r, X_i$ are regarded as functions of $t$ through $\gamma(t)$. Since clearly $(\partial/\partial x_r)\delta|_P$ equals $(d/ds)L(C_s)|_{s=0}$, it follows that $X_r(\delta - l) = X_i\delta = 0$ at $P$. Hence $X_r$ is tangential to $\{\delta = l\}$ at $P$.

8.5. We now compute the Levi form of $\delta$ restricted to the complex tangent space of $\{\delta = l\}$ at $P$. Let $X_r = \partial/\partial x_r (1 \leq r \leq 2n)$ at every point of $F$. Fix real numbers $\lambda_r (3 \leq r \leq 2n)$ and let $V = \Sigma_r \lambda_r X_r$. Let $\Gamma_r$ be the curve

$$\begin{align*}
x_1 &= t, \quad 0 \leq t \leq l, \\
x_2 &= 0, \\
x_\nu &= \lambda_r v, \quad 3 \leq \nu \leq 2n.
\end{align*}$$

By the second variation formula of arc-length [13, p. 20, §6], we obtain

$$\frac{\partial^2}{\partial \nu^2} L(\Gamma_{\nu}) \bigg|_{\nu=0} = \langle \nabla_{\nu} V, X_1 \rangle \bigg|_{t=0}^l - \int_{t=0}^l \langle R_{V, X_1} V, X_1 \rangle \, dt,$$

where $V, X_1$ are regarded as functions of $t$ through $\gamma(t)$. Since clearly $VV\delta|_P$ equals $(\partial^2/\partial \nu^2)L(\Gamma_{\nu})|_{\nu=0}$, it follows from (8.5.1) and $\nabla_{\nu} V|_P = 0$ that

$$VV\delta|_P = \langle \nabla_{\nu} V, X_1 \rangle \bigg|_{t=0}^l - \int_{t=0}^l \langle R_{V, X_1} V, X_1 \rangle \, dt.$$

Since $M$ is Kähler, for any real tangent vector field $X$ one has

$$\begin{align*}
\nabla_{\nu} X + \nabla_{J\nu} JX &= \nabla_{\nu} X + J \nabla_{\nu} X \\
&= \nabla_{\nu} X + J([JX, X] + \nabla_{\nu} JX) \\
&= J[JX, X].
\end{align*}$$

It follows from (8.5.2) that

$$\begin{align*}
\mathcal{L}(V, V) \delta|_P &= \langle [V, JV], JX_1 \rangle \bigg|_{t=0}^l - \int_{t=0}^l \text{Bisect}(V, X_1) \, dt.
\end{align*}$$

Since for any orthonormal vectors $V_1, \ldots, V_q, JV_1, \ldots, JV_q$ tangential to $\partial G$ at $Q$ one has

$$\begin{align*}
\sum_{\nu=1}^q \langle [V_\nu, JV_\nu], JX_1 \rangle \bigg|_{t=0}^l &\leq -\eta,
\end{align*}$$

and since the holomorphic bisectional curvature of $M$ is nonnegative, it follows from (8.5.3) that

$$\begin{align*}
\sum_{\nu=1}^q \mathcal{L}(V_\nu, V_\nu) \delta &\leq -\eta \quad \text{at } P.
\end{align*}$$

8.6. To take care of the Levi form for the normal direction of $\{x_1 = \delta\}$, we have to compose $-\delta$ with a convex increasing function. Take $b > 0$ such that $B(P, b)$ is relatively compact in $F$. Take a real-valued smooth function defined

on some open neighborhood of $[-l - b, -l + b]$ in $\mathbb{R}$ such that both the first and second derivatives $\tau', \tau''$ of $\tau$ are positive at $-l$.

Take orthonormal vectors $W_1, \cdots, W_q, JW_1, \cdots, JW_q$ in $T_{M,p}$. We want to compute $\sum_{r=1}^q \langle W_r, W_r \rangle (\tau \circ (-\delta))$. This expression remains unchanged when the set $W_1, \cdots, W_q, JW_1, \cdots, JW_q$ is replaced by another orthonormal set spanning the same $\mathbb{R}$-vector subspace of $T_{M,p}$. Hence without loss of generality we can choose an orthonormal set of vectors $V_0, \cdots, V_q$, $JV_0, \cdots, JV_q$ in $T_{M,p}$ such that

(i) $V_1, \cdots, V_q, JV_1, \cdots, JV_q$ are tangential to $\partial G$ at $P$,

(ii) $V_0$ is normal to $\partial G$,

(iii) $W_r = V_r$, $1 \leq r < q - 1$,

(iv) $W_q = \sqrt{1 - \alpha^2} V_q + \alpha V_0$ for some $0 \leq \alpha \leq 1$.

Let $A$ be the length of the second-order covariant derivative of $\delta$ at $P$. Simple direct computations yield at $P$

$$
\sum_{\nu = 1}^q \langle W_\nu, W_\nu \rangle (\tau \circ (-\delta)) = \alpha^2 \tau''(-l) - \tau'(-l) \sum_{\nu = 1}^q \langle V_\nu, V_\nu \rangle \delta
+ \tau'(-l) \left( \alpha^2 \langle V_q, V_q \rangle \delta + \langle V_0, V_0 \rangle \delta \right)
- 2\alpha \sqrt{1 - \alpha^2} \langle V_q, V_0 \rangle \delta
\geq \alpha^2 \tau''(-l) + \tau'(-l) (\eta - 8\alpha A),
$$

which is $\geq \tau'(-l)(\eta/2)$ if $\alpha \leq \eta/(16A)$, and which is $\geq 8\tau'(-l)A$ if $\alpha \geq \eta/(16A)$ and $\tau''(-l)/\tau'(-l) \geq (16A)^3/\eta^2$. Let $c$ be the minimum of $\tau'(-l)(\eta/2)$ and $8\tau'(-l)A$. Then

$$
(8.6.1)
\text{the } q\text{-plurisubharmonicity of } \tau \circ (-\delta) \geq c \text{ at } P
$$

if $\tau''/\tau' \geq (16A)^3/\eta^2$ at $-l$.

### 8.7. We now want to deal with the Levi form of the smoothing of $\tau \circ (-d_G)$ for a suitable smooth convex increasing function $\tau$. We let the point vary inside $G$. Since $\delta, b, A$ depend on $P$, we denote then by $\delta_P, b_P, A_P$. Since the point $P$ is determined by $Q$ and $l$, letting $P$ vary is the same as letting $Q$ and $l$ vary. By considering the varying of $Q$ and $l$, we readily see that we can assume without loss of generality that, as functions of $P \in G$, $b_P$ is locally bounded away from zero, and both $A_P$ and $b_P$ are locally bounded from above.

Let $l_*$ be the diameter of $G$. Choose a smooth convex increasing function $\tau: (-l_*, 0) \to \mathbb{R}$ such that $\tau(\lambda)$ goes to $\infty$ as $\lambda$ approaches $0$ and $\tau''/\tau' \geq (16A_P)^3/\eta^2$ at $-d_G(P)$ for all $P \in G$. Let $c_P$ be the minimum of $\frac{1}{2} \tau'(-d_G(P))\eta$ and $8\tau'(-d_G(P))A_P$. It follows from (8.6.1) that

$$
(8.7.1)
\text{the } q\text{-plurisubharmonicity of } \tau \circ (-\delta_P) \geq c_P \text{ at } P.
$$
Let $E_p$ be the supremum on $B(P, b_P)$ of the lengths of the covariant derivatives of $\tau \circ (-\delta_p)$ up to order 3. By the reasoning given above we can also assume without loss of generality that $E_p$ as a function of $P \in G$ is locally bounded from above. It follows from (8.7.1) and the local boundedness of $E_p$ from above that there exists a function $u_p$ of $P \in G$ with $0 < u_p < b_p$, which is locally bounded away from zero such that for $P \in G$

$$\text{the } q\text{-plurisubharmonicity of } \tau \circ (-\delta_p) \geq \frac{1}{2} c_p$$

at every point of $B(P, u_p)$.

(8.7.2)

We now describe the smoothing process for $\tau \circ (-d_G)$. Take a coordinate chart $U$ of $M$, which is relatively compact in $G$. Let $Y_1, \ldots, Y_{2n}$ be the vector fields on $U$ defined by partial differentiation with respect to the coordinate functions of $U$. Take a compact subset $K$ of $U$ and a smooth function $0 \leq \rho \leq 1$ with compact support in $U$ such that $\rho \equiv 1$ on some open neighborhood $D$ of $K$. For $1 \leq i \leq 2n$ let $T_i(t), t \in \mathbb{R}$, be the 1-parameter subgroup of the diffeomorphism group of $G$ obtained by integrating the vector field $\rho Y_i$. For $s = (s_1, \ldots, s_{2n}) \in \mathbb{R}^{2n}$ let $T(s) = T_1(s_1) \cdots T_{2n}(s_{2n})$. Take $e > 0$ such that $T(s)K \subset D$ when the distance $|s|$ of $s$ from the origin of $\mathbb{R}^{2n}$ is $< e$. Let $\xi$ be a nonnegative smooth function on $\mathbb{R}^{2n}$, whose support is contained in the ball of radius $e$ centered at 0, and whose $L^1$ norm is 1. For any continuous function $f$ on $G$ define for $P \in G$

$$(Sf)(P) = \int_{s \in \mathbb{R}^{2n}} \xi(s) f(T(s)P),$$

where integration is with respect to the Euclidean measure of $\mathbb{R}^{2n}$. Then $Sf$ is smooth on $K$ and agrees with $f$ outside the support of $\rho$. Let $h$ be the supremum of the distance between $P$ and $T(s)P$ for $|s| < e$ and $P \in G$. The supremum $h$ is finite because every $T(s)$ fixes every point of $G$ outside the support of $\rho$. If for some given point $P$ of $G$ the function $f$ is smooth on $B(P, h)$, then $Sf$ is smooth at $P$.

Because of (8.7.1) and (8.7.2), for any given $0 < \lambda < 1$ we can choose $e$ sufficiently small so that for $P \in G$

$$\text{the } q\text{-plurisubharmonicity of } \tau \circ (-\delta_p) \circ T(s) \text{ is } \geq \frac{1}{2} c_P$$

at every point of $B(P, \lambda u_P)$ for $|s| < e$.

By (8.4.1) we have for every $s$ and every $P \in G$

$$\tau \circ (-d_G) \circ T(s) = \tau \circ (-\delta_{T(s)}p) \circ T(s) \text{ at } P,$$

$$\tau \circ (-d_G) \circ T(s) \geq \tau \circ (-\delta_{T(s)}p) \circ T(s) \text{ on } B(P, b_p - 2h).$$
For a family of functions \( \mathcal{F} = \{ f_P \} \) indexed by \( P \in G \), we define another family of functions \( S'_P(\mathcal{F}) \) also indexed by \( P \in G \) as follows (when the definition makes sense):

\[
S'_P(\mathcal{F}) = \int_{s \in \mathbb{R}^2} \xi(s) f_{T(s)P} \circ T(s),
\]

where integration is with respect to the Euclidean measure. By an abuse of notation we denote \( S'_P(\mathcal{F}) \) by \( S'(f_P) \). We apply this definition to the family \( \tau \circ (-\delta_P), P \in G \), and obtain for every \( P \in G \) a smooth function \( S'(\tau \circ (-\delta_P)) \) on \( B(P, b_P - 2h) \). We observe that when the distance of \( P \) from \( U \) is \( > b_P \), the function agrees with \( \tau \circ (-\delta_P) \), and we can use in such a case \( B(P, b_P) \) as the domain of definition of \( S'(\tau \circ (-\delta_P)) \). For any given \( 0 < \lambda < 1 \) we can choose \( e \) sufficiently small so that for \( P \in G \)

\[
\text{(8.7.5)} \quad \text{the lengths of the covariant derivatives of } S'(\tau \circ (-\delta_P)) \text{ up to order 2 are bounded by } E_P/\lambda \text{ on } B(P, \lambda b_P - 2h).
\]

It follows from (8.7.3) that

\[
\text{(8.7.6)} \quad \text{the } q\text{-plurisubharmonicity of } S'(\tau \circ (-\delta_P)) \text{ is } \geq \frac{1}{2} \lambda c_P \text{ at every point of } B(P, \lambda b_P - 2h).
\]

Moreover, it follows from (8.7.4) that

\[
\text{(8.7.7)} \quad S(\tau \circ (-d_G)) = S'(\tau \circ (-\delta_P)) \text{ at } P,
\]

\[
S(\tau \circ (-d_G)) \geq S'(\tau \circ (-\delta_P)) \text{ on } B(P, b_P - 2h).
\]

In the case where the distance of \( P \) from \( U \) is \( > b_P \), \( S(\tau \circ (-d_G)) = \tau \circ (-d_G) \) and \( S'(\tau \circ (-\delta_P)) = \tau \circ (-\delta_P) \), so that (8.7.5), (8.7.6), (8.7.7) all hold with \( B(P, \lambda b_P - 2h) \) or \( B(P, b_P - 2h) \) replaced by \( B(P, b_P) \).

8.8. Now instead of a single coordinate chart \( U \) we take a locally finite family of coordinate charts \( U_\mu, 1 \leq \mu < \infty \), with a compact subset \( K_\mu \) in each \( U_\mu \) so that the family \( K_\mu, 1 \leq \mu < \infty \), covers \( G \). Corresponding to \( e, h, S, S' \) we have \( e_\mu, h_\mu, S_\mu, S'_\mu \). Since the family \( U_\mu, 1 \leq \mu < \infty \), is locally finite, we can successively choose \( e_\mu, 1 \leq \mu < \infty \), sufficiently small so that the family \( K_\mu', 1 \leq \mu < \infty \), still covers \( G \), where \( K_\mu' \) is the set of all points of \( K_\mu \) whose distances from \( G - K_\mu \) are less than the sum of all \( h_\mu \) with \( U_\mu \cap U_\mu' \neq \emptyset \). Let \( \varphi \) be the resulting function obtained by applying successively the operators \( S_\mu, 1 \leq \mu < \infty \), to \( \tau \circ (-d_G) \). Since \( S_\mu f \equiv f \) on \( G - U_\mu \) and the family \( U_\mu, 1 \leq \mu < \infty \), is locally finite, the function \( \varphi \) is well-defined. Moreover, the function \( \varphi \) is smooth, because \( K_\mu', 1 \leq \mu < \infty \), covers \( G \). For \( P \in G \), let \( \psi_P \) be the resulting function obtained by applying successively the operators \( S'_\mu, 1 \leq \mu < \infty \), to the family of functions \( \tau \circ (-\delta_P), P \in G \). Since the family \( U_\mu, 1 \leq \mu < \infty \), is
locally finite, we can successively choose \( \epsilon_\mu \), \( 1 \leq \mu < \infty \), sufficiently small so that

(i) \( \varphi \) is an exhaustion function of \( G \),

(ii) \( \psi_p \) is smooth on \( B(P, \frac{1}{2} u_p) \), and the \( q \)-plurisubharmonicity of \( \psi_p \) is \( > \frac{4}{4} c_p \) at every point of \( B(P, \frac{1}{2} u_p) \),

(iii) \( \varphi = \psi_p \) at \( P \) and \( \varphi \geq \psi_p \) on \( B(P, \frac{1}{2} u_p) \).

It is possible to make the choice so that (ii) and (iii) hold because of the statements corresponding to (8.7.5), (8.7.6), (8.7.7) at each stage of the application of the operators \( S_\mu \) and \( S'_\mu \). It follows that the \( q \)-plurisubharmonicity of \( \varphi \) is \( > \frac{4}{3} c_p \) at \( P \). Thus \( \varphi \) is a strongly \( q \)-plurisubharmonic exhaustion function on \( G \). This smoothing process is essentially the same as the one given by Richberg [45] for strongly plurisubharmonic functions (cf. [24]).

8.9. Theorem. Let \( M \) be a Kähler manifold of complex dimension \( n \) with nonnegative holomorphic bisectional curvature. Let \( G \) be a relatively compact subdomain of \( M \) with smooth boundary \( \partial G \). Let \( 1 < q < n \) and assume that \( \partial G \) is strongly hyper-\( q \)-convex. Then \( \pi_v(M, M - G) \) vanishes for \( v \leq n - q \).

Proof. Choose a relatively compact open neighborhood \( D \) of \( \overline{G} \) in \( M \) such that \( \partial D \) is smooth and strongly hyper-\( q \)-convex. By Theorem 8.2 there exists a smooth exhaustion function \( \varphi \) on \( D \) which is strongly \( q \)-plurisubharmonic. Let \( a \) be a real number such that \( \varphi < a \) on \( \overline{G} \). We can approximate \( \varphi \) on \( \{ \varphi \leq a \} \) in the \( C^2 \) topology uniformly by Morse functions [38, p. 37, Cor. 6.8], i.e., smooth functions whose critical points are all nondegenerate and hence isolated. Choose a Morse function \( f \) on \( \{ \varphi \leq a \} \) which approximates \( \varphi \) so closely in the \( C^2 \) topology that \( f \) is strongly \( q \)-plurisubharmonic on \( \{ \varphi \leq a \} \), and for some \( b < a \) one has \( \overline{G} \subset \{ f < b \} \) and \( \{ f = b \} \subset \{ \varphi < a \} \).

By the strong \( q \)-plurisubharmonicity of \( f \) the Levi form of \( f \) must have at least \( n - q + 1 \) positive eigenvalues at every point. So the real Hessian of \( f \) must have at least \( n - q + 1 \) positive eigenvalues at every point. It follows that the index of \( -f \), which is the number of negative eigenvalues of the real Hessian of \( -f \), is \( > n - q + 1 \) at every critical point of \( -f \).

Let \( c \) be the minimum of \( f \) on \( \{ \varphi < a \} \). Since \( f \) is a Morse function, the set \( \{ f = c \} \) consists of only a finite number of points. Fix \( v < n - q \). Let \( B \) be the closed unit ball of real dimension \( v \). Let \( \sigma : B \to M \) be a continuous map with \( \sigma(\partial B) \subset M - G \). Since \( \{ f = c \} \) is a finite set, we can continuously deform \( \sigma \) without changing \( \sigma | \partial B \) such that \( \sigma(B) \) is disjoint from \( \{ f = c \} \) and hence from \( \{ f < d \} \) for some \( d > c \). Since the index of \( -f \) is \( \geq n - q + 1 \) at every critical point of \( -f \), \( M - \{ -f > -d \} \) has the same homotopy type as \( M - \{ -f > -b \} \) with finitely many cells of dimension \( \geq n - q + 1 \) attached [38, p. 19, Remark 3.3]. It follows from \( v < n - q + 1 \) that the continuous map
σ: B → M can be continuously deformed into M − \{-f \geq -b\} and hence into M − G without changing σ | ∂B. q.e.d.

An immediate consequence of Theorem 8.9 is the following.

8.10. Theorem. Let M be a compact Kähler manifold of complex dimension n with nonnegative holomorphic bisectional curvature. Let 1 \leq q < n. Let V be a complex submanifold of M admitting a tubular neighborhood U with smooth boundary such that M − U has strongly hyper-q-convex boundary. Then \( π_v(M, V) \) vanishes for \( v \leq n − q \).

8.11. Remark. For Theorem 8.2 to hold, instead of assuming that \( \partial G \) is strongly hyper-q-convex, we can assume that \( \partial G \) is hyper-q-convex and the bisectional curvature of M is \((q + 1)\)-nondegenerate. The same proof works with some obvious modifications. Theorems 8.9 and 8.10 remain true with a similar change of assumptions.

9. A generalization of the strong Lefschetz theorem

9.1. In the last section we proved a Barth-Lefschetz type theorem for compact Kähler manifolds of nonnegative holomorphic bisectional curvature. Unfortunately it works only for complex submanifolds admitting tubular neighborhoods whose complements have strongly hyper-q-convex boundaries. So far there is no way to verify which complex submanifolds admit such tubular neighborhoods except in the obvious case of codimension one. Out of the desire to get Barth-Lefschetz type theorems with only bisectional curvature conditions, in this section we will prove a generalized strong Lefschetz theorem for Hermitian holomorphic vector bundles over compact Kähler manifolds which are 1-semipositive and k-positive in the sense of Griffiths. This generalized strong Lefschetz theorem will be used to give the surjectivity portion of a Barth-Lefschetz type theorem at the homology level for compact Kähler manifolds whose bisectional curvature is nonnegative and k-nondegenerate.

In [59] Sommese proved a generalization of the strong Lefschetz theorem for a class of bundles over algebraic manifolds called k-ample bundles which he introduced. These bundles are characterized by the property that high powers of the associated line bundles over the projectivizations of their duals have enough sections to give a holomorphic map of fiber dimension \( k \). His generalized strong Lefschetz theorem follows from the usual strong Lefschetz theorem by slicing by ample divisors to reduce the fiber dimension of the holomorphic map to zero to get positive bundles. He used his generalized strong Lefschetz theorem to prove the surjectivity portion of a Barth-Lefschetz type theorem at the homology level for compact algebraic manifolds with
k-ample tangent bundles and, in particular, for certain compact homogeneous algebraic manifolds. However, the nonnegativity and the k-nondegeneracy of the bisectional curvature are locally given conditions in nature, whereas the k-ampleness of the tangent bundle involves the existence of global sections of certain associated line bundles. For Barth-Lefschetz type theorems for manifolds with bisectional curvature conditions, we need the generalized strong Lefschetz theorem given in this section. This generalization cannot be derived from the usual strong Lefschetz theorem and requires a completely different approach.

9.2. Theorem (the generalized strong Lefschetz theorem). Let \( M \) be a compact Kähler manifold of complex dimension \( n \). Let \( E \) be a Hermitian holomorphic vector bundle of rank \( r \) over \( M \), which is Griffiths 1-semipositive and Griffiths \( k \)-positive. Let \( c_r(E) \) be the \( r \)th Chern class of \( E \). Then the map \( f_i: H^i(M, \mathbb{C}) \to H^{i+2r}(M, \mathbb{C}) \) defined by cupping with \( c_r(E) \) is injective for \( i < n - k + 1 - r \) and surjective for \( i \geq n + k - 1 - r \).

Most of the rest of this section will be devoted to the proof of this theorem.

9.3. Fix a point \( P \) of \( M \), and choose a local coordinate system \( z^1, \ldots, z^n \) at \( P \) so that \( \omega = \sum_{a=1}^n dz^a \wedge \overline{dz}^a \) and \( u = \sum_{a=1}^n \lambda_a dz^a \wedge d\overline{z}^a \) at \( P \). For subsets \( A = \{\alpha_1, \ldots, \alpha_a\} \) and \( B = \{\beta_1, \ldots, \beta_b\} \) of \( \{1, \ldots, n\} \) with \( \alpha_1 < \cdots < \alpha_a \) and \( \beta_1 < \cdots < \beta_b \) we let \( dz^A = dz^{\alpha_1} \wedge \cdots \wedge dz^{\alpha_a} \) and \( d\overline{z}^B = d\overline{z}^{\beta_1} \wedge \cdots \wedge d\overline{z}^{\beta_b} \). For a subset \( C = \{\gamma_1, \ldots, \gamma_c\} \) of \( \{1, \ldots, n\} \) let

\[
(dz \wedge d\overline{z})^C = (dz^{\gamma_1} \wedge d\overline{z}^{\gamma_1}) \wedge \cdots \wedge (dz^{\gamma_c} \wedge d\overline{z}^{\gamma_c}).
\]

Moreover, let

\[
\lambda_{ABC} = \sum_{a=1}^n \lambda_a - \sum_{a \in A \cup C} \lambda_a - \sum_{a \in B \cup C} \lambda_a.
\]
For \((p, q)\)-forms
\[
\varphi = \sum_{A, B, C} \varphi_{ABC} dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^C,
\]
\[
\psi = \sum_{A, B, C} \psi_{ABC} dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^C.
\]
at \(P\) with \(p + q < n - k + 1\) define
\[
\langle \varphi, \psi \rangle' = \sum_{A, B, C} \lambda_{ABC} \varphi_{ABC} \overline{\psi_{ABC}}.
\]
By the assumption on \(u, \langle \cdot, \cdot \rangle'\) is a positive definite Hermitian form.

The notations \(<\cdot, \cdot>, L, \text{and} \Lambda\) used below carry the same meanings as in §3.3.

**9.4. Lemma.** For \((p, q)\)-forms \(\varphi, \psi\) on \(M\) with \(p + q < n - k + 1\),
\[
\langle \Lambda(u \wedge \varphi), \psi \rangle - \langle u \wedge \Lambda \varphi, \psi \rangle = \langle \varphi, \psi \rangle'.
\]

**Proof.** We prove it at the point \(P\) of \(M\) with the local coordinates described above. Since both sides are linear in \(\varphi\), it suffices to prove the special case where
\[
\varphi = dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^C.
\]
We have
\[
\Lambda \varphi = \frac{1}{\sqrt{-1}} \sum_{\sigma \in C} \lambda_\sigma dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^{C-\{\sigma\}},
\]
\[
u \wedge \Lambda \varphi = \sum_{\sigma \in C} \lambda_\sigma dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^{C-\{\sigma\}} + \sum_{\tau \in A \cup B \cup C} \lambda_\tau dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^{(C-\{\sigma\}) \cup \{\tau\}}.
\]
On the other hand,
\[
u \wedge \varphi = \sqrt{-1} \sum_{\tau \in A \cup B \cup C} \lambda_\tau dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^{(C-\{\sigma\}) \cup \{\tau\}},
\]
\[
\Lambda(u \wedge \varphi) = \sum_{\tau \in A \cup B \cup C} \lambda_\tau dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^{(C-\{\sigma\}) \cup \{\tau\}} + \sum_{\tau \in A \cup B \cup C} \lambda_\tau dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^{C}.
\]
It follows that

\[ \Lambda(u \wedge \varphi) - u \wedge \Lambda \varphi = \sum_{\tau \in A \cup B \cup C} \lambda_{\tau} - \sum_{\tau \in C} \lambda_{\tau} dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^C \]

\[ = \lambda_{ABC} dz^A \wedge d\bar{z}^B \wedge (dz \wedge d\bar{z})^C, \]

which yields the wanted formula upon taking the inner product with \( \psi \). q.e.d.

For Lemma 9.4 the condition \( p + q < n - k + 1 \) is not needed if we define \( \langle \cdot, \cdot \rangle' \) also for other forms. Moreover, the lemma holds for any \((1,1)\)-form without any eigenvalue condition.

Let \( P' \) be the set of all primitive \( l \)-forms with respect to the \( \text{Kähler} \) metric of \( M \).

9.5. Lemma. For any \( v_i \in P^l \), \( u \wedge v_i = w_{i+2} + Lw_i + L^2w_{i-2} \), where \( w_{\nu} \in P^\nu (\nu = l + 2, l, l - 2) \).

Proof. We have the decomposition

\[ u \wedge v_i = \sum_{\nu \geq 0} L^\nu w_{i-2\nu + 2}, \]

where \( w_{i-2\nu + 2} \in P^{l-2\nu + 2} \) for \( \nu \geq 0 \). We know that \( L^\mu : P^\nu \rightarrow L^\mu P^\nu \) is an isomorphism for \( \mu \leq n - \nu \) and \( L^\mu P^\nu = 0 \) for \( \mu > n - \nu \). It follows that

\[ 0 = u \wedge L^{n-l+1}v_i = L^{n-l+1}(u \wedge v_i) \]

\[ = \sum_{\nu \geq 0} L^{n+l+\nu-1}w_{i-2\nu + 2} \]

\[ = \sum_{\nu \geq 3} L^{n+l+\nu-1}w_{i-2\nu + 2}. \]

Since \( n + \nu - l + 1 \leq n - (l - 2\nu + 2) \) for \( \nu \geq 3 \), we have \( w_{i-2\nu + 2} = 0 \) for \( \nu \geq 3 \).

Lemma 9.5 holds when \( u \) is replace by any 2-form.

9.6. Lemma. Let \( v_i, w_i \) be primitive \( l \)-forms. Then for \( 0 \leq \mu \leq n - l - 1 \) with \( \mu \neq \frac{1}{2}(n-l) \),

\[ \langle u \wedge L^\mu v_i, L^{\mu+1}w_i \rangle = \frac{(\mu + 1)(n-l-\mu)}{n-l-2\mu} \langle L^\mu v_i, L^\mu w_i \rangle'. \]

Proof. By (3.3.1), for \( 0 \leq \nu \leq n - l \) we have

\[ \Lambda L^\nu v_i = \nu(n-l-\nu + 1)L^{\nu-1}v_i, \]
where $L^{-1}v_i$ is taken to mean zero. By Lemma 9.4 we obtain

$$\langle u \wedge L^n v_i, L^{-1}w_i \rangle = \langle \Lambda(u \wedge L^n v_i), L^n w_i \rangle$$

$$= \langle L^n v_i, L^n w_i \rangle' + \langle u \wedge L^n v_i, L^n w_i \rangle$$

$$= \langle L^n v_i, L^n w_i \rangle' + \mu(n - l - \mu + 1)\langle u \wedge L^{n-1} v_i, L^n w_i \rangle$$

$$= \langle L^n v_i, L^n w_i \rangle' + \frac{\mu(n - l - \mu + 1)}{(n + 1)(n - l - \mu - 1)}\langle u \wedge L^{n-1} v_i, \Lambda L^n w_i \rangle$$

$$= \langle L^n v_i, L^n w_i \rangle' + \frac{\mu(n - l - \mu + 1)}{(n + 1)(n - l - \mu - 1)}\langle u \wedge L^n v_i, L^{n+1} w_i \rangle.$$  

The assertion follows from solving for $\langle u \wedge L^n v_i, L^n w_i \rangle$ in the above equation.  q.e.d.

In Lemma 9.6, when $\mu = \frac{1}{2}(n - l)$, the proof gives $\langle L^n v_i, L^n w_i \rangle' = 0$. We will use only the case $\mu < \frac{1}{2}(n - l)$.

9.7. Lemma. Let $v_i, w_i$ be respectively a primitive $l$-form and $(l + 2)$-form. Then for $1 < \mu < n - l - 2$,

$$\langle u \wedge L^n v_i, L^n w_{i+2} \rangle = \frac{1}{2}(n - l - \mu - 1)\langle L^n v_i, L^{n-1} w_{i+2} \rangle'.$$

Proof.

$$\langle u \wedge L^n v_i, L^n w_{i+2} \rangle = \langle \Lambda(u \wedge L^n v_i), L^{n-1} w_{i+2} \rangle$$

(by Lemma 9.4)

$$= \langle L^n v_i, L^{n-1} w_{i+2} \rangle' + \mu(n - l - \mu + 1)\langle u \wedge L^{n-1} v_i, L^{n-1} w_{i+2} \rangle$$

$$= \langle L^n v_i, L^{n-1} w_{i+2} \rangle' + \frac{n - l - \mu + 1}{n - l - \mu - 1}\langle u \wedge L^{n-1} v_i, \Lambda L^n w_{i+2} \rangle$$

$$= \langle L^n v_i, L^{n-1} w_{i+2} \rangle' + \frac{n - l - \mu + 1}{n - l - \mu - 1}\langle u \wedge L^n v_i, L^{n+1} w_{i+2} \rangle.$$  

The assertion follows from solving form $\langle u \wedge L^n v_i, L^n w_{i+2} \rangle$ in the above equation.

9.8. Lemma. Let $v_i, w_{i-2}$ be respectively a primitive $l$-form and $(l - 2)$-form. Then for $0 < \mu < n - l$,

$$\langle u \wedge L^n v_i, L^{n+2} w_{i-2} \rangle = \frac{1}{2}(\mu + 2)\langle L^n v_i, L^{n+1} w_{i-2} \rangle'.$$
Proof.

\[
\langle u \wedge L^\mu v_l, L^{\mu+2}w_{l-2} \rangle = \langle \Lambda (u \wedge L^\mu v_l), L^{\mu+1}w_{l-2} \rangle \\
= \langle L^\mu v_l, L^{\mu+1}w_{l-2} \rangle' + \langle u \wedge \Lambda L^\mu v_l, L^{\mu+1}w_{l-2} \rangle \quad \text{(by Lemma 9.4)} \\
= \langle L^\mu v_l, L^{\mu+1}w_{l-2} \rangle' + \mu(n - l - \mu + 1)\langle u \wedge L^{\mu-1}v_l, L^{\mu+2}w_{l-2} \rangle \\
= \langle L^\mu v_l, L^{\mu+1}w_{l-2} \rangle' + \frac{\mu}{\mu + 2} \langle u \wedge L^{\mu-1}v_l, \Lambda L^{\mu+2}w_{l-2} \rangle \\
= \langle L^\mu v_l, L^{\mu+1}w_{l-2} \rangle' + \frac{\mu}{\mu + 2} \langle u \wedge L^{\mu}v_l, L^{\mu+2}w_{l-2} \rangle.
\]

The assertion follows from solving for \( \langle u \wedge L^\mu v_l, L^{\mu+2}w_{l-2} \rangle \) in the above equation.

9.9. Lemma. For \( p + q < n - k + 1 \) the map \( H^p(M, \Omega^q) \to H^{p+1}(M, \Omega^{q+1}) \) defined by multiplication by \( u \) is injective.

Proof. Fix \( p \) and \( q \) with \( p + q < n - k + 1 \). Any element of \( H^p(M, \Omega^q) \) is represented by a harmonic \( (p, q) \)-form \( \varphi \) on \( M \). Assume that \( u \wedge \varphi \) is \( 3 \)-exact. We have to show that \( \varphi \) is identically zero. Let \( l = p + q \). Uniquely \( \varphi \) can be written in the form

\[
\varphi = \sum_{0 \leq \mu \leq \frac{1}{2}l} L^\mu v_{l-2\mu},
\]

where \( v_{l-2\mu} \) is a primitive harmonic \((l - 2\mu)\)-form on \( M \). Let \( c_\mu, 0 \leq \mu \leq \frac{1}{2}l \), be positive numbers whose values are to be chosen later in the proof. Let

\[
\psi = \sum_{0 \leq \mu \leq \frac{1}{2}l} c_\mu L^\mu v_{l-2\mu}.
\]

Then \( \psi \) is a harmonic \( l \)-form on \( M \). As before, \( \ast \) denotes the Hodge star operator with respect to the Kähler metric of \( M \), and \( \bar{\ast} \) denotes the composite of \( \ast \) and the complex conjugation. Since \( \bar{\ast}L\psi \) is a harmonic form on \( M \), it follows that

\[
\int_M \langle u \wedge \varphi, L\psi \rangle = \int_M u \wedge \varphi \wedge \bar{\ast}L\psi = 0.
\]
On the other hand, by Lemmas 9.5, 9.6, 9.7, and 9.8, we have

\[ \langle u \wedge \varphi, L\psi \rangle = \sum_{\mu \geq 0} \left\{ c_\mu \langle u \wedge L^\mu v_{l-2\mu}, L^{\mu+1} v_{l-2\mu} \rangle 
\right. \\
\left. + c_\mu \langle u \wedge L^\mu v_{l-2\mu}, L^{\mu+2} v_{l-2\mu-2} \rangle 
\right. \\
\left. + c_{\mu+1} \langle u \wedge L^{\mu+1} v_{l-2\mu-2}, L^{\mu+1} v_{l-2\mu} \rangle \right\} 
\]

\[ = \sum_{\mu \geq 0} \left\{ c_\mu \left( \frac{(\mu + 1)(n - l + \mu)}{n - l} \right) \langle L^\mu v_{l-2\mu}, L^{\mu+1} v_{l-2\mu} \rangle' 
\right. \\
\left. + c_\mu \frac{\mu + 2}{2} \langle L^\mu v_{l-2\mu}, L^{\mu+1} v_{l-2\mu-2} \rangle' 
\right. \\
\left. - c_{\mu+1} \frac{n - l + \mu}{2} \langle L^{\mu+1} v_{l-2\mu-2}, L^{\mu+1} v_{l-2\mu} \rangle' \right\} . \]

We now choose \( c_0 = 1 \) and inductively \( c_\mu \) so that

\[ c_{\mu+1} = \frac{c_\mu (\mu + 2)}{n - l + \mu} . \]

Then

\[ \langle u \wedge \varphi, L\psi \rangle = \sum_{0 \leq \mu \leq \lfloor l \rfloor} c_\mu \left( \frac{(\mu + 1)(n - l + \mu)}{n - l} \right) \langle L^\mu v_{l-2\mu}, L^{\mu+1} v_{l-2\mu} \rangle' . \]

From the positive definiteness of \( \langle \cdot, \cdot \rangle' \) and the vanishing of the integral of \( \langle u \wedge \varphi, L\psi \rangle \) over \( M \) it follows that each \( L^\mu v_{l-2\mu} \) is identically zero on \( M \). Hence \( \varphi \) is identically zero on \( M \).

9.10. We now proceed to prove Theorem 9.2. Let \( M \) and \( E \) be as in the assumptions of Theorem 9.2. Let \( F \) be the tautological line bundle over the projective bundle \( P(E^*) \) associated to the dual bundle \( E^* \) of \( E \). The curvature form of the dual bundle \( F^* \) of \( F \) with the metric induced from that of \( E \) is a \((1, 1)\)-form on \( P(E^*) \), which is positive semidefinite and has \( n - k + r \) positive eigenvalues at every point of \( P(E^*) \) (see Lemma 4.5). Denote this curvature form by \( u \). By Lemma 9.9, the map \( \Phi_\ell : H^\ell(P(E^*), \mathbb{C}) \to H^{\ell+2}(P(E^*), \mathbb{C}) \) defined by cupping with \( u \) is injective for \( \ell < n - k + r \).

We now use the argument of Bloch-Gieseker [9, p. 113, Prop. 1.1] to get the injectivity of \( f_i \) for \( i \leq n - k + 1 - r \). By [27, p. 144], we have the following ring-isomorphism:

\[ \Psi : H^*(M, \mathbb{C})[I]/I^\infty \cong H^*(P(E^*), \mathbb{C}) . \]

Here \( I \) is the ideal generated by

\[ T^r - c_1 T^{r-1} + \cdots + (-1)^{r-1} c_{r-1} T + (-1)^{r} c_r , \]
where $c_i \in H^{2i}(M, \mathbb{C})$ is the $i$th Chern class of $E$. Moreover, this ring-isomorphism sends $T$ to the Chern class of $F^*$. 

Fix $i \leq n - k + 1 - r$. Assume that some nonzero element $\xi$ of $H^i(M, \mathbb{C})$ is in the kernel of $f_i$. We want to derive a contradiction. Since $\xi c_i(E) = 0$, it follows that the nonzero element 

$$\eta := \Psi(\xi \left( T^{r-1} - c_i T^{r-2} + \cdots + (-1)^{r-2} c_{r-2} T + (-1)^{r-1} c_{r-1} \right))$$

of $H^{i+2r-2}(\mathcal{P}(E^*), \mathbb{C})$ satisfies $\Phi_{i+2r-2}(\eta) = 0$. This is a contradiction because $i + 2r - 2 < n - k + r$.

We now use Poincaré duality to get the surjectivity of $f_i$ for $i \geq n + k - 1 - r$. Let $\nu$ be the real harmonic $2r$-form on $M$ representing $c_r$. Suppose $f_i$ is not surjective for some $i \geq n + k - 1 - r$, and we want to derive a contradiction. Since $f_i$ is not surjective, there exists some nonzero harmonic $(i + 2r)$-form $\varphi$ on $M$ which is orthogonal to $\nu \wedge \psi$ for all harmonic $i$-forms $\psi$ on $M$. That is, 

$$\int_M \nu \wedge \psi \wedge \varphi = 0,$$

or equivalently 

$$\int_M \nu \wedge (\overline{\psi} \varphi) \wedge \overline{\psi} = 0.$$ 

Hence the closed $(2n - i)$-form $\nu \wedge \overline{\varphi}$ is orthogonal to $\overline{\nu} \psi$ for all harmonic $i$-forms $\psi$ on $M$. That is, $\nu \wedge \overline{\varphi}$ is orthogonal to all harmonic $(2n - i)$-forms. It follows that $\nu \wedge \overline{\varphi}$ is $d$-exact. The cohomology class represented by $\overline{\varphi}$ is mapped to zero by $f_{2n-i-2r}$. This contradicts the injectivity of $f_{2n-i-2r}$.

9.11. Theorem. Let $M$ be a compact Kähler manifold of complex dimension $n$, whose holomorphic bisectional curvature is nonnegative and $k$-nondegenerate. Let $V$ be a complex submanifold of complex dimension $d$. Then the restriction map $\Phi_l: H^l(M, \mathbb{C}) \to H^l(V, \mathbb{C})$ is surjective for $l \geq 2n - k - 1 - d$.

Proof. Let $[V]$ denote the closed $(n - d, n - d)$-current defined by integration over $V$. This current $[V]$ defines an element $\nu \in H^{2(n-d)}(M, \mathbb{C})$. Let $j: V \hookrightarrow M$ be the inclusion map. Then $j^* \nu \in H^{2(n-d)}(V, \mathbb{C})$ is equal to the $(n - d)$th Chern class $c_{n-d}(N_V)$ of the normal bundle $N_V$ of $V$ in $M$. Fix $l \geq 2n - k - 1 - d$ and take $\alpha \in H^l(V, \mathbb{C})$. By the assumption on the holomorphic bisectional curvature of $M$, the tangent bundle $T_M$ of $M$ is Griffiths 1-semipositive and Griffiths $k$-positive. Being a quotient bundle of $T_M$, $N_V$ is also Griffiths 1-semipositive and $k$-positive. By Theorem 9.2, there exists $\beta \in H^{l-2(n-d)}(V, \mathbb{C})$ such that $\alpha$ equals the cup product $\beta \cup c_{n-d}(N_V)$. Let $G$ be an open tubular neighborhood of $V$ in $M$ such that $V$ is differentiably a deformation retract of $G$. Then $\beta$ can be extended to an element $\gamma$ of...
Let $\varphi$ be a closed $(l - 2(n - d))$-form on $G$ representing $\gamma$. Then $\varphi \wedge [V]$ is a closed $l$-current on $M$ which defines an element $\tilde{\alpha} \in H^l(M, \mathbb{C})$ with $\Phi_f(\tilde{\alpha}) = \alpha$.

10. A vanishing theorem for semipositive line bundles

10.1. We conclude this paper by giving a vanishing theorem for semipositive line bundles over non-Kähler manifolds. It is obtained by combining the $\nabla$ and $\nabla$ Bochner-Kodaira techniques described in §1 and using some simple estimates from elementary real analysis. This vanishing theorem is motivated by the conjecture of Grauert-Riemenschneider [23, p. 277], [47, Conjecture I] which is still an open problem. The difficulty with the conjecture is how to prove the following special case.

**Conjecture of Grauert-Riemenschneider.** Let $M$ be a compact complex manifold which admits a Hermitian holomorphic line bundle $L$ whose curvature form is positive definite on a dense open subset $G$ of $M$. Then $M$ is Moishezon.

An equivalent form is that if $L$ is a Hermitian holomorphic line bundle over a compact complex manifold $M$ whose curvature form is positive definite on a dense open subset $G$ of $M$, then $H^l(M, L^r \otimes K_M) = 0$ for $r$ sufficiently large. Here $K_M$ is the canonical line bundle of $M$. (See [47, Conjecture II]).

When $M$ is Kähler, the above equivalent form follows from the $\nabla$ Bochner-Kodaira technique and the identity theorem for solutions of second-order elliptic partial differential equations. It holds with $r \geq 1$, [47]. However, when $M$ is not assumed to be Kähler, no proof is known even for the special case where $M - G$ is a subvariety except when it is a subvariety of dimension zero [46] or one [52].

The conjecture of Grauert-Riemenschneider was originally introduced for the purpose of characterizing Moishezon spaces by quasi-positive torsion-free sheaves. Since then a number of other characterizations of Moishezon spaces have been obtained [20], [44], [57], [63] which circumvent the difficulty of proving the Grauert-Riemenschneider conjecture by stating the characterizations in such a way that a proof can be obtained by using blow-ups, Kodaira’s vanishing and embedding theorems, or $L^2$ estimates of $\bar{\partial}$ for complete Kähler manifolds.

We now state our vanishing theorem for semipositive line bundles over non-Kähler manifolds.

**10.2. Theorem.** Let $M$ be a compact complex manifold of complex dimension $n$ with a Hermitian metric, and $L$ be a Hermitian holomorphic line bundle over $M$ whose curvature form $u$ is positive definite on an open subset $G$ of $M$. Suppose
there exists a positive number $A$ such that at every point $P$ of $M$ the eigenvalues
$
abla_1(P) \leq \cdots \leq \lambda_n(P)$ of $u$ at $P$ with respect to the Hermitian metric of $M$ satisfy
the condition $\lambda_n(P) \leq A \lambda_1(P)$. Suppose $M - G$ can be covered by a finite
number of differentiable coordinate charts $U_k$, $x_k^1, \ldots, x_k^{2n}$ $(1 \leq k \leq k)$ such that
$(M - G) \cap \{x_k^i = \text{constant}, 1 \leq i \leq 2n - 1\}$ is always a finite set. Then for
any holomorphic line bundle $F$ over $M$, $H^1(M, L^v \otimes F)$ vanishes for $v$ sufficiently
large.

The rest of this section will be used for the proof of this theorem.

10.3. We use the notations of Theorem 10.2. Let $u = \sqrt{-1} u_{ij} dz^i \wedge dz^j$. Let
$\sqrt{-1} z^i \wedge dz^j$ be the curvature form of the canonical line bundle $K_M$ of $M$ with
the Hermitian metric induced from that of $M$. The raising and lowering of
indices will be done with respect to the Hermitian metric of $M$. Choose a
Hermitian metric for $F$, and let $\sqrt{-1} v_{ij} dz^i \wedge dz^j$ be its curvature form. Though
$M$ is in general not Kähler, for $L^v \otimes F$ and $M$ one can derive formulas
analogous to (1.3.3) and (1.3.5). The only difference is the presence of an
additional term coming from the torsion tensor of the Hermitian metric of $M$
(cf. [25, p. 429, Theorem 7.2]). Take a positive integer $v$ and an $L^v$-valued harmonic form $\varphi$ on $M$. We have the following two formulas corresponding to
(1.3.3) and (1.3.5).

\begin{equation}
\begin{aligned}
0 &= \|\nabla\varphi\|^2_M + v \int_M u^{ij} q_i \overline{q_j} + \int_M (v^{ij} - R^{ij}) \varphi \overline{\varphi} + T_1, \\
0 &= \|\nabla\varphi\|^2_M + v \int_M u^{ij} q_i \overline{q_j} - v \int_M u^{ij} \varphi \overline{\varphi} + \int_M v^{ij} q_i \overline{q_j} \\
&- \int_M \nu_i \nu_j \varphi \overline{\varphi} + T_2,
\end{aligned}
\end{equation}

where $T_1, T_2$ are terms from the torsion tensor of the Hermitian metric of $M$, and can be estimated by

$$|T_i| \leq C_i \|\varphi\|_M (\|\varphi\|_M + \|\nabla\varphi\|_M + \|\nabla\varphi\|_M) \quad (i = 1, 2),$$

$C_i$ being a constant independent of $v$. Multiplying (10.3.1) by $nA$ and adding
the resulting equation to (10.3.2) we obtain

$$0 = \|\nabla\varphi\|^2_M + \|\nabla\varphi\|^2_M + v \int_M (nA + 1) u^{ij} q_i \overline{q_j} - v \int_M u^{ij} \varphi \overline{\varphi}$$
$$+ \int_M ((nA + 1) v^{ij} - nAR^{ij}) \varphi \overline{\varphi} - \int_M v^{ij} \varphi \overline{\varphi} + nAT_1 + T_2$$
$$\geq \|\nabla\varphi\|^2_M + \|\nabla\varphi\|^2_M + v \int_M u^{ij} q_i \overline{q_j} + S,$$
where

\[ |S| \leq C_2 \| \phi \|_M \left( \| \nabla \phi \|_M + \| \nabla \phi \|_M + \| \nabla \phi \|_M \right), \]

with \( C_2 \) independent of \( \nu \). Since

\[ \| \phi \|_M \left( \| \nabla \phi \|_M + \| \nabla \phi \|_M \right) \leq C_2 \| \phi \|_M^2 + \frac{1}{2C_2} \left( \| \nabla \phi \|_M^2 + \| \nabla \phi \|_M^2 \right), \]

it follows that

\[ |S| \leq C_2 (1 + C_2) \| \phi \|_M^2 + \frac{1}{2} \| \nabla \phi \|_M^2 + \frac{1}{2} \| \nabla \phi \|_M^2, \]

(10.3.3)

\[ \| \nabla \phi \|_M^2 + \| \nabla \phi \|_M^2 + 2 \nu \int_M u^i \eta_i \phi_j - \phi_j \leq 2C_2 (1 + C_2) \| \phi \|_M^2. \]

10.4. By replacing the family of charts \( \{ U_\kappa \} \) by another family if necessary, we can assume without loss of generality that in addition

(i) \( U_\kappa ':= = \{ x_\kappa^1 |< 1, \cdots, |x_\kappa^{2n} |< 1 \} \) is relatively compact in \( U_\kappa \), \( 1 \leq \kappa \leq k \), and

(ii) \( M - G \subset \bigcup_{\kappa=1}^k U_\kappa ' \).

Take any \( \epsilon > 0 \). Since \( (M - G) \cap \{ x_\kappa^i = \text{constant} \}, 1 \leq i \leq 2n - 1 \) is always a finite set, we can cover \( U_\kappa ' \) by a finite number of open subsets \( W_{\kappa \lambda} \) of \( U_\kappa ' \) such that

(i) each \( W_{\kappa \lambda} \) is of the form \( D_{\kappa \lambda} \times J_{\kappa \lambda} \) with respect to the coordinate system \( x_\kappa^1, \cdots, x_\kappa^{2n} \) with \( D_{\kappa \lambda} \subset \mathbb{R}^{2n-1} \) and \( J_{\kappa \lambda} \subset \mathbb{R} \),

(ii) \( J_{\kappa \lambda} \) is a finite union of open intervals \( I_{\kappa \lambda \mu} \) with center \( c_{\kappa \lambda \mu} \) and length \( \leq \epsilon \),

(iii) the interval \( I_{\kappa \lambda \mu} \) with center \( c_{\kappa \lambda \mu} \) and length twice that of \( I_{\kappa \lambda \mu} \) lies in \( \{ |x_\kappa^{2n} |< 1 \} \), and for fixed \( \kappa, \lambda \), the intervals \( I_{\kappa \lambda \mu} \) are pairwise disjoint.

(iv) \( M - G \) is disjoint from \( D_{\kappa \lambda} \times (I_{\kappa \lambda \mu} - I_{\kappa \lambda \mu}) \).

Let \( \tilde{J}_{\kappa \lambda} = \bigcup_{\mu} \tilde{I}_{\kappa \lambda \mu} \) and \( \tilde{W}_{\kappa \lambda} = D_{\kappa \lambda} \times \tilde{J}_{\kappa \lambda} \).

When \( j \) is sufficiently large, for each \( (2n - 1) \)-tuple of integers \( (p_1, \cdots, p_{2n-1}) \) with \( 1 \leq p_i \leq 2^j - 1 \), the cube

\[ \left\{ \frac{p_i - 1}{2^j} < x_i^j < \frac{p_i + 1}{2^j}, \quad 1 \leq i \leq 2n - 1 \right\} \]

is contained in some \( D_{\kappa \lambda} \). By replacing the sets \( D_{\kappa \lambda} \) by these cubes, we can assume without loss of generality that

(10.4.1) the intersection of \( 2^k + 1 \) distinct members of \( \{ \tilde{W}_{\kappa \lambda} \}_{\kappa, \lambda} \) is empty.

Choose a smooth function \( -\epsilon \leq \rho_{\kappa \lambda \mu}(x_\kappa^{2n}) \leq \epsilon \) with compact support in \( \tilde{I}_{\kappa \lambda \mu} \) so that \( \rho_{\kappa \lambda \mu} = x_\kappa^{2n} - c_{\kappa \lambda \mu} \) on \( I_{\kappa \lambda \mu} \) and \( |(\partial / \partial x_\kappa^{2n})\rho_{\kappa \lambda \mu}| \leq 2 \) on \( \tilde{I}_{\kappa \lambda \mu} \). We can
naturally regard $\rho_{\kappa\lambda\mu}$ as a function on $D_{\kappa\lambda} \times I_{\kappa\lambda\mu}$. Write

$$\int_{D_{\kappa\lambda} \times I_{\kappa\lambda\mu}} |\varphi|^2 \omega_{\kappa} = V_{\kappa\lambda\mu} - V'_{\kappa\lambda\mu},$$

where

$$\omega_{\kappa} = dx_{\kappa}^1 \wedge \cdots \wedge dx_{\kappa}^{2n},$$

$$V_{\kappa\lambda\mu} = \int_{D_{\kappa\lambda\mu} \times I_{\kappa\lambda\mu}} \left( \frac{\partial}{\partial x_{\kappa}^{2n}} \rho_{\kappa\lambda\mu} \right) |\varphi|^2 \omega_{\kappa},$$

$$V'_{\kappa\lambda\mu} = \int_{D_{\kappa\lambda\mu} \times (I_{\kappa\lambda\mu} - I_{\kappa\lambda\mu})} \left( \frac{\partial}{\partial x_{\kappa}^{2n}} \rho_{\kappa\lambda\mu} \right) |\varphi|^2 \omega_{\kappa}.$$

Integration by parts yields

$$V_{\kappa\lambda\mu} = -\int_{D_{\kappa\lambda} \times I_{\kappa\lambda\mu}} \rho_{\kappa\lambda\mu} \left( \frac{\partial}{\partial x_{\kappa}^{2n}} |\varphi|^2 \right) \omega_{\kappa}.$$

We can find constants $E_{\kappa}$ depending only on $\kappa$ and independent of $\varepsilon$ and $\nu$ such that

$$\int_{D_{\kappa\lambda} \times I_{\kappa\lambda\mu}} |\varphi|^2 \leq E_{\kappa} \int_{D_{\kappa\lambda} \times I_{\kappa\lambda\mu}} |\varphi|^2 \omega_{\kappa},$$

$$| V_{\kappa\lambda\mu} | \leq \varepsilon E_{\kappa} \int_{D_{\kappa\lambda} \times I_{\kappa\lambda\mu}} |\varphi| \left( |\nabla \varphi| + |\overline{\nabla} \varphi| \right),$$

$$| V'_{\kappa\lambda\mu} | \leq E_{\kappa} \int_{D_{\kappa\lambda} \times (I_{\kappa\lambda\mu} - I_{\kappa\lambda\mu})} |\varphi|^2,$$

where the integration of a function means with respect to the volume form of $M$. Let

$$Q_{\varepsilon} = \left( \bigcup_{\kappa,\lambda} W_{\kappa\lambda} \right) - \left( \bigcup_{\kappa,\lambda,\mu} D_{\kappa\lambda} \times (I_{\kappa\lambda\mu} - I_{\kappa\lambda\mu}) \right)^c,$$

and $E = \sup_{\kappa}(E_{\kappa})^2$. From (10.4.1)–(10.4.5) it follows that

$$\int_{Q_{\varepsilon}} |\varphi|^2 \leq 2kE \varepsilon \int_{M} |\varphi| \left( |\nabla \varphi| + |\overline{\nabla} \varphi| \right) + 2kE \int_{M-\Omega_{\varepsilon}} |\varphi|^2.$$

Choose $\varepsilon$ so small that $kE \varepsilon \leq \frac{1}{2}$. Then

$$\frac{1}{2} \int_{Q_{\varepsilon}} |\varphi|^2 \leq kE (2 + \varepsilon) \int_{M-\Omega_{\varepsilon}} |\varphi|^2 + 2kE \varepsilon (\|\nabla \varphi\|_M^2 + \|\overline{\nabla} \varphi\|_M^2).$$
Combining this with (10.3.3), we obtain

\[ \| \overline{\nabla \varphi} \|_{M}^{2} + 2 \| \nabla \varphi \|_{M}^{2} + 2 \nu \int_{M} u j \overline{\varphi_{j}} \overline{\varphi_{j}} \]

\[ \leq 2C_{2} \left( 1 + \frac{1}{2} C_{2} \right) (1 + 2kE(2 + \epsilon)) \int_{M - Q_{\epsilon}} |\varphi|^{2} \]

\[ + 8C_{2} \left( 1 + \frac{1}{2} C_{2} \right) kEe(\| \nabla \varphi \|_{M}^{2} + \| \overline{\nabla \varphi} \|_{M}^{2}) . \]

We choose \( \epsilon \) so small that \( 8C_{2}(1 + \frac{1}{2} C_{2})kE\epsilon \leq 1 \), and \( \nu \) so large that

\[ 2\nu u j \overline{\varphi_{j}} \overline{\varphi_{j}} > 2C_{2} \left( 1 + \frac{1}{2} C_{2} \right) (1 + 2kE(2 + \epsilon)) |\varphi|^{2} \]

on \( M - Q_{\epsilon} \). It follows from (10.4.7) that \( \varphi \equiv 0 \) on \( M - Q_{\epsilon} \) and \( \| \nabla \varphi \|_{M} = \| \overline{\nabla \varphi} \|_{M} = 0 \), and it follows from (10.4.6) that \( \varphi \equiv 0 \) on \( M \). This concludes the proof of Theorem 10.2.

10.5. Remarks. 1. To get the vanishing of \( H^{q}(M, L^{*} \otimes F) \) for \( \nu \) sufficiently large, the assumptions of Theorem 10.2 concerning the positivity of \( u \) and its eigenvalues can be weakened to \( \Sigma_{i=1}^{n} \lambda_{i}(P) > 0 \) for \( P \in G \) and \( \Sigma_{i=1}^{n} \lambda_{i}(P) \leq A\Sigma_{i=1}^{n} \lambda_{i}(P) \) for \( P \in M \). The proof is completely analogous to that of Theorem 10.2.

2. A corollary to Theorem 10.2 is that \( M \) is Moishezon. For, one can use Kodaira’s method [34, §3] of blowing up points to show that for \( \nu \) sufficiently large \( \Gamma(M, L^{*}) \) separates points of \( G \) and gives local coordinates at points of \( G \).

3. Theorem 10.2 cannot be used to characterize Moishezon manifolds because the pullback of \( L \) to a blow-up of \( M \) in general fails to satisfy the assumption on the eigenvalues of the curvature form. In this regard Theorem 10.2 is highly unsatisfactory.
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