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T H E A F F I N E S O B O L E V I N E Q U A L I T Y 

GAOYONG ZHANG 

1. Introduction 

The Sobolev inequality is one of the fundamental inequalities con­
necting analysis and geometry. The literature related to it is vast (see, 
for example, [1], [5], [7], [3], [6], [11], [12], [19], [22], [20], [21], [23], 
[25], [27], [28], [37], and [45]). In this paper, a new inequality that is 
stronger than the Sobolev inequality is presented. A remarkable feature 
of the new inequality is that it is independent of the norm chosen for 
the ambient Euclidean space. 

The Sobolev inequality in the Euclidean space n states that for 
any C1 function f(x) with compact support there is 

(1.1) Z iV f ldx^ncn l l fH-n 

where |Vf| is the Euclidean norm of the gradient off, ||f||p is the usual 
L p norm of f in R n, and u>n is the volume enclosed by the unit sphere 
S n-i in R n_ The best constant in the inequality is attained at the 
characteristic functions of balls. 

It is known that the sharp Sobolev inequality (1.1) is equivalent to 
the classical isoperimetric inequality (see, for instance, [2], [8], [13], [14], 
[33], [35], [40], and [41]). We prove an affine Sobolev inequality which is 
stronger than (1.1). This inequality is proved by using a generalization 
of the Petty projection inequality to compact sets that is established in 
this paper (see [30], [31], [16], [26], [38] and [42] for the classical Petty 
projection inequality of convex bodies). 
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T h e o r e m 1.1. If f is a C function with compact support in n , 
then 

(1-2) - Z k r u f k r n d u < c n k f k n , 
n S n~l n1 

where r u f is the partial derivative of f in direction u, du is the standard 
surface measure on the unit sphere, and the constant c n = ( 2n n ) is 
best. 

The inequality (1.2) is GL (n) invariant while the inequality (1.1) is 
only SO(n) invariant. Thus, inequality (1.2) does not depend on the 
Euclidean norm of n . The best constant in (1.2) is attained at the 
characteristic functions of ellipsoids. Applying the Holder inequality 
and Fubini's theorem to the left-hand side of (1.2), one can easily see 
that inequality (1.2) is stronger than the Sobolev inequality (1.1). For 
radial functions, the inequality (1.2) reduces to (1.1). It is worth noting 
that the left-hand side of (1.2) is a natural geometric invariant. Specif­
ically, for a C 1 function f(x), there is an important norm of n given 

by 

kuk = k r u fki = Z jhu,rf(x)ijdx, u e R , 

where h , i is the usual inner product in n . The volume of the unit 
ball of this norm is exactly the left-hand side of (1.2). 

We will also prove a generalization of the Gagliardo-Nirenberg in­
equality. 

T h e o r e m 1.2. Let fu gI be a sequence of unit vectors in n and 
let fAi g be a sequence of positive numbers satisfying 

m 

jxj2 = X X i hx,u i i2, x £ R . 
i = l 

If f is a C1 function with compact support in R n, then 

m A . 

Y kr u fk n>2kfk_^. 
i = l 

2. Bas ics of convex bod ies 

A convex body is a compact convex set with nonempty interior in 
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A convex body K is uniquely determined by its support function 
defined by 

h K{u) = max(u ,x) , u G S n~ . 

If K contains the origin in its interior, the polar body K* of K is given 

by 
K* = {x G R n : (x, y) < 1 for all y G K}. 

Denote by V(K) the volume of K. The mixed volume V(K, L) of 
convex bodies K and L is defined by 

V (K lL ) = ilim VK±fL^VK. 
n e^o+ e 

There is a unique finite measure S K on S n~l so that 

V(K,L) = - Z h L(u)dS K(u). 
n S ni 

The measure S K is called the surface area measure of K. When K 
has a C 2 boundary dK with positive curvature, the Radon-Nykodim 
derivative of S K with respect to the Lebesgue measure on S n~l is the 
reciprocal of the Gauss curvature of dK. 

An important inequality of mixed volume is the Minkowski inequal­

ity, 

(2.1) ViK^ n y V i K n ^ V i L ) , 

with equality if and only if K and L are homothetic. 

For a convex body K, let Klu1- be the projection of K onto the 
1-codimensional subspace u1- orthogonal to u. The projection function 
v(K, u) of K is defined by 

v(K,u) = v o l n _ i ( K | u ± ) , ueS n ' 1 . 

The projection function v(K, u) of K defines a new convex body UK 

whose support function is given by 

hjiK(u) = v(K,u) = vol n_i(K|u-L ) , u G S n ' 1 . 

The convex body UK is called the projection body of K. The volume 
of the polar of the projection body II*K is given by 

V(U*K) = - Z v(K,u)-n du. 
n S ni 
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The Petty projection inequality is (see [30] and [36]) 

(2.2) V{K)n-lV{TTK) < I ^ - \ , 

with equality if and only if K is an ellipsoid. 
It was shown in [32] that the Petty projection inequality is stronger 

than the classical isoperimetric inequality of convex bodies. 

Let u\, u2 , . . . , u n be an orthonormal basis of n. For a convex body 
K inR™, the Loomis-Whitney inequality is (see [29] and [8, p. 95]) 

n 

V(K)n~l <Y v(K,u i). 
i=l 

The Loomis-Whitney inequality was generalized by Ball [4]. Let 
fu i g m be a sequence of unit vectors in n , and let fc i g be a sequence 
of positive numbers for which 

m 

^2c i u i ®u i = I n, 

i=l 

where u;b ® u i is the rank-1 orthogonal projection onto the span of i i , 
and I n is the identity on n. Then, for a convex body K in R", Ball 
proved the inequality 

m 

(2.3) V K n - ^ Y v K ^ -

i = l 

The condition on u i and cj is equivalent to 
m 

\x\2 = ^ c i(x,u i)2, xeR n. 
i=l 

For details of convex bodies, see [16], [38] and [42]. 

3. Inequalities for compact domains 

In this section, we generalize inequalities (2.1)-(2.3) to compact do­
mains. In this paper, a compact domain is the closure of a bounded 
open set. The generalization of the Minkowski inequality to compact 
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domains can be obtained from the Brunn-Minkowski inequality. This 
appears to be standard. See [10] and [8]. 

If M and N are compact domains in n, then the Brunn-Minkowski 
inequality is 

(3.1) V{M + N)n > V{M)n +V(N)n, 

with equality if and only if M and N are homothetic. 
Let M be a compact domain with piecewise C 1 boundary dM, and 

let K be a convex body in n . The mixed volume ofM and K, V(M, K), 
is defined by 

(3.2) V(M,K) = -Z h K(v(x))dS M(x), 
n dM 

where dS M is the surface area element of dM, and v(x) is the exterior 
unit normal vector of dM at x. 

If K is the unit ball B n in n , then nV(M,B n) is the surface area 
S{M) of M. 

L e m m a 3 .1 . If M is a compact domain with piecewise Cl boundary 
dM, and K is a convex body in n , then 

(3.3) nV(M,K)=lim VtM + £K)-ViMK 

When M is not convex, the limit of the right-hand side of (3.3) may 
not exist. Equation (3.3) holds when M is a convex body or is a compact 
domain with piecewise C 1 boundary. We give a proof of Lemma 3.1 in 
the Appendix. 

L e m m a 3.2. If M is a compact domain with piecewise C1 boundary, 
and K is a convex body in n , then 

(3.4) V(M,K)n >V(M)n-lV{K), 

with equality if and only if M and K are homothetic. 

Proof. For e > 0, consider the function 

f(e) = V(M + eK)n - V{M)n - eV{K)n. 
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From the Brunn-Minkowski inequality (3.1), the function f(e) is non-
negative and concave. By Lemma 3.1, we have 

lim f £ ' ~ft°> = V(M)^ n V(M,K) - V(K)n > 0. 

This proves the inequality (3.4). If the equality holds, f(e) must be 
linear, and M and K are homothetic. q.e.d. 

Lemma 3.2 was proved in [10] when M has a C1 '1 boundary. 

Let M be a compact domain in n with piecewise C1 boundary dM 
and exterior unit normal vector u{x). For any continuous function f on 
S n - 1 , define a linear functional ßM on the space of continuous functions 
C{S n~l) on S n~l by 

(3.5) ßM(f) = f(v(x))dS M{x), 
dM 

where dS M is the surface area element of M. The linear functional 
ßM is a non-negative linear functional on C(S n~l). Since the sphere is 
compact, /J,M is a finite measure on S n~l. The measure /J,M is called the 
surface area measure of the compact domain M. 

The Minkowski existence theorem states that for every finite non-
negative measure /z on S n - 1 such that 

(3.6) / udß(u) = 0, and / \hu,v)\dß(v) > 0, u G S n~ , 
S n - 1 S71-1 

there exists a unique convex body K (up to translation) whose surface 
area measure is /z. See [38], pp. 389-393. 

We verify that the surface area measure \IM of a compact domain 
M defined above satisfies (3.6). By Green's formula, for any C1 vector 
field £(x) in R n, there is 

h£(x),v(x))dS M{x) = div£(x)dx. 
dM M 

Choose £(x) = e i, i = 1, 2, • • • ,n, the coordinate vectors, then div^ 
dive i =0. Therefore, Green's formula yields 

he i,u(x))dS M(x) = 0. 
dM 
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Let f(u) = he i,u). Then (3.5) gives 

e i,u)dnM(u) = he i,v(x))dS M{x) = 0. 
S n~l dM 

Since M has non-empty interior, one has 

\hu,u(x))\dS M(x) > 0, 
dM 

that is, 

Z \hu,v)\d/j,M(v) > 0. 
S n~1 

Hence, ßM satisfies the condition (3.6). 

Let M be a compact domain in n with piecewise C1 boundary dM. 
A convexification M of M is a convex body whose surface area measure 
S M is defined by 

(3.7) S M = UM-

Note that a convex body is determined by its surface area measure 
only up to translation. Therefore, the convexification M is unique up 
to translation. 

Let M be a compact domain in n with piecewise C1 boundary dM. 
The projection function v(M,u) of M on S n - 1 is defined by 

v(M,u) = - \hu,v(x))\dS M{x) 
1 ZdM 

= 0 \hu,v)\d/j,M(v), u£S n~1, 
Z S n1 

where u(x) is the exterior unit normal vector of M at x. 

The following lemma is obvious. 

Lemma 3.3. If M is a compact domain with piecewise Cl boundary, 
and M is a convexification of M, then 

v(M,u) = v(M,u), ueS n-1, 

V{M,K) = V(M,K), 

for any convex body K in n . 



190 gaoyong zhang 

L e m m a 3.4. If M is a compact domain in n with piecewise C 
boundary, and M is its convexification, then 

(3.8) V{M) > V(M), 

with equality if and only if M is convex. 

Proof. From Lemma 3.3, for any convex body K, we have 

V(M,K) = V(M,K). 

Let K = M . Then 
V(M,M) = V(M), 

and the generalized Minkowski inequality (3.4) yields 

V(M) = V(M,M) > ViM^ViM)n. 

This proves (3.8). q.e.d. 

The convexification in n was introduced in [9]. Lemma 3.4 for 
polytopes was proved in [9]; see also [43]. 

Let M be a compact domain in R n with piecewise C 1 boundary dM. 
The projection body LIM of M is defined by 

hjiM(u) = v(M,u), u^S n~l. 

It is easily seen that UM is an origin-symmetric convex body. Let 
£u be a line parallel to the unit vector u, and let d£u be the volume 
element of the subspace u1- orthogonal to u. Then 

huM(u) = ^ Z#(Mniu)d£u. 

This is the projection that counts (geometric) multiplicity. For the 
projection bodies of more general compact sets, see [39]. 

The volume of the polar projection body LT*M is 

V(U*M) = - Z v(M,u)-n du. 
n S n-i 

Note that the arithmetic average of the projection function v(M, u) 
over S n - 1 is the surface area of M , up to a constant factor. One can 
view the SL(n)-invariant V(LI*M) - 1 /n as an affine surface area of M. 
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Lemma 3.5. If M is a compact domain in n with piecewise Cl 

boundary, then 

n - l * i°n 
n 

(3.9) V{M)n-lV(U*M) < 

with equality if and only if M is an ellipsoid. 

Proof. By (3.8), Lemma 3.3, and the Petty projection inequality 
(2.2) for convex bodies, we have 

n - l T * n-\n* n V{M)n-lV{H*M) < V{M)n-"V{lTM) < 
wn-i 

n 

with equalities if and only if M is convex and M is an ellipsoid, and 
hence M is an ellipsoid. q.e.d. 

As noted earlier for convex bodies, the generalized Petty projection 
inequality (3.9) is stronger than the classical isoperimetric inequality for 
compact domains. From the Holder inequality, one can easily see 

S(M) > n n V(n*M)-n 

which and (3.9) imply the classical isoperimetric inequality 

S(M) y n ^ n ViM)n1. 

Lemma 3.6. Let fw i g m be a sequence of non-zero vectors in n 
which are not contained in one hyperplane. Then for any compact do­
main M in n 

(3.10) Y v(M' w i)Xi ^ cV(M n 

i 
where Ai = hA 1w i,w i i, c = (det A) 2/ Ymi p i > and A is the 

positive definite matrix given by hAx,xi = P i h x w i i2-

Proof. First, we show the case that M is a convex body K. Let Q 
be a non-singular matrix so that A = Q T Q, and let y = Qx. Then 

m m 

jyj2 = hAx,xi = X hw i,xi2 = X \ i hu i,yi2, 
i=l i=l 
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where u i = Xi 2 Q T w i. 

It can be easily verified that 

v(Q T K,w i)jw i j = det(Q)v(K,Q-T w i)jQ-T w i j. 

From (2.3), we have 
m 

T w)i V(K)n-1 < Y v(K,u i)i = v(K,Q 

Y i Y _ ) 

m 

= Y v(Q T K 

i=l 
m i 

s i j w j 

i=1 y\i det Q 

Using the fact that V(Q T K) = V(K) det Q and Ym=i i = n we obtain 
the inequality (3.10) for convex M. 

When M is not convex, let M be a convexification of M. By Lemma 
3.3, M and M have the same projection function. From (3.8) and the 
convex case it follows that 

m 

,w)Xi cV{M n-1 < cViM)n'1 < Y v(M, 
i=l 
m 

= Y v{M,w i)Xi. q.e.d. 

i=l 

4. T h e affine Sobo lev inequal i ty 

In this section , we prove the results stated in the Introduction. 

T h e o r e m 4 . 1 . If f is a Cl function with compact support in n , 
then 

(4.1) -Z iivu fiirn du<(-n-)ni i f i in_. 
n S nl ZLOn—l n l 

Proof. For t > 0, consider the level sets of f in 

M t = {xeR n :jf(x)j>t}, 
S t = {xeR n:jf(x)j=t}. 
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Since f is of class C1, for almost all t > 0, S t is a C1 submanifold which 
has non-zero normal vector r f . Let dS t be the surface area element of 
S t- Then one has the formula of volume elements, 

(4.2) dx = jrfj~ldS t dt. 

We have 

k r f k i = Z jr u f(x)jdx 

(4.3) = Z Z jhrf,uijjrfj-ldS t dt 
O S t 

oo 

= 2 / v(M t,u)dt. 
o 

On the other hand, 

n1dx = t n1dt\dx 
R n \Z n - 1 y 

(4-4) = n-r H t n (Z M dx) dt 

i 
t n V(M t)dt. 

n - l o 

Since V(M t is decreasing with respect to t, it follows that 

t n V{M t) = (tV{M t ) n \ ~ V{M t)n 

t ni \ n^ 

n — 1 o M t 
n °° 

< V(MT) — dT V{M t) — 

n — Id t n=± n 1 

/ V{MT)n dT 
o 

so that 

n dt Q 

°° i n — 1 0 0 i 
(4.5) t—V(M t)dt< V ( M t ) n dt 

Combining (4.4) a n d (4.5) gives 

(4.6) Z jfj n dx <( Z ViM t ^dt 
R n O 
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By the generalized Petty projection inequality (3.9), we obtain 

V{M t)n < Jn V{U*M t)-n 
wn-i 

(4-7) 
W ' Z v(M t,u)-n du 

Wn-l n S n-i 

From (4.6) and (4.7), it follows that 

yf11 < ^ n_ Z fl Z v(M t u)-n du n dt. 
n 1 wn_i 0 n S n-i 

Thus Minkowski's inequality for integrals yields 

( Z v(M t,u)~n du) n dt<[ Z I Z v(M t,u)dt) du 
o V S n-1 yS n-1 \o J 

By (4.3) and the last two inequalities, we finally obtain 

n-1 2wn_i n S"-1 

which proves the Theorem. q.e.d. 

We observe that inequality (4.1) is stronger than the Sobolev in­
equality (1.1). Indeed, the Holder inequality and Fubini's theorem to­
gether yield 

— Z l|Vu f | |rn du n < — Z WVu fhdu 
n n S n-l nU)n Z S n-l 

= / \(Vf,u)\dxdu 
(4 8) nL°n S n 1 R n 

1 
\{Vf,u)\dudx 

i 

nL°n R n S nl 

2ion-i 

nL°n n 
\Vf\dx. 

Thus inequalities (4.1) and (4.8) are combined to give the Sobolev in­
equality (1.1). 

Let us show that the generalized Petty projection inequality (3.9) 
can be proved by using the inequality (4.1). 

file:///Vf/dx
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For compact domain M and for small e > 0, we define 

Jo dist(x,M) > e, 

If e is small and dist(x, M) < e, then there exists a unique x' G dM so 
that 

dist(x, M) = jx' — xj. 

Let 

x) = TZ --

Consider 
M£ = { x e R " : 0 < dist(x, M) < e}, 

and its closure M£. One has 

K ' 0 x£M 

It follows that 

j(Vfs,u)jdx = £ 1 j{u(x'),u)jdx. 

Let t = dist(x, M), 0 < t < e. Then dx = dS M dt + o(At). Therefore, as 
e —>• 0, we have 

e " 1 f j(u(x'),u)jdx—>[ j(u{x'),u}jdS M(x') = 2 v ( M , u ) . 
Me dM 

On the other hand, since fe converges to the characteristic function 
XM of M, we have 

jfej~dx—>V(M). 

It follows that (4.1) implies (3.9). 
We have seen that the affine Sobolev inequality (4.1) is equivalent to 

the generalized Petty projection inequality (3.9). The constant in the 
inequality (4.1) is sharp. It is attained at the characteristic functions of 
ellipsoids. 
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5. A generalization of the Gagliardo-Nirenberg inequality 

Let f be a C1 function with compact support in R n. Gagliardo [15] 
and Nirenberg [34] proved the inequality 

(5.1) Y I I x f I In ^ 2 i i f i i n -
i = l 

This inequality implies the Sobolev embedding theorem. See [1, p. 38]. 
We give a generalization of inequality (5.1) which is equivalent to the 
inequality (3.10) for compact domains. 

Theorem 5.1. Let {w i g be a sequence of vectors in n not con­
tained in one hyperplane. If f(x) is a Cl function with compact support 
in R n, then 

m Ai 

(5.2) Y i i v w fiin ^c i i f i i n i ' 
i = l 

where the constants Ai = hA~1w i, w i) and c = 2 f det A Q mx i i 
depend only on the sequence of vectors, and A is the positive definite 
matrix given by hAx,x) = Ym iLihxiw i)2-

Proof. We use the notation in Theorem 4.1. From (4.6), we get 

Z ° ° i 
| | f | |n_ < / V(M t)n dt. 

n-1 o 

Using (3.10), P m=i ^ i = n' and the Holder inequality, we have 

Z ° ° - l Z ° ° m i 
c n V(M t ) n d t < Y v(M t,w i)^ dt 

o o i=1 

m / oo N 

< Y ( Z v(M t,w i)dt 

where the constant c is from (3.10). Thus 

(5-3) c n \ \ f \ \ - n - < Y n v(M t,u i)dtj 
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Similar to (4.3), one has 

oo 

k r w fk 1 =2jw i j Z v(M t,w i)dt. 
o 

From this and (5.3), inequality (5.2) follows. q.e.d. 

Corollary 5.2. Let fu i g m be a sequence of unit vectors in n and 
let fAi g be a sequence of positive numbers satisfying 

m 
2 

i X 

If f is a Cl function with compact support in n , then 

m A . 

Y kr u fk n >2kfk_^. 
i=l 

Similar to the equivalence of (3.9) and (4.1), the geometric inequality 
(3.10) is equivalent to the analytic inequality (5.2). A similar argument 
can also be carried out. The constant of the inequality (5.2) is best; it 
is attained at the characteristic functions of parallelepipeds. 

6. Appendix 

Proof of Lemma 3.1. Let k be a positive integer. Since dM is 
compact and of class C1 piecewise, one can choose 8 > 0 such that 

jhx — x', v{x')ij <k~ jx — x'j, jv{x) — v{x')j < k~ , 

jh K(u(x)) -h K(u(x'))j < k 1 , x,x'edM, jx - x'j < 6. 

For x G dM, consider a point y £ M but y G x + eK. We estimate 
the distance of y to dM. Let x' G dM be the point which attains the 
distance. Then 

jy-x'j = jhy-x',u(x')ij = jhy - x, v(x')i + hx - x\ v(x')ij 

(6.1) = jhy — x, u(x)i + hy — x, u(x') — u(x)i + hx — x', v(x')ij 

< jhy — x,v{x)ij + jy — xjjv{x') — v{x)j + jhx — x',v(x')ij. 
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Let d be the diameter of K. Obviously, jx — x'j < 2ed. Choose e so 
that led < ö. Then 

j(x — x', v(x'))j < k~ 2ed, jy — xjjv{x') — v(x)j < edk~ , 

(y -x,u(x)) < sh K{v{x)). 

If (y — x, v(x)) < 0, then 

j (y — x, y(x)) j < j {x — x', v{x) j < k~ led. 

When k is large enough, we have 

j(y-x,v(x))j < eh K{v{x)) < eh K(u(x')) + - . 
k 

Therefore 

(6.2) jy-x'j<£h K{u{x'))+e—^—. 
k 

Let y' be a point in x + eK so that 

(y' - x, v(x)) = eh K{v{x)). 

Similar to (6.1), we have 

jy' — x'j > j{y' — x,v{x))j — jy — xjju(x') — v(x)j — j{x — x',v(x'))j. 

It follows that 

(6.3) jy'-x'j >£h K(u(x'))-sd-^-. 
k 

Consider the regions 

D£ = {x :x e M + eK, but x <£ M}, 

Df = {x + tv{x) : x G dM, 0<t< e{h K{v{x)) ± (3d + l)/k}. 

In view of (6.2) and (6.3), we have shown 

D- ÇD£Ç D+. 

From the equations V(M + eK) - V{K) = V{D£) and 

lim —^D-L = h K{v{x)) ± — dS M, 
e^0+ £ dM V k 
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we obtain the inequalities 

V(M + eK)-V(M) V(Dj 
lim sup — - -—- < lim v £ 

e^0+ e e ^ 0 + e 

nV(M,K) + d k - S ( M ) , 

V(M + eK)-V(M) V(D: 
liminf—- - -—- lim v £ 
e^0+ £ e^0+ £ 

= nV(M,K-d±iS(M). 

These prove the lemma. q.e.d. 

I would like to thank Peter McMullen and Endre Makai, Jr. who 
pointed out to me that convexification was introduced in [9], and to 
thank Rolf Schneider who told me that Lemma 3.2 was proved in [10] 
with a slightly different assumption. 
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