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O N T H E C O N V E R G E N C E A N D C O L L A P S I N G 
OF K A H L E R M E T R I C S 

WEI-DONG RUAN 

Abstract 
In this paper we consider the convergence and collapsing of Kahler mani­
folds. While the convergence and collapsing of Riemannian manifolds have 
been discussed by many people and applied to many fields, how to gener­
alize it to Kahler case is not apriorily clear. Our paper is an attempt in 
this direction. We discussed the corresponding concepts of convergence and 
collapsing for Kahler manifolds. We proved that when a sequence of Kahler 
manifolds with the fixed background complex compact manifold is not col­
lapsing, it will converge to a complete Kahler manifold which is biholomor-
phic to a Zariski open set of the original background complex manifold with 
some possible "bubbling" on the complement of that Zariski open set. We 
also discussed the structure of collapsing. Especially we show the resulting 
Monge-Ampere foliation is holomorphic, produce some holomorphic vector 
fields with respect to the foliation, and also give some applications of our 
results. The main methods we are using are estimates from the theories of 
harmonic maps and partial differential equations, some results from several 
complex variables, and ideas from Riemannian geometry. 

1. Introduction and background 

Given a compact complex manifold M with a fixed complex struc­
ture, for a given sequence of Kahler metrics {g{\ on M, consider {(M, #,)} 
as a sequence of Kahler manifolds. We want to study how do they con­
verge. 

In the most generality, one has the following Gromov-Hausdorff con­
vergence. On the space of compact metric spaces, define 
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where A, B are compact metric spaces, the infimum is taken over all 
compact metric space X and the corresponding e satisfies given con­
ditions. This is called the Gromov-Hausdorff distance. The space of 
compact metric spaces is complete under the Gromov-Hausdorff dis­
tance. Therefore we can take limit for a Cauchy sequence of compact 
metric spaces under this distance. 

Compact Riemannian manifolds with their metrics form compact 
metric spaces. To have geometrically interesting convergence property, 
one would hope the limit of a family of manifolds to be like a manifold 
with similar property, and convergence stronger than Gromov-Hausdorff 
convergence. This is similar to the situation in PDE, where we first get 
the existence of a weak solution of the equation by some functional 
analysis methods, and then improve its regularity according to given 
regularity conditions. An important result in convergence of Rieman­
nian manifolds is the following theorem: 

T h e o r e m 1.1 ([8], [11],[13]). For {(Mj,gj)} compact Riemannian 
manifolds (possibly with boundary), assume sectional curvatures \Kgi\ < 
C, diamgi(Mi) < C and injectivity radius igi > c. Then there exists a 
subsequence (denote by the same index for simplicity) {(Mj,gj)} con­
verging to (Mocgoo) in the following sense: 

Ve; let Mi(e) = {x G Mudistgi{x,dMi) > e}, 
For all compact K C M œ , 3e, such that for i large, there exist 

diffeomorphisms 4>i '• Mi{e) —> M œ that satisfy the following: 
(i) K C 4>i{Mi{e)) fori large. 

(ii) (4>~ )*Qi converge to g^ in C1,a(K) norm, Va < 1. 

This theorem was first formulated by Gromov et al [8] and was given 
a sketched proof, later rigorously proved by Greene-Wu [11], Peters [13] 
for the precise convergence based on some early result by Jost-Karcher 
[10]. 

Remark . A precursor of Theorem 1.1 (essentially an important spe­
cial case) is Cheeger's finiteness theorem [4]. He showed that there are 
only finitely many diffeomorphism types of n-manifolds satisfying the 
geometric condition in Theorem 1.1. Many of the key ideas of the later 
development were already there. Theorem 1.1 can be viewed as a re­
formulation and a more precise refinement in the convergence language. 
For this reason, the above theorem is usually called Cheeger-Gromov 
convergence theorem. 

Since then many works have been done in this field and there are 



ON THE CONVERGENCE AND COLLAPSING OF KAHLER METRICS 3 

also many applications of these convergence results in solving geometric 
problems. 

If one weakens the assumption, the conclusion will be weaker. An 
important case is to assume \Kgi\ < C, m a x ^ M ; %(# ) —> 0, where Kg 

and ig denote the sectional curvature and injective radius of a Rieman-
nian metric g respectively. This is called collapsing and has been studied 
by Cheeger-Gromov [5] and Fukaya [7]. They found out that under the 
above geometric condition there are " flat structures of positive rank" on 
the manifold, namely some sort of local torus action, also some sort of 
fiber structure which roughly indicate the direction of collapsing. Usu­
ally the sequence will converge (collapse) under the Hausdorff distance 
to a lower dimension length space. 

In general, if we only assume \Kgi\ < C, drop the boundedness of 
diameter, the limit will consists of "thick part" (non-collapsing part) and 
"thin part" (collapsing part) . In some sense the sequence will converge 
to a union of complete Riemannian manifolds, denoted by (M^ ^g^) = 
\Ji(^oo,ii9oo,i)- This is illustrated in the following picture. 

F I G U R E 1. Riemannian convergence. 

Remark . Convergence concept we use is based on Riemannian 
pointed convergence. In our language, (Mn,gn) converges to ( M x , , ^ ) = 
(Ji(Mx),iî 9oo,i) if for any i there exist a sequence of points pn^ G Mn 

such that (Mn,pnii,gn) converge to ( M o o ^ p ^ ^ g ^ ) in the sense of 
pointed convergence. 

These kind of results provide systematic tools for attacking problems 
in Riemannian geometry and other related fields. 

M a i n Resu l t s . In the above subsection we gave a brief introduc­
tion to the convergence and collapsing of Riemannian manifolds. Our 
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problem is: if the manifolds are Kahler, what phenomenon can occur? 

The results of convergence of Riemannian manifolds have been used 
in complex geometry. One example is Gang Tian's proof of Calabi 
conjecture for complex surface with c\ > 0. He used the convergence 
property in one of the estimates. But in his geometric situation the 
conditions igi > c, diamgi < C are satisfied, nothing special about 
Kahler manifolds was used. 

Our work tries to explore the implication of Kahler condition on the 
convergence property. Being Kahler is a very strong restriction. Kahler 
manifolds are more rigid than Riemannian manifolds. One would expect 
stronger and more global results. But what to expect is not a priori 
clear. Our work is an at tempt toward this direction. We have the 
following theorem. 

T h e o r e m 1.2. Fix a compact complex manifold M. Let {gi} be a 
sequence of Kahler metrics on M with bounded Kahler classes. Consider 
the sequence of Kahler manifolds {(M, gj)}. Assume that \Kgi\ < C 
uniformly. Then there exist a subsequence, still use the same subscripts 
for simplicity, {M,gì) —> (Moo,<?oo); and a Zaristi open subset U C M, 
on which one of the following will happen: 

(i) (Collapsing) LOgi\u —> wöoo|j7 uniformly and iogoo\u degenerate 

everywhere, i.e., ^r
goo\u = 0, here uog denotes the Kahler form of 

9-

(ii) (Non-collapsing) There exists one of the components (MQO^, 300,0) 
of the limit, which is a complete Köhler manifold, and a biholo-
morphic map 

i • Mooß —> U. 

For other components ( M Q ^ J , g ^ j ) , there are maps 

TTi : Moo,; ^ E = M-U. 

Remark . There are two kinds of convergence involved in the the­
orem (and also in the rest of our paper). One kind (as in (i)) is the 
classical convergence of (1, l)-forms on a complex manifold. The other 
is convergence of Riemannian manifolds as described in the previous 
remark. In a sense, we are exploring the relation of the two kinds of 
convergence to relate the limiting manifolds to the original fixed mani­
fold we start with. 
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Roughly speaking, the theorem is saying that there exists a subse­
quence that converges to a complete Kahler manifold, such that one 
of the connected components of the limit is biholomorphic to a Zariski 
open subset of M. For other components, there is a holomorphic fi-
bration to some subvariety of M in the compliment of the Zariski open 
set. 

These kind of results cannot be expected in Riemannian manifolds. 
Kahler manifolds are more rigid. Therefore we can get more detailed 
description of the convergence and structure of the limit. 

For example, we have the following picture in case of Riemann sur­
faces. The situation in Figure 1 will not occur. 

F I G U R E 2. Kahler Convergence. 

Using the above theorem we can get the following corollaries: 

Corollary 1.1. In the non-collapsing case, there exists a Zariski 
open set U C M, gj\u —> 9oo\u> and goo\u is a complete Kahler metric 
on U. 

Corollary 1.2. Assume c\(M) < 0, and {gi} be a family of Kahler 
metrics with bounded curvature. Then {(M,gi)} is non-collapsing. 

More on Col lapsing. From the theorem in the last subsection, we 
see that in the collapsing case there exists a Zariski open subset U C M , 
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such that goo |t/ is a degenerate metric. Locally in a ball, 

9oo = ddu, (ddu)n = 0. 

This is called the homogeneous Monge-Ampère equation. 

Homogeneous Monge-Ampère equations have been studied in the lit­
erature. One result is that the homogeneous Monge-Ampère equation 
gives rise to Monge-Ampère foliation. Ker(g0O) is an integrable distri­
bution. The leaves of this foliation locally are complex submanifolds. 
But in general, the foliation could have different ranks in different open 
sets, it is not even necessary a holomorphic foliation, i.e., the leaves do 
not necessarily vary holomorphically. 

In our case we can show the following: 

T h e o r e m 1.3. When the homogeneous Monge-Ampère equation 
comes from a collapsing, the foliation is holomorphic, and of constant 
rank on a smaller Zaristi open subset U' C U. 

We also have a way to produce holomorphic vector fields which are 
along the fibers and globally results in meromorphic vector fields. 

Our method is partly based on the corresponding results in Rieman-
nian geometry, some techniques from complex analysis and properties 
of harmonic maps. 

Our paper is organized in the following way. In Section 2 we give 
some preliminary and basic estimates on Kahler manifolds and Kahler 
potentials. In Section 3 we discuss various weak and strong conver­
gences of Kahler metrics, using estimates from Section 2. In Section 
4 we consider the problem from the point of view of convergence of 
Kahler manifolds instead of metrics. We will first discuss the problem 
using the results from Riemannian Geometry, and then try to explore a 
more natural approach more suitable for the Kahler situation. In Sec­
tion 5 we construct the holomorphic map which connect the original 
manifold to the limit and prove its surjectivity. In Section 6 we will dis­
cuss some basic facts of homogeneous Monge-Ampère equations which 
will be relevant to the collapsing problem. Collapsing Situation will be 
discussed in Section 7. Some explicit general meromorphic vector fields 
along the collapsing directions will be constructed. In Section 8 we will 
explore some finer structure of collapsing, especially we will construct 
some natural global holomorphic vector fields along the collapsing di­
rections which are more closely related to the collapsing structure. We 
will also discuss its applications. 
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2. Pre l iminary on t h e re lat ion b e t w e e n two Kahler metr ics 

The starting point of the discussion of convergence and collapsing 
of Kahler metrics on a fixed compact complex manifold is the following 
very simple observation: Holomorphic maps between Kahler manifolds 
are harmonic, and the relation between two Kahler metrics on a fixed 
complex manifold can be analyzed by results of harmonic maps. For 
example Schoen-Uhlenbeck's estimate for the energy density of a har­
monic map is very important in our work. In this section we will explain 
the relevants of this result and various other facts that will be needed 
later. 

Let us consider a compact complex manifold M with a background 
Kahler metric go a n d another Kahler metric g. It is a well-known fact 
that the map: 

id:(M,g0)^(M,g) 

is a harmonic map. Here id is the identity map of the manifold M, and 
e(g) = trgog is the energy density function of the map id; it satisfies: 

-A0e(g) = \\Vdu\\2 - ^{Ra{ea, eß)ea, eß) + ^jRicgo{e0iìea). 
a,ß ce 

If we assume Ricgo > —C\, R9 < C2, then, 

(1) -^A0e(g)<C1e(g) + C2e(g)2. 

Notice that JM e(g)dVgois a topological invariant, and if we assume that 
the Kahler class of g is bounded, then this integral will be bounded. 

This equation is a quasi-linear elliptic equation. Standard technique 
from PDE for this kind of equation is the Moser iteration method. But 
the estimates one gets from the Moser iteration are not quite enough 
for the requirements from the geometric problems. Schoen-Uhlenbeck's 
brilliant estimate aimed at the geometric problem of harmonic maps 
exactly suits the geometric situation; one can find its proof in [14]. For 
reader's convenience we will state the theorem and provide a proof here. 

Propos i t i on 2 .1 . There exists a constant C such that if 

r2~2n f e(g)dVgo < C", 

Br 

then, 

sup a2 sup e(g) < -p^r2~2n / e(g)dVgo < 1. 
cr£[0,r] Br-a ^ Br 
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Especially, 

supe{g) < — / e(g). 
Br/2 Br 

Proof. Assume 
D = sup a2 sup e(g) 

a£[0,r] Br-a 

is achieved at CTO G (0, r ) , â o G Br_ao, i.e., 

L> = CToe(5)(2;o) = sup a2 sup e(3). 

ae[0,r] Br_a 

Notice Bao/2(xo) C Br_ao/2, which implies that for x G Bao/2(xo), 

e{g){x) <4e(g)(x0). 

Using this condition, on Bao/2(xo) we can reduce (1) to 

-A0e(g)<C(l + e(g)(x0))e(g). 

Here we need the following estimate lemma of linear elliptic equation. 
The proof can be found in Gilbarg-Trudinger's book [9]. 

L e m m a 2.1 (elliptic equation estimate). For the second order lin­
ear elliptic equation 

—Au < Ku in Br(xo), 

if u > 0 is a solution on BT{XQ), then we have 

8U'PxeBr/2u{x) < C ( l + {Kr2)n)v J udx. 

Now we continue the proof. Apply Lemma 2.1 to the last equation 
before the lemma, we get 

e(g)(x0) < C{\ + (e{g){x0)a2)2) - — - - / e(g)dx 
Vol{Ba/2{x0))) JBc7/2(x0) 

for any a G (0, CTO). 

By the monotonicity formula for harmonic map 

a2——— -—— / e(g)dx < Ca2—————— / e(g)dx 
Vol{Ba/2{x0))) B<j/2(x0) Vol{Bao{x0))) Bao(x0) 
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we have 

1 I f 
1 < C(e(g)(x0)a2 + 2 ) ° " 0 T / i/n ( \\\ \ e{g)dx 

e{g){x0)(T2 Vol{BaJxo))) BrjX) 

for any a G (0, CTO). 

Let C = 1/2C, and assume 

cr£ ,.,_,—-.—7TT- / e(g)dx < C. 

Either we will get: 

e{g){xü)ol > 1 (then let a2 = e^Xo} < o\ we have 

1 < ICoì————-,—-T- / e(g)dx < 1, 

which is a contradiction). 

Or we will get: e(g)(xo)aQ < 1, which gives that 
1 I f 

1 < C ( l H -— :—^Wn———— ; r-TT- / e(q)dx. 

- y e(g)(x0)^'0Vol(Bao(x0)))JBao{xo)
yy' 

Solving this inequality yields 

e(g)(x0)(T2 < 2Ca2 / e{g)dx 
Vol(Bao(x0))) B<T0(X0) 

for any a G (0, CTO). 

Use the monotonicity formula again, we get 

sup a2 sup e(g) < -r2~2n \ e(g)dVgo 
ae[0,r] Br-a U Ba 

If we adjust some of the constant right from the beginning, we have 

A l f 
supe(#) < -=;-— / e{g). 
Br C DT B 

2 

q.e.d. 

Now consider g = gi+ddu, and u is normalized so that JM udVo = 0; 
we want to estimate the Kahler potential u. 
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For y G M satisfying 

/ e(g)dVgo < C, xG Br/2(y), 
BAv) 

2-2n 

we have 

C f 
trg09i(x) + A0u(x) = e(g)(x) <-^ e(g)dV0. 

r Br(v) 

The following well-known lemma can be found in [16]. For completeness 
we will give the proof. 

L e m m a 2.2 . That g is positive definite implies u < C; C depends 
on upper bound of g\ with respect to go. 

Proof. First notice 

u(x) = u(y)dy- G(x,y)(Au(y))dy, 
VolM yeM yeM 

where G(x, y) is the Green function of the Laplacian which is normalized 
as 

/ G(x, y)dy = 0 for any x G M. 
yeM 

Recall that when g is positive, u satisfies 

—AQU(X) < trgog\(x) < C, udVo = 0. 
M 

Substituting the above in the previous formula and taking the supre-
mum, we get 

sup u(x) < CVol(M) sup (-G(x,y)). 
x£M x,yeM 

Since the Green function is bounded from below, u < C. q.e.d. 

By this lemma we can normalize u so that u < 0, JM udVo = C. 
Thus, 

- C i < A 0 ( - « ) < / l 2 / e(g)dV0 - C3. 
Vol{Br{x)) Br{x) 

The following P D E lemma is standard: 



ON THE CONVERGENCE AND COLLAPSING OF KAHLER METRICS 11 

L e m m a 2 .3 . —AD < K,v > 0 in Br(x) imply that 

sup v(x) < C(————-—-— / vdx + r K). 
Br/2(x) Wol(Br(x))JBr ' 

In our case, use — u in place of v; when 

r2~2n [ e(g)dVgo < C 
Br(x) 

we get 

sup ( - « ) <C( I [ {-u)dx + r2-2n [ e(g)dV) 
Br/4(x) VOl(±Sr(X)) Br/2(x) BT(x) 

<r-2nC + C. 

Remark . We are not requiring g to be in the interior of Kahler 
cone, so g > 0 and gi > 0 are enough. Every estimate depends only on 
the geometry of the background metric go-

3. Convergence of Kahler metr ics w i t h b o u n d e d curvature 

Consider a sequence of Kahler metrics {gm,m = 1,2,...} on M. In 
this section we would like to use the estimates from the last section to 
discuss the convergence of the sequence. Suppose [gm] —> [g] as Kahler 
classes, where [g] represents the Kahler class of g. We require that 
9 ^ 0? 9o is the background metric, and {gm} have sectional curvature 
uniformly bounded from above. 

We will first use a weak convergence argument to get a weak limit as 
positive (1,1) current of the sequence of Kahler metrics. This is a very 
standard argument in complex analysis. Then we will use the estimates 
discussed from last section combined with a theorem of Siu to show 
that the limiting current is smooth away from a closed subvariety(a sort 
of partial regularity), also we will show the strong convergence of the 
sequence away from that subvariety, and estimate the limiting Kahler 
potential around the subvariety. 

Weak convergence argument . Recall that a Kahler metric can 
be viewed as a closed positive (1,1) current. Currents simply mean 
differential forms with distribution as coefficients, and differentials are 
understood in the distribution sense. 
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Viewing {gm} as closed positive (1,1) currents, since [gm] —> [g] 
as Kahler classes, we have f gm A g$~ < C uniformly. Then by the 
general theory of closed positive current there exists a subsequence (for 
simplicity of notation, we will always use the same letter for the sub­
scripts of subsequences) gm converge to g^ weakly as Borei measure. 
Since closedness and positivity are preserved under weak limit, g^ is 
a closed positive ( l , l )-current . Before further discussion, we want to 
introduce the definition and basic property of Lelong number v(goo,%) 
of closed positive (l , l )-current as follows. 

Defini t ion 3 . 1 . Let w b e a closed positive (l , l )-current defined on 
a neighborhood of zero in C n , and 

w0 = dz1 A dz1 + dz2 A dz2 + • + dzn A dzn. 

The Lelong n u m b e r of LO at point 0 is defined as: 

i/(w,0) = l imcr 2 ~ 2 n f w A w J " 1 . 
^ 0 Br(x) 

Lelong number of closed positive (l , l )-current is a generalization of 
the concept of multiplicity of complex codimension 1 subvariety. The 
constant c in the definition can be chosen to make the Lelong number 
coincide with multiplicity when taking the (l , l )-current that represents 
a complex codimension 1 subvariety. In our paper for simplicity we will 
omit this constant c. Especially for g^ 

v(9oc,x) = l i m r 2 " 2 " / e ( 5 o o ) . 
r ^ ° Br{x) 

For a plurisubharmonic function w on M , ddw is a closed positive (1,1)-
current. One can define the Lelong number of w to be the Lelong number 
of ddw at corresponding point. A useful formula for u(w,x) is 

( \ v • e w(z) v{w,x) = l immt -—j -. 
z^x log\z — x\ 

One result from complex analysis which makes the concept of Lelong 
number very useful is the following theorem of Siu. 

T h e o r e m 3.1 ([15]). If u is a d-do s ed positive (k,k)-current on an 
open set O of Cn, then for c > 0 the set Ec of the points of O where the 
Lelong number of u is > c is a subvariety of codimension > k in Q. 
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Define E^ = {x G M\v(g00jx) > C/2}. Then by the above Theo­
rem of Siu, EQQ is a complex subvariety of complex dimension < n — 1. 

For any x G M\Eoc, v(goo,x) < C"/2. One can choose small r such 
that 

r2~2n [ e(9oo) < 3C/4. 
Br\x) 

Since gm converges to g^ weakly, we have 

r 2 - 2 n / e(9oo) = lim r 2 " 2 " / e(gm) < 3C"/4. 
Br(a:) m ^ ° ° Br(;r) 

For m large we will have 

2-2n 
r 

r{x) 
e(gm) < C. 

Br(x) 

By Proposition 1.1, 

S
D

UP <9) < 7 ^ / e(g) < 
Br/2

 u ' ß r 

This implies that away from E^, gm converges to g^ weakly in L°° 
norm and strongly in LP norm for p < oo. 

Now we have finished the proof of the following: 

Propos i t i on 3 . 1 . Given Kahler manifold (M, go) and a family of 
Kahler metrics {gm} such that f gm A g$ ~ < C uniformly, then (by 
possibly taking subsequence), gm —> g^ weakly in the sense of distri­
bution. Here g^ is a closed positive (1,1)-current, and there exists a 
c > 0, away from subvariety 

Eoo = {x\u(9oo-,x) > c} 

weakly in Lf£c, strongly in Lp
loc, for any p < oo. 

To get the limit potential we need the following Lemma: 

L e m m a 3 .1 . Let gm = g^ + ddum. Then there exists a subsequence 

still denoted by {um} such that um —> Uoc in Ll norm and goo = 

g^ + dduoc-

Proof. By the above proposition, Aum = e(gm) — e(g^n) is weakly 
convergent to e(goc) — e(ör^0). Since the Green operator is a compact 
operator from Borei measure to Ll(M), um —> u^ strongly in L 1 norm. 
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dd is weakly continuous, so g^ + ddum —> g^ + ddu^ weakly. Clearly 
goo is a closed positive (l- l)-current. q.e.d. 

We will need the following asymptotic behavior of Kahler potential 
later. 

L e m m a 3 .2 . \/x G E^, 3C(x), r, such that \/z G Br{x), 

C 
Uoo(z) < C(x) + — log\z - x\2. 

Proof. Consider v = ^-log\z — x\2, (ddv)n = ^-ôx. Then, u(v,x) = 
C"/2, and v{v,z) = 0, Vz ^ x. By comparing with g^ and use the for­
mula of Lelong number for plurisubharmonic functions which we men­
tioned earlier when we define Lelong number, we immediately get the 
lemma, q.e.d. 

Remark . For all the arguments we do not need the limit [g] in 
the interior of Kahler cone. 

4. A different perspect ive : convergence of Kahler manifolds 

So far we have been discussing the convergence of Kahler metrics 
on a fixed compact complex manifold. In this section, we will analyze 
from a different point of view by considering {(M,gm)} as a sequence 
of Kähler(Riemannian) manifolds, and its convergence in the sense of 
Cheeger-Gromov. 

From the discussion in the introduction, we can discuss their conver­
gence under quite general condition. But we need some non-collapsing 
condition to ensure that we do not end up getting nothing, and main­
tain the relation with the original complex manifold. It turns out that 
the following very weak non-collapsing assumption is good enough in 
our situation. This is very special for Kahler manifolds compared to 
Riemannian manifolds. Under this very weak assumption we will show 
that the sequence do not collapse, and we can get a Cl,a limiting com­
plete "Kahler manifold". For Riemannian Manifolds one would stop 
here, but in Kahler case we have an integrable almost complex struc­
ture. Using Newlander-Nirenberg theorem one can actually see that the 
limiting "Kahler manifold" is actually complex analytic. 

The above discussion uses the Riemannian convergence result almost 
directly, which is a kind of convenience. On the other hand, to go back 
to complex analytic category in the end, one has to use non-trivial 
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theorem of Newlander-Nirenberg. At last in this section we will look 
at the Riemannian convergence argument much closely and explore an 
argument which will stay within the holomorphic category. Therefore 
will avoid using Newlander-Nirenberg theorem. 

First, let us start with the following assumption. 

A s s u m p t i o n (*) . Assume Br > 0, C > 0, such that Vm, Bxm 

satisfying 

dint (r E )>r detJ9m), > c 

Roughly speaking, we assume the volume of {gm} is not collapsing 
everywhere away from E^. This is a very weak assumption, because 
the opposite of it is exactly that the sequence of metrics are collaps­
ing everywhere away from E^; the case we will consider in Section 
7. The following lemma will show that under the bounded curvature 
condition the above very weak non-collapsing assumption will imply 
non-collapsing away from blow-up locus. 

L e m m a 4 .1 . Under Assumption^*), one can find r\ > 0, Ci , C2 > 

0 such that in Bri(xm), C\go < gm < C^go-

Proof. Since distgo(xm,E^) > r, one can find n , such that 

(2rx) 2 - 2 " / e(gm) < C. 
B4ri(xm) 

Then in B2ri{xm) by Proposition 2.1 we have 

C f 
e(gm) < , \ e(gm) 

Hence, there exists C2, such that 

gm < C2go in B2ri ( 

T,et V (r) — dei^m) I Then 

-ddlogVm{x) = Ric9m - Ric9o, 

-AgologVm{x) = trgoRicgm - r0 , 

where ro is the scalar curvature of go. 
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Since Ricgm is bounded with respect to gm, we get 

\trgoRicgm\ < Ce{gm) < C 

in i?2ri (xm) (possibly taking n smaller.) 
Notice the assumption (*) yields 

\&gologVm{x)\ = \trgoRicgm - r0\ < C, 

and 

Vm{xm) >c Vm< (^f^j 2 < C. 

Use the standard Harnack estimate for Laplacian, we obtain 

det(gm) . 
, ./ x =Vm>C m Bri(xm), 

det(go) 

which together with 

g-m, < C2go in B2n ( 

gives the conclusion of the lemma. q.e.d. 

Let us consider the convergence property of the sequence of Kahler 
manifolds {(M,xm,gm),m = 1, 2,...} as introduced in Section 2. By the 
above lemma, assumption(*) is enough to ensure that {(M,xm,gm)} do 
not collapse. We first state a version of Gromov compactness theorem 
here. 

T h e o r e m 4 . 1 . Let {(Mi,Xi,gi),Xi G Mj} be a sequence of n-dimen­
sional pointed Kahler manifolds, and Qj a sequence of subdomain in Mi 
with boundary ôfV Suppose the following is true for all i: 

(i) \\Rgi\\gi are uniformly bounded for x in QJ; 

(ii) igi{x) > C for x G QÌ; 

(iii) 0 < C" < Volgi(ilj) < C" for some uniform constants C and C". 

Then, given any e > 0, there exist a subsequence also denoted by 

{(tti(e),Xi,9i), i = 1,2,.. .}, where, 

Qj(e) = {x G Çli\distgi(x,dQi) > e} 

and a Kahler manifold ( ^ O O ^ ^ O O Î O ' O O ) such that for compact 
K C Qoo(e); Be' > e, such that for % large, there exist diffeomorphisms 
(pi : Oj(e') —> fîj(e) satisfying the following: 
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(1) K C U^W)) for any i > 0. 

(2) (4>~ )*Qi converge to g^ in C1,a(K),\/a < 1. 

(3) (4>k)*Jk Æ (4>k )* converge uniformly to J^ in C1,a(K), where 
Jki-Joo are the almost complex structures ofQi,Q00(e) respectively. 

This version of compactness theorem can be found in [16]. For the 
readers' convenience we give a sketch of the idea of the proof. 

Sketch of the Proof. The standard argument in Riemannian geom­
etry of Gromov compactness will show the theorem except for (3). 

For (3), since g{ = {<p~l)*gi —> 3<x> in Cl>a{K), Jt = (<&)„ ÆJ,Æ 
(4>~ )* is uniformly bounded, and satisfy a first order differential equa­
tion: V ^ J j = 0, which only involve the Christoffel symbols. These 
imply that {J{\ is uniformly bounded in Cl,a(K), Va < 1. 

With possibly taking subsequence, we may assume that J\. —> J^ 
in Cl,a(K), Va < 1. It is easy to see JQO is integrable, since V9oo Joo = 0, 
and (Ooo(f)iSx) 1S a Kahler manifold. 

Clearly we may require 4>k{x-h) —^ ^oo G ^oo(e). 

Remark . Condition on curvature may be relaxed. For example 
supxeK \Ricgi \gi bounded and f \R\P bounded for some p > n. Reducing 
to J \R\n may induce orbifold singularity. 

Now go back to our situation. Let 

ttm,S = {x G M\igm{x) > Æ}o, 

where the subscript 0 indicates taking the connected component which 
contains xm. {(Qm.6ixm,9m)} clearly satisfies the conditions of the 
above theorem. 

By possibly taking subsequence we have {(£ln,s(Æ)ixn,9n)} converg­

ing to (^oo(Æ))3;TO!fl,oo) m C1,a norm. 
Let Æ —> 0, by possibly taking diagonal subsequence, 

{{^•n,iln{lln),xn,gn)} 

converges to (M«,,x00,000) in C,^ norm. Notice here (M«,,x00,500) 
only represents one of the complete connected component (say Moo,o, #00,0) 
of (MQO,goo) = UiC^oo,i) 300,1) a s discussed in the introduction. For 
simplicity of notation, we omit the subscript 0 here. 

To show that ( M » , Joo) is a complex manifold we need Newlander-
Nirenberg Theorem. Since in our case, we only have JQO G C1 ' " , . We 
need a improved version as follows, whose proof can be find in [12]. 



18 W E I - D O N G RUAN 

T h e o r e m 4.2 (Newlander-Nirenberg). Let (M,J) be an almost 
complex manifold with an integrable almost complex structure J G Cl,a. 
Then (M, J) is a complex manifold. 

The above argument uses the non-trivial theorem of Newlander-
Nierenberg. As mentioned at the beginning of this section, it clearly 
would be of interest to see if one can do all the arguments in complex 
analytic category to avoid the use of Newlander-Nirenberg theorem. 
This is indeed possible. First let us analyze the convergence argument 
in the Riemannian case. It is well known that at the core of this kind of 
convergent result is the proof of the existence of harmonic coordinates, 
i.e., charts for which the coordinate functions are harmonic functions, 
on balls of uniform size (depending on the geometric conditions), and 
uniform Cl,a estimates of the metric tensor g-ij in these coordinates. 
For our situation, if we use holomorphic coordinate chart coordinate 
functions will be automatically harmonic. The above argument seems to 
be extremely well adapted to the Kahler case. For reader's convenience 
we will give the detail which will also indicate the proof of Riemannian 
convergence results. 

Defini t ion 4 .1 . A compact Kahler manifold (M,g) is said to have 
an adapted holomorphic coordinate atlas(more precisely an (r, N, C1,a) 
adapted atlas), if there is a covering {BXk ( r ) } " of M by geodesic r-balls, 
for which the balls BXk ( r /2) also cover M and the balls BXk (r /4) are 
disjoint, such that each BXk (10.r) has a holomorphic coordinate chart 
Uk = U = {zJ}i, such that the metric tensor in these coordinates is 
Cl,a bounded, i.e., if g^ = g(d/dzt,d/dz:') on BXk(10.r), then 

C~ -öij < Qfj < C.ôij (as bilinear forms) 

and 

for some constant C > 1, where the norms are taken with respect to the 
coordinates z^ on BXk(10.r). 

Finding good holomorphic coordinates with respect to geometry is 
an interesting question. The following lemma will show that once a good 
holomorphic coordinate chart is constructed the convergence result will 
be immediate for the proof one may see the analogue Riemannian case 

i n [ l ] 

L e m m a 4 .2 . Let {Mi,gì) be a sequence of compact Kahler man-
ifolds (with or without boundary), which have an (r,N,Cl,a) adapted 
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holomorphic coordinate atlas, for some fixed r, N and Cl,a Holder con­
stant C. Then a subsequence of {(Mi, gi)} converges, in the C1 '"' topol­
ogy, for a' < a, to a Cl,a Kahler manifold (M,g). 

With this lemma in mind, it is thus natural to seek geometric condi­
tions which imply that a manifold has an adapted harmonic coordinate 
chart. It turns out that by replacing harmonic with holomorphic, the 
Riemannian argument will naturally go through in the Kahler case. For 
completeness we will state and sketch a proof of the Kahler version of 
this result. One may look into [1] for the detail of the Riemannian case. 

Lemma 4.3. Let (M,g) be a compact Kühler manifold (with or 
without boundary), such that 

\RÌCM\ < A, inJMBx(—.dist(x,dM)) > IQ(X) > 0. 

Then given any C > 1 and a G (0,1), there is an eo = eo(X,C,n,a) 
with the following property: given any x G M, there is a holomorphic 
coordinate system U = z\ defined on Bx(e(x)) C M such that if gq = 
g(d/dz',d/dz3), then gçj(x) = Æ and 

C~ -Æj < gß < C.Æij (as bilinear forms) 
( 4 1 ) <x)1+a\\gi3(y)\\c^ < C, 

for all y G Bx(e(x)), where 

e(x) dist(x,dM) 
io(x) ~ diamM 

Remark. It is easier to understand the statement of the lemma 
when M is compact without boundary. In that case the lemma claims 
that if 

\RÌCM\ < A, inJM > io > 0, 

then there is an adapted holomorphic coordinate atlas on (M,g). 

Proof. The lemma is clearly true if eo is allowed to depend on x. 
We need to remove this dependence. 

We argue by contradiction. If the lemma does not hold, then given 
any C > 1 and a G (0,1), together with the bound A, there is a sequence 
of Kahler manifolds (Mi,gì), points Xi G M;b and balls BXi(e(xj)) C Mi 
such that 

diamMi e(xì) 
(4.2) —— TTTTT—j-^r = ej ->0, a s ^ - ^ o o , 

dist(Xi, oMi) lo(Xi) 
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with (4.1) valid for {gi}. We may assume (and will) that the points Xi 
realize the minimum value of the ratio (4.2), as a function of x, where 
e(x) is the maximum radius of the geodesic ball at x on which (4.1) 
holds. Rescale the metrics so that hi = e(xj)~2g.i which have the effect 
of expanding the ball BXi(e(xj)) C Mj to a ball of radius 1 in the h;b-
metric. We now consider, the sequence of pointed Kahler manifolds 
(Mi,Xi,hi). These manifolds have the property that , 

00 \\Richi\\c° ->-o, 

(4.3) (ii) injhi ->• oo, 

(in) disthiixi^dMi) —> oo 

uniformly on compact subsets. On any uniform sized balls with cen­
ter Xi, we have adapted holomorphic coordinate atlases of uniform size 
C > 1 independent of i. Also by the definition of e(xi), for any r > 1, 
BXi(r) C Mi are not adapted holomorphic coordinate balls with con­
stant C. 

Now by using Lemma 4.3, the sequence {(Mi,Xi,hi)} converges in 
(ji,a s e n s e t 0 a (ji,a Kahler manifold (N,x,h), for a' < a, with x = 
lima;,. 

Conditions (4.3) imply that (TV, h) is Ricci flat, complete and that 
injective radius is infinity. Then by an argument of Anderson using 
Cheeger-Gromoll splitting theorem one can show that (N, h) = ( C n , Æ). 
For detail we refer to [1]. 

This will lead to that for i large enough, there will exist adapted 
holomorphic coordinate balls centered at Xi with constant C and arbi­
trary large radius, a contradiction. q.e.d. 

5. Cons truc t ion and surject iv i ty of t h e m a p 

In the last two sections, we discussed convergence from two differ­
ent perspectives. In the case of convergence, we constructed two ob­
jects: a Zariski open set U = M — E^ of original complex manifold 
M, and a connected component M m of the complete limiting Kahler 
manifold with possibly many components. Since Kahler manifolds are 
quite rigid, the two constructions are closely related. In this section we 
will construct a holomorphic map ^oo : M — E^ —> M m and prove its 
surjectivity to M m . 

Recall our results in Section 2. {gm} converges weakly to g^ and 
strongly away from E^. E^ is a subvariety of M of codimension > 1. 
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First we want to construct the map. Let 

M e = {x G Mldistg^x.Eoo) > e}. 

Clearly (Me,gn) have bounded diameter. When ö is small relative to e, 
the inclusion map 

h : {M£,gn) ^ {^n,Æ,9n) 

is well defined. 
Consider maps: 

ipl = 4>k Æ i€ : (M€,g0) —> (MQO, goo) (not holomorphic!). 

From the harmonic map estimate in Section 2, it is clear that 

l i b i l i < Ce uniformly with respect to k. Noticing that g^ —> g^ 

and Jfc —> JQO in C^", also dgkipl = 0, one can derive the uniform 

^loc convergence for ^ | . 
By possibly taking subsequence, we may assume that ipl converges 

to Voo! 
^ : (Me,g0) —^(Moo.öoo) 

is holomorphic. Taking a diagonal subsequence, let e^ = 1/A; —> 0, 

?/>fe converges to ip^ locally; 

V'oo : M - Eoo — • Moo 

is holomorphic. By assumption (*) and Lemma 4.1, ^QO is an open map. 
Now we have constructed the map T/>OO, and next we will show that 

?/>oo is surjective; we need the following theorem of Bishop. 

T h e o r e m 5.1 (Bishop). Let W be a subvariety of a domain U. If 
V is a purely k-dim subvariety ofU — W whose 2k-volume is finite, then 
V is an analytic subvariety of U, and V — V is a variety of dim < k — 1. 

In our case, consider 

Graphe) C ( M - E^) x M ^ C M x M „ . 

Using Theorem 5.1, we can conclude that 

IpOoiM-Eoo) C M o o 

is Zariski open, and 

M00-il)00(M-E00) = D00 

is a subvariety of codim< n — 1. 
We want to show DQO is empty (i.e., ^oo is surjective). 
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Lemma 5.1. ip^ is surjective. 

Proof. Notice g^ = ipoo*9oc,o + ddu^. Recalling in Section 2, we 
showed that when 

Uoo{Xi) > - O O . 

Now Vœ G DQO, 3 a regular disc 

a(0) = a;, a (5 ) n A » = a;. ^ = 0*900,50 = 0*^00*000,0, ^oo = 0*^00-
Then g œ = g0 + ôôûoo. 

Consider the pullback of a(B) to M via (f>n. When N is large, 
(f)~la(B) is almost holomorphic in (Qnlß(l/n),gn). We may find 
a'(_B)close to (p~1a(B) in C2 'a norm, such that a'(B) is a holomorphic 
disc in M. 

9n = 9o + ddûn, 1 - A§nû„ = trgjo > 0. 

Around a'(dB), v,n is bounded uniformly for n. Agnûn < 1 implies 

sup —û„ < sup — ûn + C. 
a ' (B) a ' (dB) 

Namely, ûn(0) bounded from below. But tioo(O) = —00, contradiction. 
So DQO is empty and ip : M — E^ —> M m is surjective. q.e.d. 

Now summarizing the results from the last several sections we have 
already proved the following theorem except for the injectivity of the 
map which will be a simple corollary of Lemma 8.1 in Section 8. 

Theorem 5.2. Fix a compact complex manifold M. Let {gi} be a 
sequence of Kahler metrics on M with bounded Kahler classes. Consider 
the sequence of Kühler manifolds {(M,gi)}. Assume that \Kgi\ < C uni­
formly. Then there exist a subsequence (still use the same subscript for 
simplicity) {(M,gi)} converging to (Moo,*^) (in the sense as discussed 
in introduction), and a Zaristi open subset U C M, on which one of the 
following will happen: 

(i) (Collapsing) ujgi\u —^ ^gooiu uniformly and iogoo\u degenerate 
everywhere, i.e., w^Jt/ = 0. 
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(ii) (Non-collapsing) There exists one of the components 

(^00,0,500,0) C ( M Q O , goo), 

which is a complete Kahler manifold, and a biholomorphic map 

ißoc-.U > Moo,0-

So far, we have finished the discussion of the convergence part of 
the argument, and starting from next section we will concentrate on 
collapsing related problem. 

Remark . The techniques developed from previous several sections 
can also be used to discuss the blow-up components of the limiting man­
ifold, such as (MQOJ,gooj) C (Moo,<?oo) for i > 0. The idea is to reverse 
the role of MQO and M , consider the corresponding equations, and also 
use the Schoen-Uhlenbeck estimate to construct holomorphic maps from 
{^oo,ii9oo,i) to -EQO G M. This will result in some fiber structure, or be 
considered as foliation. Later on we will use the technique developed 
for collapsing to analyze the detail of the fiber structure resulting from 
"blow-up". 

6. H o m o g e n e o u s M o n g e - A m p è r e equat ion 

As mentioned in the introduction, the collapsing metric locally can 
be written as a homogeneous complex Monge-Ampère equation. In this 
section we would do some computations which generalize a result of D. 
Burns[3]. Then we will discuss its relevance to our collapsing problems 
and construct local holomorphic vector fields along collapsing direction. 

Consider locally in C n the following homogeneous complex Monge-
Ampère equation. 

(6.1) (ddu)n = 0. 

Denote LO = ddu, and assume LOn~r+1 = 0,u>n~r 7̂  0, (1 < r < n), i.e., 
LO has rank n — r. 

It is clear that solution to (6.1) is not unique; different solutions 
differ by pluriharmonic functions. Let ua, (a = 1, 2, ....r) satisfy: 

io = ddua, (ddua)
n = 0. (a = 1,2, . . . , r ) . 

Denote ra = exp(ua),r = Wa=1Ta. By the condition ton~r / 0 we 
have that if u a ' s are chosen general enough, then Q = ddr locally will 
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be a Kahler metric. In local coordinates, ds2 = T^dz^dzJ (summation 

convention i,j = l , . . . ,n) where r, = dr/dz'1, etc. Define TIJ by the 

relation T^T^ = Æ],. Following D. Burns [3], we consider the vector 

fields of type (1,0): 

d 
a~T T « W 

Invariantly, X is determined uniquely by 

r]a = Re(Xa) = - g r a d ( r a ) , 

where "grad" means the gradient of r in the r-metric. 
Notice the following facts: 

ddra = Ta(ddua + duadua), 

£l = ddr = TW + y j Toßuadua, 

- ( - " U ^ ^2(Y[(ndubdub)) 

+ / { n ~ l ) \ rn-r-l^n-r-1 TX^QuJ^ 
in — r — 1 ! -LJ-
v ' a 

nn-l A B n = l ! L z I l ! T n - r C t ; n - r ( T T ( T a ) TT O U aÖU a)ÖU& , 

fiB = ̂ y^'^'^Il^ Il ô ^ n! 
<^ — < " — ' , 

a,/? 

a a Q " - 1 A d r a 
a Çln 

Propos i t i on 6 .1 . 
i{Xa)u) = 0. 

Proof. Need to show < i(Xa)u),v > = 0, Vw, i.e., 

Q " - 1 AÔTaA(i(w)w) = 0 . 

By the "facts" we have, 

i(Xa)co = (r - l ) ! r n - r w n - r f ] ( n du b du b )T a i (v) iv . 



ON THE CONVERGENCE AND COLLAPSING OF KAHLER METRICS 25 

Since 
n 

LU 
- rw 

% (V \L0 — 

n 
we get the desired conclusion. 

Notice that 

or, equivalently, 

(6.2) 

also 

(6.3) 

1 

— r 

q-

ran
n = nün-

Xa 

Xain) 

{Ta 

= o, 

+ ll[v) 

e.d. 

1 A drb 

) = Ta, 

a 

n- r+ l 
Lu 

Adn, 

ïb. 

Let L denote a leaf of F (the Monge-Ampère foliation). Then U0\L is 
pluriharmonic. We may locally introduce a complex coordinate za = 
r a e î o ° , where logr\ = ua, and 9 is a pluriharmonic conjugate(on L)of 
ua/2. Hence 

Ta\L = \za\2, ua\L = log\za\2, 

8BT\L = T.aTaduaBua = T.adza A dza. 

This imply that Q\L is a flat metric. Extend za locally to coordinate 
holomorphic functions, and complete the system of coordinates such 
that L is given by zr+1 = .... = zn = 0. Proposition 6.1, (6.2) and (6.3) 
imply that , 

d 
Xn = za——, along L. a dzaì & 

Propos i t i on 6 .2 . The leaves of F are totally geodesic in the r -
metric. 

Proof. Need to show V _ a _ ^ r = 0, 1 < a, b < r. We have 
9za OZ 

pfc kl^Tal 
ab dzb 

c 

Notice that 
uc,al\L = 0, andu |-ft = 0, 
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So, 

As 

Vìb = TM ^ uc,l(uc,ab + Uc,aUc,b)Tc-
c 

Uc = log\zC\2, UCiab + UCjaUCjb = 0 , 

we get, 

i .e . , 

r*& = o. 

dz"- OZ° 

q.e.d. 

We have seen from the above that the vector fields Xa, a = 1,2,..., r, 
tangent to F, are holomorphic along the (holomorphic) leaves of F. 
To understand when the leaves of F vary holomorphically, following 
Burns, we introduce the "twist" tensor C of F, which measures how 
non-holomorphically the leaves of F vary. The following proposition 
shows the precise relations. 

Propos i t i on 6.3 . The following are equivalent: 
(1) The foliation F is holomorphic. 
(2) C = 0. 
(3) Xa, (a = l , 2 , . . . , r ) are holomorphic on M. 

Before getting into the proof, let us first explain C. 
C : T <8> N —> TV is a bundle map, where T is the tangent bundle 

of F, and M is the normal bundle of F, (TM/T.) 
VZ eTpiW e Afp, 

Cp(Z,W) = [Z,W] mod(T®T(M)), 

where Z is a local section of T with Z(p) = Z, and W is a local section 

of t{M) with W(p) = W. 
TJ-J3", Ü 1 , / , . . . , / , aij-u- r r j -Q^- , t* / T J- ) . . . ,<! / . u c u Aja 

9z° — u." u-akQz) 

TakeZa = -£^,a = l ,2 , . . . , r , and Wt = -^,a = r + l , . . . , n . Let Za 

£- — M jfcua^öfj. (From now on, a, 6 G {1, 2, . . . , r} , i , j , A; G {r + 1, ...,n}.) 

Since u^kUji = öf locally, we need to check Za G T , which amounts 

to show that: 
uoA ~ u uakuji = *-*' 

and, 
uab ~ u~ uakujb U Utl — U. 
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The first one is trivial. For the second one we use 

u ab U U 

det 

a(r+l) a(r+2) 
l(r+l)b " ( r + i ) ( r + i ) 

lnb U n(r+l) 

"an ' 
u(r+l)n 

'U>n 

0. 

Put all these together we get, 

A 
9 9 9 

9 0 a 9 ^ ) ul u"M-dzj mod (T) . 

So, £ = 0 is equivalent to uau = 0. 
Now we get to the proof of Proposition 6.3. 

Proof. The equivalence of (1) and (2) is a fairly routine exercise. 
(3) implies (2) obviously. We only need to prove (2) implies (3): 

Since Xb = T^TftJäfs"? we have: 

(TijTbj)i = -Ttj{TkTlT
krnn;m - Tb3l) along £, 

km _ z\ for k = b; 
b^ 0, otherwise. 

So, 

(rtjrb])i = -Tij(Tb]lz
b - Tb3l). 

We compute the right-hand side, 

Tbjï ~ Tb]lZ 

n(ubyji + ubjubj) - zb(^rc(uCtbj + uCibucj))i 
c 

Tb(ub,jl + ub,jub,l) ~ z ^ Tcuc,l(uc,bj + uc,bUcj) 
c 

—Z ^ Tc(uc,bjl + uc,bUcji + Ucb[Ucj) 
c 

Tb(ub,jl + ub,jub,U ~ z ^ Tcuc,bjl 
c 

—z ^ Tc(uCtiucj + ucß)uc>b 

Z TUb-fl = 0. q.e.d. 
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On normal bundle ftf we can consider matrix H of the metric, 

The curvature 2-form of this metric on ftf over L is: 

7] = 2iBabdza A dz-b, 

where 
B — —H H + H HaH H. 

Let 

/ 

ab 

U U 

ab a11 ±1b-

A ab 

''ab 

U U 

U a ( r + l ) a(r+2) 

( r+ l )6 " ( r + i ) ( r + i ) 

Unb Un(r+1) 

^an \ 

u(r+l)n 

Clearly detAaB = 0 by ( o ö u ) n " r + 1 = 0. 
Expand (detAab)kj = 0, r + I < k,l < n : 

0 = (det.4 ab) kl det 

( uabkl ua(r+l)k ' ' ' a n 

U ( r+1)M 

H 
unbl 

k \ 

I 

( 0 0 
0 u 

+ ^ det 

( r + l ) ( r + l ) 

uibk 

0 U 
n ( r + l ) 

U a j ' 
M (r+l)K u ( r + l ) n 

tl 

( ° Ma(r+1)A; ' ' ' Ma«fe \ 

uaikïdetH + det 

0 u 
u(r+l)bï 

H 

M, nbl 

+ E (-ir+j+1naÄfcdet(tfu)-
'h3 
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Moreover, 

V = uabkldetH- Yl ( —1)*+JuaJfc"€6fde*(Jïîj) 
i,j>r+l 

+ E (-^+1uo3îUibkdet(Hl3). 
i,j>r+l 

Thus, 

-Haidet(H) + HaC(H)Hb = -C*aC(H)Cb. 

Multiplying the left by (detH)~lH~l, we get 

Bab = ~H~ CaH~ C-h, 

or 
uahkl ~ ua]kuibtu = ua]luibku • 

Notice that C G Af <g> 77* <g> T*, 

? 7 = Z A £ . 

From the above computations, one can see that the Monge-Ampère 
foliation is liolomorphic if only if the "twist tensor" vanish, i.e., if only 
if the connection on normal bundle is flat. 

Recall that being liolomorphic foliation means a locally one having a 
holomorphic map n : U —> V such that leaves of the foliation coincide 
with the fiber of n; here U is an open neighborhood in M such that 
foliation has constant rank, V is an open set in C m . 

Since our foliation comes from the homogeneous Monge-Ampère 
equation(or equivalently, degenerate Kahler metric), one would expect 
that the foliation respect the "metric", i.e., the degenerate Kahler form 
be the pull back of a Kahler metric on V. Clearly, the pull back of 
any Kahler metric on V to U gives rise to a homogeneous holomor­
phic Monge-Ampère foliation. The above computation and discussion 
indicate the converse is also true. We state it as follows: 

Propos i t i on 6.4. If Monge Ampere foliation is holomorphic, then 

it is given by the pull back of a Kahler metric by the degenerating map. 

Now we would like to discuss the implication of this general con­
struction to our situation. Let u> be the Kahler form of the limiting de­
generate "Kahler metric" g^. By the result from the next section, to has 
generically constant rank. Assume u)n~r+l = 0,LOn~r ^ 0, (1 < r < n) , 
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namely to has rank n — r. For simplicity we would like to assume that 
there is a line bundle K such that C\{K) = a;(general situation can be 
done by writing LO as linear combination of integer ample classes). Let 
|| \\K be the Hermitian metric on K corresponding to to, which means 
that for any holomorphic section s G H°(K) we have to = 39Zog(||s||^ ). 

For large N, NK = K®N have many section. Choosing generic 
sections sa G H°(NK),a = 1,2, . . . ,r, define 

Il II-2/W , V-^ 
Ta = \\Sa\\L , Ua = logTa. T = ) ^Ta. 

a 

Since {ua} are generic, O = ddr is a nondegenerate Kahler metric 
generically on M. 

By the early construction of this section, {ua} will give rise to vector 
fields: Xa, a = 1,2,...,r. Result of next section will show they are 
global meromorphic tangent fields generically spanning the leaves of 
the foliation. 

7. Col laps ing 

The meaning of collapsing in this paper is quite different from the 
collapsing in Riemannian case as briefly indicated in the introduction. 
We would like to clarify its meaning before discuss it. In Riemannian 
geometry, collapsing means that the injective radius of the sequence of 
Riemannian manifolds goes to zero uniformly everywhere. In our case, 
we use the term "collapsing" to indicate that the sequence does not 
satisfy the assumption (*) in Section 4. More precisely, in any compact 
subset of the Zariski open set M — E^ the sequence collapses in the 
usual sense. We can illustrate this by the following examples. 

E x a m p l e . Consider C P n with the standard Fubini-Study metric 
( C P n , g F s ) , fix a natural embedding: 

C n — • C P n , 

multiplication by 1/m 

m : C n — • C n , 

and extend to a map from C P n to C P n , still denote it by m. Then the 
sequence m*gFS collapses in our sense, but "blows-up" along infinite 
divisor. 
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F I G U R E 3. 

Another example can be indicated by the following picture. C P 1 

"blows-up" 0 and oo and collapses otherwise. 
In the collapsing case, metrics converge to a degenerate Kahler met­

ric and we get a Monge-Ampère foliation. In general Monge-Ampère 
foliations are not necessary holomorphic. In this section we will show 
that the foliation we get from degeneration of bounded curvature met­
rics are holomorphic. 

For any x G M \ E^, take r small such that Bgo(x,r) C M \ E^. 
By the harmonic map estimate under the bounded curvature condition, 

9m<C2g0 in Bg^x.r) 

which imply: 

Bgofar) ^Bgm(x,Cr). 

Take Bgm(x, Cr) as the ball of radius Cr in the universal cover space 
of Bgm(x,Cr). Since Bgo(x,r) is simply connected, one can lift the 
inclusion to 

Bg0(x,r) ^Bg7m{XiCr). 

{Bgm (x, Cr),gm} as sequence of pointed Kahler manifolds have bounded 
curvature and injective radius bounded from below. Use the general 
convergence theorem as stated in the Introduction, we may assume that 
they converge to Kahler manifold {B0O(x,Cr),g0O}. By a similar ar­
gument as in Section 5 the sequence of maps as above gives a limiting 
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holomorphic map 
Bgo(x,r) ^ Booix, Cr), 

and fibers of the map are exactly the foliation fiber. Therefore the 
foliation is a holomorphic foliation. 

Now we have proved the following theorem as stated in the intro­
duction. 

T h e o r e m 7 .1 . When the homogeneous Monge-Ampere equation 
comes from a collapsing, the foliation is holomorphic, and of constant 
rank on a smaller Zaristi open subset U' C U. 

Remark . This result together with propositions in the last section 
implies that Xa,a = 1,2, . . . ,r are locally holomorphic vector fields and 
globally meromorphic vector fields, and the normal bundles along the 
leaves are metrically flat. 

In general, different collapsing sequences which result in different 
degenerate "Kahler metrics" may give rise to the same foliation. From 
the discussion of these two sections, the difference between these degen­
erate "Kahler metrics" are exactly reflected by that they are pullbacks 
of different Kahler metrics by the same holomorphic collapsing map. 

8. More on col lapsing and appl icat ions 

In Section 6, we were able to construct holomorphic vector fields 
along the collapsing directions using a general construction from Monge-
Ampère foliations. Locally around the points where the foliation has 
constant rank the construction gives holomorphic vector fields which 
globally can be extended to meromorphic vector fields. But the vector 
fields are usually not natural with respect to the foliation, in the sense 
that poles and zeros of the vector fields constructed are usually not too 
much related to the collapsing structure and blow-up subvariety E. One 
naively would hope to use the collapsing structure to produce natural 
holomorphic vector fields. For example construct holomorphic vector 
fields pointing to the "most collapsing direction". In this section we 
will try to explore this idea in detail, and analyze the foliation more 
closely and create vector fields which are natural for the foliation. 

Recall from the last section we have two objects: one is a neighbor­
hood of the original complex manifold, another is the "limiting object", 
an open neighborhood as limit of neighborhoods in local universal cov­
ers, and a nilpotent local group action as limit of local fundamental 
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groups of the the corresponding local neighborhoods; we will follow 
Fukaya to discuss this group action in more detail later in this section. 
We also have a holomorphic map from the first object to the second 
object. Limiting group action will naturally produce vector fields on 
the limiting object. The problem is how to pull back. Recall also from 
the last section that the above mentioned holomorphic map is the limit 
of a sequence of biholomorphic map. One can pull back the vector fields 
by the biholomorphic maps. Renormalize them to make sure they are 
bounded, and then take limit. The problem is that even if one normal­
izes the vector fields to be norm f, the limit can still be zero in general 
(think of the example zn for n going to infinity for \z\ < 1). Apparently 
one needs some kind of Harnack estimate to ensure the limit to be non-
vanishing. To this point, it is easier to handle when collapsing fibers 
have dimension 1. 

First we will prove a Harnack type lemma for volume form and clarify 
some result from Section 5, then we will give a proof of an application 
(Corollary 1.2) which we mentioned in the instruction. 

L e m m a 8 .1 . Let (M,go) be a compact complex Kahler manifold, 
and g be another Kahler metric on M. Assume the Ricci curvature of g 
is bounded from above and below. Then there exist C\ and C2 such that 

detg 1 detg 

detgo Vol(M) m detgo 
\l°9~T~L l°9~TZ—dVg01 < C\ — C2U, 

where g = go + ddu and j M u = 0. 

Proof. Let 

detg 1 , detg 
— - log 

detgo Vol{M) m detgo 

Then 

Ricg = —ddf + Ric„0. 

Since the Ricci curvature of g is bounded, we can find C\, C<i > 0 such 
that 

-Cigo - C2(g0 + ddu) < -ddf < Cl9o + C2(g0 + ddu), 

i.e., 

(Ci + C2)go + dd(C2u + / ) > 0, 
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and 
(Ci + C2)g0 + dd(C2u - / ) > 0. 

By Lemma 2.2, we get 
C2u + f<C 

and 
C2u-f< C, 

i.e., exist Ci,C2 > 0 (use the same notation for simplicity) such that 

\f\<C1-C2u. 

q.e.d. 

R e m a r k 1. In the lemma, we assumed g = go + ddu. One can of 

course replace go in the above formula by any Kahler metric bounded 

by So-

R e m a r k 2. This simple lemma implies that in any compact 
subset K C (M — E^), the ratio between Volg and Volgo can only 
vary by a bounded amount. Recall that in Section 5, we constructed a 
surjective holomorphic map tß from the original M — E^ to the limit 
Moo. This lemma in particular yields that this surjective map ip is 
actually injective, and therefore biholomorphic. We will sketch below a 
rough argument. 

From Section 3 we already have 

g < Cgo in K, 

and by noticing the fact that in our case maps are non-collapsing from 
the above lemma we also have 

C~ detgo < detg < Cdetgo in K. 

The above two formulas together imply that 

C-lg0<g<Cgü in K. 

This shows that the map tß is a biholomorphism. 
Now we would give a proof of the following theorem mentioned in 

the introduction as a corollary. Recall, from Theorem 1.2, roughly a se­
quence of bounded curvature Kahler manifolds will either be collapsing 
or non-Collapsing. Therefore it will be of interest to know for what kind 
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of manifold one can have a collapsing sequence, and for what kind of 
manifold there will be none. The following theorem conforms in some 
way the general belief one gets from the examples that "positive curved 
manifolds" tend to have collapsing sequences and "negative curved man­
ifolds" tend to have none. Its proof is based on Yau's Schwarz lemma. 
For reader's convenience we will give the detail of the proof. 

Theorem 8.1. Assume C\(M) < 0, and gi is a sequence of Kahler 
metrics with bounded curvature. Then (M, g,) is non-collapsing. 

Proof. By Aubin-Yau's solution of Calabi Conjecture for C\ (M) < 
0, there exists a Kähler-Einstein metric go on M such that 

Ricgo = -go-

Notice the formula 

detg 

detgo 
Ricg = —ddlog-j—^ \- Ricgo. 

Using the fact that Ricgo = —go and taking the trace with respect to g, 
we get 

. . detg . 
-A*{l°9deJg-o) = r9 + tr99(h 

where rg denotes the scalar curvature of the Kahler metric g. 
Now we want to apply the maximal principle to this equation. As­

sume that detg/detgo achieve its minimal at a; G M. Then 

rg{x) +trgg0{x) = -Ag(log——){x) < 0, 
detgo 

trggo{x) < -rg(x) < C, 

which together yield 

m a z Ä = p°(x) < ( ^ M ° M ) « < C, v detg ' detg y ' ~ y
 n ' 

or 
detg > Cdetgo, 

i.e., volume is not collapsing. In our case we already have g < Cgo 
away from the blow-up subvariety; together we get g > Cgo- Therefore 
the sequence is not collapsing and some subsequence of it converge on 
a Zariski open set to a complete Kahler metric. q.e.d. 
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From Remark 2 after Lemma 8.1, and the proof of Theorem 8.1, 
we have already seen the usefulness of Lemma 8.1. Now we will try to 
explore further the meaning of Lemma 8.1 in order to construct holo-
morphic vector fields along the collapsing directions as mentioned in the 
beginning of this section. From now on we will assume that the result­
ing Monge-Ampère foliation has fiber dimension one, unless otherwise 
stated. 

Remark . According to Remark 2 following Lemma 8.1, we can 
rescale gm such that , 

ri , ,n . o 

where Q„ is a (n,n) volume form on M\E. On the other hand, 

, ,n—l . , ,n—1 _ o 
9m 9oo "• L 

iln and £ln-i together will naturally determine a metric along the foli­
ation leaves. Apriori there is no reason why this metric should be flat, 
but the vector fields which we will construct will have constant norm 
under this metric. Therefore the metric should be flat. Thus we have 
proved 

T h e o r e m 8 .2. When the Monge-Ampère foliation with leaves of 
dimention one comes from a collapsing, the metric along the leaves of 
the foliation as constructed above is flat. 

Proof. Recalling our collapsing construction, we have a sequence: 

Bgm (P, r) ^ (M> 9m) here p £ M, 

the r balls in the universal covers: 

Bgm(p,r) converge to Br (in C1,a). 

Consider Bgo(p,ro) C (M,g), since gm < Cgo, one can assume 

Bg0(P,ro) CBgm(p,r). 

Then we can consider maps 

Bgo(p,r0) ^ Bgm(p,r), 

which lift to: 
Bgo(p,r0) ^ Bgm(p,r). 
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The right-hand side will converge to BT. Notice that \DIm\ < C uni­
formly, when it goes to limit, we will get a map: 

^0 : Bgo(p,rQ) ^ Br. 

Im(Io) will be a subvariety of Br, and Jo will give the desired Monge-
Ampère foliation on Bgo(p,ro). Since we are considering foliation with 
fiber dimension one, 7m(To) will have dimention n — 1. 

Since each TTO is a biholomorphism, if we choose a holomorphic vector 
field v on Br, which is not along Im(Io) , then we can pull it back, and 
properly rescale it to get 

^ r a ( ' n V. 

To guarantee their convergence, we need to look more closely at the 
1. 

maps (TTO )*. Locally at a point, To* is like a linear projection operator 
with kernel of complex dimension one, i.e., looks like 

(I 0 
0 1 

0 0 
o o 

0 
0 

1 
0 

0 

0 
0 / 

are perturbations of 7Q*, look like 

/ l + ai,i 
«2,1 

a. n, l 

«1,2 

1 + «2,2 

ßn-1,1 ßn-1,2 

an,2 

O l , n - l 

0 2 , n - l 

0>1,n 

d2,n 

1 + dn—l,n—l Q"n—l,ri 

a n,n—l 

ai j are small, 

(T„ (T„ 

/ Altl Ah2 

detln 

A 2,1 A 2,2 

An^i A, n,2 

Al,n \ 

A2,n 

An,n / 

Ai j are the minors of ITO*. 
Clearly, all Aij are of order a,ij, except that Arhn are of order 1. 

Let Ci = det(Im*). As long as vn ^ 0 (the n-th component of v), or in 
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other words, v is not tangent to the image of Jo*) {^m} will converge 
to a vector field i>o on Bgo(p,ro) C M. vo vanishes if and only if the 
Monge-Ampère foliation is singular or v is tangent to the image of IQ. 

On the other hand, recall that by comparing Qn and O n _i the col­
lapsing sequence induces a singular metric (bounded from below) on the 
leaves of the foliation. It is easy to check that the norm of i>o under this 
metric is constant; this means that the induced fiber metric blows-up 
exactly when the foliation is singular. The vector field VQ naturally gives 
a canonical flat structure on any leaf with respect to the collapsing se­
quence. This is not trivial as remarked earlier, since apriorily the fiber 
metric constructed from Qn and £ln-i has no reason to be flat. q.e.d. 

In higher fiber dimension, the above argument can be generalized 
to construct a canonical holomorphic "multi-vector" (section of anti-
canonical bundle), which is of constant norm under the natural met­
ric on relative anti-canonical bundle of fibers. In other words, we are 
getting a holomorphic complex volume form along the fiber which is 
non-vanishing and blow-up at singular locus of the foliation. So instead 
of flat structure we get a sort of Ricci flat structure. Of course with the 
courvature bound, we actually expect this Ricci flat structure to be flat. 

Remark . The above construction of the pull back vector field 
is quite delicate. For example, one can restrict the metrics gm to the 
fibers of the foliation, and it seems quite reasonable to expect that 
after suitable rescaling the sequence will converge to our canonical fiber 
metric. But this is actually false. Even if the limit exist, it will not in 
general coincide with our canonical fiber metric. 

From the above construction, we see the vector fields we constructed 
are actually holomorphic away from the blow-up locus E. A natural 
question is then whether the vector fields are holomorphic everywhere. 
This is very important if one wants to deduce any global implication 
of the construction. We believe this is the case, and we will discuss 
this problem and more result on collapsing of Kahler manifolds in a 
forthcomming paper. 
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