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THE INVERSE MEAN CURVATURE FLOW AND
THE RIEMANNIAN PENROSE INEQUALITY

GERHARD HUISKEN & TOM ILMANEN

Abstract
Let M be an asymptotically flat 3-manifold of nonnegative scalar curvature.
The Riemannian Penrose Inequality states that the area of an outermost
minimal surface N in M is bounded by the ADM mass m according to
the formula |N | ≤ 16πm2. We develop a theory of weak solutions of the
inverse mean curvature flow, and employ it to prove this inequality for each
connected component of N using Geroch’s monotonicity formula for the
ADM mass. Our method also proves positivity of Bartnik’s gravitational
capacity by computing a positive lower bound for the mass purely in terms
of local geometry.

0. Introduction

In this paper we develop the theory of weak solutions for the inverse
mean curvature flow of hypersurfaces in a Riemannian manifold, and
apply it to prove the Riemannian Penrose Inequality for a connected
horizon, to wit: the total mass of an asymptotically flat 3-manifold of
nonnegative scalar curvature is bounded below in terms of the area of
each smooth, compact, connected, “outermost” minimal surface in the
3-manifold. A minimal surface is called outermost if it is not separated
from infinity by any other compact minimal surface. The result was
announced in [51].
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Let M be a smooth Riemannian manifold of dimension n ≥ 2 with
metric g = (gij). A classical solution of the inverse mean curvature flow
is a smooth family x : N × [0, T ] → M of hypersurfaces Nt := x(N, t)
satisfying the parabolic evolution equation

(∗) ∂x

∂t
=

ν

H
, x ∈ Nt, 0 ≤ t ≤ T,

where H, assumed to be positive, is the mean curvature of Nt at the
point x, ν is the outward unit normal, and ∂x/∂t denotes the normal
velocity field along the surface Nt.

Without special geometric assumptions (see [29, 105, 49]), the mean
curvature may tend to zero at some points and singularities develop.
In §1 we introduce a level-set formulation of (∗), where the evolving
surfaces are given as level-sets of a scalar function u via

Nt = ∂{x : u(x) < t},
and (∗) is replaced by the degenerate elliptic equation

(∗∗) divM

( ∇u
|∇u|

)
= |∇u|,

where the left hand side describes the mean curvature of the level-sets
and the right hand side yields the inverse speed. This formulation in
divergence form admits locally Lipschitz continuous solutions and is
inspired by the work of Evans-Spruck [26] and Chen-Giga-Goto [14] on
the mean curvature flow.

Using a minimization principle similar to those of Lichnewsky-Te-
mam [71], Luckhaus [74], Zhou and Hardt-Zhou [113, 39], and Visintin
[106], together with elliptic regularization, in §2-3 we prove existence
and uniqueness of a Lipschitz continuous weak solution of (∗∗) having
level-sets of bounded nonnegative weak mean curvature. The existence
result (Theorem 3.1) assumes only mild conditions on the underlying
manifold M , with no restrictions on dimension. The minimization prin-
ciple used in the definition of weak solutions of (∗∗) allows the evolving
surfaces to jump instantaneously over a positive 3-volume (momentary
“fattening”), which is desirable for our main application. See Pasch [80]
for numerical computation of this phenomenon.

The minimization property is also essential for the uniqueness, com-
pactness and regularity properties of the solution. Furthermore, it im-
plies connectedness of the evolving surfaces (§4), which is essential in
our argument.
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The Riemannian Penrose Inequality. In §5-§8 we employ the
inverse mean curvature flow in asymptotically flat 3-manifolds to prove
the Riemannian Penrose Inequality as stated below.

An end of a Riemannian 3-manifold (M, g) is called asymptotically
flat if it is realized by an open set that is diffeomorphic to the comple-
ment of a compact set K in R3, and the metric tensor g of M satisfies

|gij − δij | ≤ C

|x| , |gij,k| ≤ C

|x|2 ,(0.1)

as |x| → ∞. The derivatives are taken with respect to the Euclidean
metric δ = (δij) on R3 \K. In addition, we require the Ricci curvature
of M to satisfy

Rc ≥ − Cg

|x|2 .(0.2)

Following Arnowitt, Deser and Misner [2] the ADM mass, or total en-
ergy, of the end is defined by a flux integral through the sphere at
infinity,

m := lim
r→∞

1
16π

∫
∂Bδ

r (0)
(gii,j − gij,i)nj dµδ.(0.3)

This is a geometric invariant of the given end, despite being expressed
in coordinates. It is finite precisely when the the scalar curvature R of
g satisfies ∫

M
|R| <∞.

See Bartnik [5] and Chruściel [20] for these facts, detailed below in
Lemma 7.3, and see [3, 16, 27, 107, 112] for further discussion of asymp-
totic flatness.

The Riemannian case of the Positive Mass Theorem, first proven by
Schoen and Yau [90], states that an aymptotically flat 3-manifold of non-
negative scalar curvature (possibly with a compact, minimal boundary)
has

m ≥ 0,

with equality only in the case of Euclidean space. A number of other
proofs and approaches to this theorem have appeared in the physics
and mathematics literature: these include Schoen-Yau [89, 96, 97, 98]
by the method of minimal surfaces and conformal changes; Geroch [30]
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and Jang [57, 58, 59] introducing the inverse mean curvature flow; Jang
[60], Kijowski [67, 68], Jezierski-Kijowski [65, 66], Chruściel [18, 19,
21, 23], and Jezierski [62, 63, 64] using the p-Laplacian; Witten [111],
Parker-Taubes [79], Reula [85], Choquet-Bruhat [15], Reula-Tod [86],
and Chruściel [22] using harmonic spinors; Penrose-Sorkin-Woolgar [84]
using a single complete null geodesic; Lohkamp [73] for a recent Rie-
mannian geometry approach; and others. See also the survey article
by Lee-Parker [69]. Such analytic methods have many additional con-
sequences for the geometry and topology of positive scalar curvature
manifolds; see [88, 92, 93] and [70, 36, 37, 38].

In 1973, motivated by a physical argument (see below), Penrose [82]
conjectured that

16πm2 ≥ |N |,
where |N | is the area of a minimal surface in M . Partial or related
results have been obtained by Gibbons [31, 34] in the case of thin shells
using quermassintegrals, Herzlich [48] via the Dirac operator, Bartnik
[9] for metrics with quasi-spherical foliations, Jezierski [62, 64] in certain
cases using the 5-Laplacian, and Bray [11] using isoperimetric regions.
For further information about the role of isoperimetric regions in posi-
tive mass, see [17, 53].

The following theorem is the main result of this paper.

Main Theorem (Riemannian Penrose Inequality). Let M be a
complete, connected 3-manifold. Suppose that:

(i) M has nonnegative scalar curvature.

(ii) M is asymptotically flat satisfying (0.1) and (0.2), with ADM
mass m.

(iii) The boundary of M is compact and consists of minimal surfaces,
and M contains no other compact minimal surfaces.

Then

m ≥
√

|N |
16π

,(0.4)

where |N | is the area of any connected component of ∂M . Equality holds
if and only if M is isometric to one-half of the spatial Schwarzschild
manifold.



the inverse mean curvature flow 357

The spatial Schwarzschild manifold is the manifold R3\{0} equipped
with the metric g := (1+m/2|x|)4δ. Note that it possesses an inversive
isometry fixing the sphere ∂Bm/2(0), which is an area-minimizing sphere
of area 16πm2. The manifold M to which the theorem applies is then
R3 \Bm/2(0). It is the standard spacelike slice of the exterior region of
the Schwarzschild solution of the Einstein vacuum equations, describing
a static, rotationally symmetric black hole.

The second clause of condition (iii) seems restrictive at first. Sup-
pose, however, that M is asymptotically flat and has compact, minimal
boundary. Then (iii) is satisfied by the infinite portion of M that stands
outside the union of all compact minimal surfaces in M (Lemma 4.1).
Accordingly, a connected, asymptotically flat 3-manifold that satisfies
conditions (i)-(iii) is called an exterior region. An exterior region has
the topology of R3 minus a finite number of balls, and its boundary
consists of area-minimizing 2-spheres. These facts, well known in the
literature, are collected in Section 4.

Condition (iii) ensures that ∂M is not shielded from spacelike infinity
by a smaller minimal surface further out. It is easy to construct a
rotationally symmetric example of positive scalar curvature in which
the inequality holds for the “outermost” minimal surface, but fails for
arbitrarily large minimal surfaces hidden beyond the outermost one.
(See Figure 1.) For an example of this shielding effect with several
boundary components, see Gibbons [33].

Our result allows ∂M to be disconnected, but only applies to each
connected component of ∂M . This limitation seems to be fundamental,
due to the use of the Gauss-Bonnet formula in deriving the Geroch
Monotonicity formula.1

Physical Interpretation. The manifold (M, g) arises as a space-
like hypersurface in an asymptotically flat Lorentzian manifold L3,1

modelling a relativistic isolated gravitating system governed by Ein-
stein’s equations. In this setting, the result can be interpreted as an
optimal lower bound for the total energy of the system measured at
spacelike infinity in terms of the size of the largest black hole contained
inside. The positive scalar curvature of M corresponds to the physical
hypothesis of nonnegative energy density on L, expressed by the so-

1Using a novel and surprising technique, Bray [12] has recently proven the most
general form of the Riemannian Penrose Inequality, namely 16πm2 ≥ |∂M | with no
connectedness requirement on ∂M . This is a considerable strengthening. He employs
a quasistatic flow that couples a moving surface with an evolving conformal factor;
it bears a family resemblance to the Hele-Shaw flow.
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Figure 1: Large hidden surfaces.

called weak energy condition ([43, 107]), provided that M is a maximal
hypersurface in L (see [4]). If M is totally geodesic in L (at least along
N), then the minimal surfaceN corresponds to a so-called closed trapped
surface that presages the formation of a space-time singularity and ul-
timately a black hole [44, 43, 107]. The shielding effect corresponds to
causal separation.

Penrose originally conjectured (0.4) as a consequence of a physical
argument. He assumed that M could be taken as the momentarily static
(i.e., totally geodesic) initial slice of a spacetime L with a well-defined,
asymptotically flat lightlike infinity existing for all time, and invoked
various physical hypotheses and principles including the strong or the
dominant energy condition, the Hawking-Penrose Singularity Theorems,
the Weak Cosmic Censorship Hypothesis, the Hawking Area Monotonic-
ity Theorem, long-term settling to a stationary black hole, and the
No-Hair Theorem (classification of stationary black holes), which he
collectively referred to as the “establishment viewpoint” of black hole
formation. From these he deduced a chain of inequalities leading to the
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purely Riemannian assertion (0.4) for the 3-manifold M . For details of
this beautiful argument, see [82, 83, 61], as well as relevant discussion
in [40, 30, 42, 32, 33, 103, 107].

Of these ingredients, the most controversial is the famous (Weak)
Cosmic Censorship Hypothesis [81, 83, 108], which asserts that in a
generic asymptotically flat spacetime, any singularity is surrounded by
a well-defined event horizon, so that it cannot be seen from lightlike
infinity. In particular, the singularity cannot have any causal effects on
the outside world. Penrose viewed (0.4) as a Riemannian test of Cosmic
Censorship. Thus our result rules out a class of potential counterexam-
ples to this important conjecture.

For further information on the physical interpretation, see the an-
nouncement [51]. See also the informative review article of Penrose [83].

Outline of Proof. We now sketch our proof of the Penrose In-
equality. (A more detailed overview appears in the announcement [51].)
Hawking [41] introduced the Hawking quasi-local mass of a 2-surface,
defined by

mH(N) :=
|N |1/2

(16π)3/2

(
16π −

∫
N
H2

)
,

and observed that it approaches the ADM mass for large coordinate
spheres. Geroch [30] introduced the inverse mean curvature flow and
discovered that the Hawking mass of the evolving surface is monotone
nondecreasing, provided that the surface is connected and the scalar
curvature of M is nonnegative. This gave an argument in favor of
positive mass. Jang-Wald [61] realized that if there were a classical
solution of the flow starting at the inner boundary and approaching
large coordinate spheres as t → ∞, the Geroch Monotonicity result
would imply the Penrose Inequality.

The heart of our proof (§5) is to justify the Geroch Monotonicity
Formula (5.8) for our weak solutions, even in the presence of jumps.
In this step, it is crucial that the evolving surface start and remain
connected, as was established in §4. In §6, we extend the Monotonicity
Formula to each connected component of a multi-component boundary
by exploiting the ability of the evolving surface to jump over regions in
3-space.

Section 7 establishes that the Hawking mass of the evolving surface
is eventually bounded by the ADM mass, leading to the proof of the
Main Theorem in §8.
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The positive integrand on the right-hand side of the Geroch Mono-
tonicity Formula can serve as a kind of “mass density” on M . It is
noncanonical in that it depends on the evolving family of surfaces. Re-
markably, it vanishes precisely on standard expanding spheres in flat
space and Schwarzschild – thus the rigidity statement of the Main The-
orem. We revisit the Schwarzschild example in §8 to show that the im-
puted mass distribution – in particular, whether it resides in the black
hole or is distributed throughout the field surrounding it – depends on
where you start the flow.

Though noncanonical, the “mass density” can often be estimated
in terms of the local geometry of M , leading to explicit lower bounds
for the ADM mass. We exploit this idea in §9 to study the quasi-
local mass (or gravitational capacity) proposed by Bartnik [6, 7, 8]. We
prove two conjectures of Bartnik: first, the Bartnik capacity is positive
on any nonflat fragment of space, and second, the ADM mass is the
supremum of the Bartnik capacities of all compact subsets. We end with
conjectures that refine those of Bartnik [6, 8] about the convergence and
existence of 3-manifolds that minimize the ADM mass.

In a future paper we will prove smoothness of the flow outside some
finite region, convergence of the Hawking quasi-local mass to the ADM
mass, and asymptotic convergence to the center of mass in the sense of
Huisken-Yau [53], under suitable asymptotic regularity for (M, g).

The Full Penrose Conjecture. Inequality (0.4) is subsumed
under the space-time form of the Penrose Conjecture, in which the as-
sumption on the extrinisic curvature of M within L is dropped. This
allows M to carry nonzero momentum and angular momentum, and
would generalize the space-time version of the positive mass theorem
(see Schoen-Yau [91, 94, 95]). Let Eij := RL

ij −RLgL
ij/2 be the Einstein

tensor of L. We say that L satisfies the dominant energy condition if
E(m,n) ≥ 0 for all future timelike vectors m, n.

Conjecture. Let N be an “outermost” spacelike 2-surface with null
mean curvature vector in an asymptotically flat Lorentzian manifold L
satisfying the dominant energy condition. Then

16πm2 ≥ |N |,(0.5)

where m is the mass of L.

The mass of L is defined as
√
E2 − P 2

1 − P 2
2 − P 2

3 , where (E,P 1, P 2,
P 3) is the ADM energy-momentum 4-vector of L (see [107, p. 293]).



the inverse mean curvature flow 361

For the definition of asymptotically flat for a spacetime L, see [3, 16,
27, 107, 112].

A major puzzle is the correct formulation of “outermost”. The care-
ful 4-dimensional definition and analysis of a trapping horizon in Hay-
ward [45] may provide clues. An obvious possibility is to require the
existence of an asymptotically flat, spacelike slice extending from N
to infinity and containing no compact surface (besides the boundary)
with nonspacelike mean curvature vector. Of course, such a slice may
be useful in proving the inequality. See Jang [58], Schoen-Yau [95] for
interesting and relevant calculations.

In this connection, it is worth noting that the Hawking mass is also
monotone under the codimension-two inverse mean curvature flow

∂x

∂t
= −

�H

|H|2 , x ∈ Nt, t ≥ 0.

of a spacelike 2-surface with spacelike mean curvature vector in a Lorentz
manifold satisfying the dominant energy condition, as can be verified by
calculation. Unfortunately, this 2 × 2 system of evolution equations is
backward-forward parabolic.

There are sharper versions of the Penrose Inequality for charged
black holes [59] and rotating black holes [83, p. 663]. The former can
now be rigourously established using our Geroch Monotonicity Formula
(5.24), as was pointed out to us by G. Gibbons, while the latter would
require understanding space-time issues like those in the above conjec-
ture.

Another important case treated by Penrose’s original argument in-
volves an infinitely thin shell of matter collapsing at the speed of light,
surrounding a region of flat Minkowski space. Gibbons [31, 34] reduces
this to the Minkowski-like inequality∫

N
| �H| ≥ 4

√
π|N |1/2

for a spacelike 2-surface in R3,1 with inner-pointing, spacelike mean
curvature vector �H, which he then establishes using recent work of
Trudinger [104] on quermassintegrals. Accordingly, the Penrose Inequal-
ity has often been called the Isoperimetric Inequality for black holes.
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1. Variational formulation of inverse mean curvature flow

Because the inverse mean curvature flow does not remain smooth,
we give a weak formulation based on minimizing a functional. In gen-
eral, the surfaces satisfying the weak formulation are C1,α, but jump
discontinuously across a set of positive measure when a certain mini-
mizing criterion ceases to be met. Nevertheless, the area of the surface
evolves continuously, except possibly at t = 0.

Notation. Let N be a smooth hypersurface in the Riemannian
manifold M with metric g. We write h = (hij) for the induced metric
on N , ∇ for the connection on M , D for the induced connection on N ,
and ∆ for the Laplace-Beltrami operator on N .

Suppose N = ∂E where E is an open set in M , and let ν = (νi) be
the outward unit normal to E along N . Define the second fundamental
form A = (AN

ij ) of N by

A(e1, e2) := 〈∇e1ν, e2〉, e1, e2 ∈ TxN, x ∈ N,

mean curvature scalar H := hijAij , and mean curvature vector �H :=
−Hν. For a standard ball, H > 0 and �H points inward.

Elementary Observations. A simple example of inverse mean
curvature flow is the expanding sphere ∂BR(t) in Rn, where

R(t) := et/(n−1).

Gerhardt [29] proved that any compact, starshaped initial surface re-
mains star-shaped and smooth under the flow, and becomes an expand-
ing round sphere as t→ ∞. See Gerhardt [29] or Urbas [105] for similar
results for more general expanding flows. Some noncompact self-similar
examples are given in [52].

Note that (∗) is invariant under the transformation

x �→ λx, t �→ t,

so t is unitless. This suggests that we will not get much regularity in
time, and that any singularities encountered will have a purely spatial
character.
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Let (Nt)0≤t<T be a smooth family of hypersurfaces satisfying (∗).
Write v for the outward normal speed. By the first variation formula
(see (1.11)), the area element evolves in the normal direction by

∂

∂t
dµt = Hv dµt = dµt.(1.1)

Here (∂/∂t)dµt is the Lie derivative of the form dµt along a bundle of
trajectories orthogonal to Nt. Therefore the area satisfies

d

dt
|Nt| = |Nt|, |Nt| = et|N0|, t ≥ 0.

Next we derive the evolution of the mean curvature. For a general
surface moving with normal speed v, by taking the trace of the Riccati
equation, we get

∂H

∂t
= ∆(−v) − |A|2v − Rc(ν, ν)v,(1.2)

which yields for (∗),
∂H

∂t
= −∆

(
1
H

)
− |A|2

H
− Rc(ν, ν)

H
(1.3)

=
∆H
H2

− 2|DH|2
H3

− |A|2
H

− Rc(ν, ν)
H

,

where Rc is the Ricci curvature of M . This equation is cause for opti-
mism, because in view of the fact that |A|2 ≥ H2/(n− 1), the parabolic
maximum principle yields the curvature bound

max
Nt

H2 ≤ max
N0

H2 + C,(1.4)

as long as the Ricci curvature is bounded below and the flow remains
smooth.

This estimate constrasts sharply with ordinary mean curvature flow
(see [50]), where the |A|2 term has a positive sign, unleashing a menagerie
of singularities [56]. Together with the variational formulation to be
given below, the negative |A|2 is the key to the regularity theory. Un-
fortunately, the same term has a tendency to cause H → 0.

By a computation similar to [50], we find the following evolution
equation for the norm of the second fundamental form

d

dt
|A|2 =

1
H2

(
∆|A|2 − 2|DA|2 + 4DH · A

H
·DH + 2|A|4

− 4H trA3 +A ∗A ∗ Rm +A ∗ ∇Rm
)
,
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where ∗ represents a linear combination of contractions and Rm is the
Riemannian curvature. The |A|4/H2 term suggests that the second
fundamental form blows up, especially where H ↘ 0.

Torus Counterexample. We give an example to establish that
smoothness cannot be preserved. Suppose that N0 is a thin torus in R3,
obtained as the boundary of an ε-neighborhood of a large round circle.
Then H > 0 initially, and the flow exists for a short time. Now (1.4)
yields a uniform lower bound for the speed, so the torus steadily fattens
up, and if this were to continue, H would become negative in the donut
hole. This shows that Nt cannot remain smooth, and suggests that the
surface must inexorably change topology, as indeed does occur in our
formulation.

Level-Set Description. Because it is desirable that H remain
positive (or at least nonnegative), we impose a unidirectional ansatz
that compels this. This is accomplished via a level-set formulation,
inspired by Evans-Spruck [26], Chen-Giga-Goto [14]. Assume that the
flow is given by the level-sets of a function u : M → R via

Et := {x : u(x) < t}, Nt := ∂Et.

Wherever u is smooth with ∇u 
= 0, Equation (∗) is equivalent to

(∗∗) divM

( ∇u
|∇u|

)
= |∇u|,

where the left side gives the mean curvature of {u = t} and the right
side gives the inverse speed.

Weak Formulation. It appears that (∗) is not a gradient flow,
nor is (∗∗) an Euler-Lagrange equation. Yet in the context of geo-
metric measure theory, the mean curvature bound (1.4) calls out for a
minimization principle. Freezing the |∇u| term on the right-hand side,
consider equation (∗∗) as the Euler-Lagrange equation of the functional

Ju(v) = JK
u (v) :=

∫
K
|∇v| + v|∇u| dx.

The idea of freezing the time derivative and minimizing an elliptic func-
tional is seen in [71, 74, 39, 106], where it is the the key to existence,
compactness, and regularity.
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Definition. Let u be a locally Lipschitz function on the open set
Ω. Then u is a weak solution (subsolution, supersolution respectively) of
(∗∗) on Ω provided

JK
u (u) ≤ JK

u (v)(1.5)

for every locally Lipschitz function v (v ≤ u, v ≥ u respectively) such
that {v 
= u} ⊂⊂ Ω, where the integration is performed over any com-
pact set K containing {u 
= v}. (It does not matter which such set we
use, so we will usually drop the K.)

By virtue of the identity

Ju(min(v, w)) + Ju(max(v, w)) = Ju(v) + Ju(w),

whenever {v 
= w} is precompact, applied with w = u, we see that u is
a weak solution if and only if u is simultaneously a weak supersolution
and a weak subsolution.

Equivalent Formulation. Let us particularize the above defini-
tion to individual level sets. If F is a set of locally finite perimeter, let
∂∗F denote its reduced boundary. If a set X is supposed to be (n− 1)-
dimensional, write |X| for the (n − 1)-dimensional Hausdorff measure
of X. Write E∆F := (E \ F ) ∪ (F \ E) for the symmetric difference of
sets E and F .

Given K ⊆M and u locally Lipschitz, define the functional

Ju(F ) = JK
u (F ) := |∂∗F ∩K| −

∫
F∩K

|∇u|,

for a set F of locally finite perimeter. We say that E minimizes Ju in
a set A (on the outside, inside respectively) if

JK
u (E) ≤ JK

u (F ),

for each F such that F∆E ⊂⊂ A (with F ⊇ E, F ⊆ E respectively),
and any compact set K containing F∆E. Again, the choice of such K
does not matter, and we will generally drop K in the sequel.

In general, we have

Hn−1�∂∗(E ∪ F ) + Hn−1�∂∗(E ∩ F ) ≤ Hn−1�∂∗E + Hn−1�∂∗F,
as Radon measures, so

Ju(E ∪ F ) + Ju(E ∩ F ) ≤ Ju(E) + Ju(F ),(1.6)
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whenever E∆F is precompact. (The inequality reflects possible cancel-
lation of oppositely oriented pieces.) Therefore E minimizes Ju (in A)
if and only if E minimizes Ju on the inside and on the outside (in A).

Lemma 1.1. Let u be a locally Lipschitz function in the open set
Ω. Then u is a weak solution (subsolution, supersolution respectively)
of (∗) in Ω if and only if for each t, Et := {u < t} minimizes Ju in Ω
(on the outside, inside respectively).

The reader may look ahead to Example 1.5 to gain some insight into
the effect of this minimization principle.

Proof of Lemma 1.1. 1. Let v be a locally Lipschitz function such
that {v 
= u} ⊂⊂ Ω and K a compact set containing {v 
= u}. Set
Et := {u < t}, Ft := {v < t} and note that Ft∆Et ⊆ K for every t.
Select a < b such that a < u, v < b on K, and compute by the co-area
formula (see [99, p. 70]),

JK
u (v) =

∫
K
|∇v| + v|∇u|(1.7)

=
∫ b

a
|∂∗Ft ∩K| −

∫
K

∫ b

a
χ{v(x)<t}|∇u| + b

∫
K
|∇u|

=
∫ b

a
JK

u (Ft) + b

∫
K
|∇u|.

If each Et minimizes Ju in Ω, this formula shows that u minimizes
(1.5) in Ω, and is thereby a weak solution of (∗∗). The same argument
treats weak supersolutions and subsolutions separately. This proves one
direction of the Lemma.

2. Now suppose that u is a supersolution of (∗∗). Fix t0 and F such
that

F ⊆ Et0 , Et0 \ F ⊂⊂ Ω.

We aim to show that Ju(Et0) ≤ Ju(F ). Since Ju is lower semicontinuous,
we may assume that

Ju(F ) ≤ Ju(G),(1.8)

for all G with G∆Et0 ⊆ F∆Et0 . Now define the nested family

Ft :=

{
F ∩ Et, t ≤ t0,

Et, t > t0.
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By (1.8), Ju(F ) ≤ Ju(Et ∪ F ), so by (1.6),

Ju(Ft) ≤ Ju(Et) for all t.

Define v so that Ft = {v < t}, that is,

v :=

{
t0 on Et0 \ F
u elsewhere.

Note that v ∈ BVloc ∩ L∞
loc and {v 
= u} ⊂⊂ Ω, so Ju(v) makes sense.

Approximating v by smooth functions with |∇vi| ⇀ |∇v| as measures,
we find that Ju(u) ≤ Ju(v). Furthermore, (1.7) is valid for v. So by
(1.7), we conclude ∫ b

a
Ju(Et) dt ≤

∫ b

a
Ju(Ft) dt.

Together with the above, this shows that Ju(Et) = Ju(Ft) for a.e. t. By
(1.6), this shows Ju(Et ∪F ) ≤ Ju(F ) for a.e. t ≤ t0. Passing t↗ t0, we
obtain by lower semicontinuity

Ju(Et0) ≤ Ju(F ).

We have proven: if u is a supersolution of (∗∗), then for each t0, Et0

minimizes Ju on the inside.
3. Next assume that u is a subsolution of (∗∗). Similarly to the

above, we prove: for each t, {u ≤ t} minimizes Ju on the outside.
Choose ti ↗ t0, and note that {u ≤ ti} converges to Et0 locally in L1.
Using lower semicontinuity of Ju and a standard replacement argument,
it follows that Et0 minimizes Ju on the outside. q.e.d.

Initial Value Problem. We will usually combine the above def-
inition with an initial condition consisting of an open set E0 with a
boundary that is at least C1. We say that u is a weak solution of (∗∗)
with initial condition E0 if

u ∈ C0,1
loc (M), E0 = {u < 0}, and u satisfies (1.5) in M \ E0.(††)

This imposes the Dirichlet boundary condition u = 0 on ∂E0. It is
reasonable to expect Lipschitz continuity up to the boundary in view
of (1.4), provided that the mean curvature of ∂E0 is bounded at least
in a weak sense. For particularly bad initial conditions, however, this
requirement should be weakened (see [52]).
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Let Et be a nested family of open sets in M , closed under ascending
union. Define u by the characterization Et = {u < t}. We say that
(Et)t>0 is a weak solution of (∗) with initial condition E0 if

u ∈ C0,1
loc (M) and Et minimizes Ju in M \ E0 for each t > 0.(†)

Observe that (†) allows slightly more competitors than (††), since it
permits F∆Et to touch ∂E0. Nevertheless, using Lemma 1.1 and ap-
proximating up to the boundary, it is quite straightforward to show

Lemma 1.2. (††) is equivalent to (†).
At this point, the crucial question arises to whether the equation

holds at the initial time. By approximating s↘ t, we see that (††) and
(†) are equivalent to

u ∈ C0,1
loc (M) and {u ≤ t} minimizes Ju in Ω \ E0 for each t ≥ 0.

(1.9)

However, we cannot deduce that E0 minimizes Ju in M \ E0, since in
general {u = 0} may have positive measure. In fact, the equation can
be satisfied at t = 0 only if E0 is assumed to be in the correct class to
begin with! We will take up this essential point in Lemma 1.4 below.

Regularity. Our variational formulation was partly inspired by
Visintin [106], who noticed that an appropriate minimization principle
can force H to be bounded. As a result, the regularity theory is es-
sentially spatial in character, and succumbs to methods of geometric
measure theory. The price of keeping H bounded is temporal irregular-
ity in the form of jumps.

Let f be a bounded measurable function on a domain Ω with smooth
metric g. Suppose E contains an open set U and minimizes the func-
tional

|∂∗F | +
∫

F
f

with respect to competitors F such that

F ⊇ U, F∆E ⊂⊂ Ω.

We say that E minimizes area plus bulk energy f in Ω, respecting the
obstacle U .

The following regularity theorem is obtained by [78, 25] in the C1

case; [75, 1, 72, 101] in the C1,α case, 0 < α < 1, and [13, 72, 100] in
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the C1,1 case. In the references for (ii), the case of a nonflat background
metric g is not treated. However, carefully reworking the monograph
[102] suffices to establish the estimate with the given dependencies.

Regularity Theorem 1.3. Let n < 8.

(i) If ∂U is C1 then ∂E is a C1 submanifold of Ω.

(ii) If ∂U is C1,α, 0 < α ≤ 1/2, then ∂E is a C1,α submanifold
of Ω. The C1,α estimates depend only on the distance to ∂Ω,
ess sup |f |, C1,α bounds for ∂U , and C1 bounds (including positive
lower bounds) for the metric g.

(iii) If ∂U is C2 and f = 0 (the case of pure area minimization with
obstacle), then ∂E is C1,1, and C∞ where it does not contact the
obstacle U .

Let u solve (††). For the duration of the paper, set

Et := {u < t}, E+
t := int{u ≤ t}, Nt := ∂Et, N+

t := ∂E+
t .

For n < 8, the Regularity Theorem, Lemma 1.2, and (1.9) imply that
N+

t = ∂{u > t} and that Nt and N+
t possess locally uniform C1,α

estimates depending only on the local Lipschitz bounds for u.2 In
particular, for all t > 0,

Ns → Nt as s↗ t, Ns → N+
t as s↘ t,(1.10)

in the sense of local C1,β convergence, 0 ≤ β < α. If ∂E0 is C1,α, the
estimates and convergence also hold as s↘ 0.

When n ≥ 8, the Regularity Theorem and the convergence (1.10)
remain true away from a closed singular set Z of dimension at most
n− 8 and disjoint from U .

Weak Mean Curvature. In order to give a PDE interpretation of
our solutions, we will define the mean curvature of a surface that is not
quite smooth. Let N be a hypersurface in M , X a compactly supported
vectorfield defined on M , and (Φs)−ε<s<ε the flow of diffeomorphisms
generated by X, Φ0 = idM . The first variation formula for area [99, p.
80] states

d

ds

∣∣∣∣
s=0

|Φs(N) ∩W | =
∫

N∩W
divN X dµ =

∫
N∩W

Hν ·X dµ,(1.11)

2M. Heidusch [46] has recently improved this to C1,1 regularity.
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for any precompact open set W containing the support of X. Here dµ
is the surface measure of N , and divN X(x) :=

∑
i ∇eiX(x) · ei, where

e1, . . . en−1 is any orthonormal basis of TxN . When N is smooth, the
first inequality is proven by differentiating under the integral sign, and
the second by integration by parts.

When N is C1, or C1 with a small singular set and locally finite
Hausdorff measure, we use the second equality as a definition. A locally
integrable function H on N is called the mean curvature provided it
satisfies (1.11) for every X in C∞

c (TM).
For minimizers of (1.5), by the co-area formula and the dominated

convergence theorem,

0 =
d

ds

∣∣∣∣
s=0

Ju(u ◦ Φs)

=
d

ds

∣∣∣∣
s=0

(∫ ∞

−∞

∫
Nt∩W

|det dΦs(x)| dHn−1(x) dt

+
∫

W
u(Φs(x))|∇u(x)| dx

)
=
∫ ∞

−∞

∫
Nt∩W

divNt X dHn−1 dt+
∫

W
∇u ·X|∇u| dx.

Thus the linear functional of X given by the first term is bounded by
C
∫
M |X| dx, and therefore can be represented by a vectorfield Hν on

M , whereH is some bounded measurable function and ν is a measurable
unit vectorfield on M . By the co-area formula, we obtain

0 =
∫ ∞

−∞

∫
Nt

(Hν + ∇u) ·X dHn−1 dt, X ∈ C1
c (TM).

By Lebesgue differentiation and comparison with the above, this shows
that for a.e. t and a.e. x ∈ Nt, ν is the unit normal, H is the weak
mean curvature, and

H = |∇u| a.e. x ∈ Nt, a.e. t.(1.12)

For later use, we mention the following convergence fact. If N i is a
sequence of C1 hypersurfaces, N i → N locally in C1, and

sup
i

ess sup
N i

|HN i | <∞,
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it follows from (1.11) and the Riesz Representation Theorem that HN

exists weakly as a locally L1 function, with the weak convergence∫
N i

HN iνN i ·X →
∫

N
HNνN ·X, X ∈ C0

c (TM),(1.13)

and lower semicontinuity

ess sup
N

|HN | ≤ lim inf
i→∞

ess sup
Ni

|HNi |,(1.14) ∫
N
φ|HN |2 ≤ lim inf

i→∞

∫
Ni

φ|HNi |2,

for any φ ∈ C0
c (M).

Minimizing Hulls. To explain the jumps, we introduce some
terminology. Let Ω be an open set. We call E a minimizing hull (in Ω)
if E minimizes area on the outside in Ω, that is, if

|∂∗E ∩K| ≤ |∂∗F ∩K|,
for any F containing E such that F \ E ⊂⊂ Ω, and any compact set
K containing F \ E. We say that E is a strictly minimizing hull (in
Ω) if equality implies that F ∩ Ω = E ∩ Ω a.e. (See [10] for a related
definition.)

It is easily checked that the Lebesgue points of a minimizing hull
form an open set in Ω. In general we prefer to work with this unique,
open, representatative.

The intersection of a countable collection of minimizing hulls is a
minimizing hull, and the same goes for strictly minimizing. Now let E
be any measurable set. Define E′ = E′

Ω to be the intersection of (the
Lebesgue points of) all the strictly minimizing hulls in Ω that contain
E. Working modulo sets of measure zero, this may be realized by a
countable intersection, so E′ itself is a strictly minimizing hull, and
open. We call E′ the strictly minimizing hull of E (in Ω). Note that
E′′ = E′.

If E ⊂⊂ M and M grows at infinity (for example, if M is asymp-
totically flat), then E′, taken in M , is precompact as well. In this case
E′ satisfies the “shrink-wrap” obstacle problem

|∂E′| ≤ |∂F | whenever E ⊆ F ⊂⊂M.

Sometimes there are several distinct solutions, but they are all contained
in E′ a.e.
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If ∂E is C2, the C1,1 regularity given in Theorem 1.3(iii) applies to
E′. For the weak mean curvature, we have

H∂E′ = 0 on ∂E′ \ ∂E,(1.15)

H∂E′ = H∂E ≥ 0 Hn−1-a.e. on ∂E′ ∩ ∂E.
In this language, our variational definition of the flow has the following
important consequence. M need not be complete.

Minimizing Hull Property 1.4. Suppose that u satisfies (††) and
M has no compact components. Then:

(i) For t > 0, Et is a minimizing hull in M .

(ii) For t ≥ 0, E+
t is a strictly minimizing hull in M .

(iii) For t ≥ 0, E′
t = E+

t , provided that E+
t is precompact.

(iv) For t > 0, |∂Et| = |∂E+
t |, provided that E+

t is precompact. This
extends to t = 0 precisely if E0 is a minimizing hull.

Note that the function u can take an arbitrary constant value on
each compact component of M that does not meet E0; the resulting
nonuniqueness would falsify (ii) and (iii).

Proof. (i) By (†),

|∂Et ∩K| +
∫

F\Et

|∇u| ≤ |∂∗F ∩K|,(1.16)

for t > 0, any F with F∆Et ⊂⊂M \Et, and K containing F∆Et. That
is, Et is a minimizing hull, t > 0.

(ii) By (1.9) and the fact that |∇u| = 0 a.e. on {u = t},

|∂E+
t ∩K| +

∫
F\E+

t

|∇u| ≤ |∂∗F ∩K|,(1.17)

for t ≥ 0, any F with F∆E+
t ⊂⊂M \Et, and suitable K, proving that

E+
t is a minimizing hull, t ≥ 0. To prove strictly minimizing, suppose

F contains E+
t and

|∂∗F ∩K| = |∂E+
t ∩K|.

Then by (1.17), ∇u = 0 a.e. on F \ E+
t . And clearly, F itself is a

minimizing hull, so by a measure zero modification, we may assume F
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is open. Then u is constant on each connected component of F \ E+
t .

Since M has no compact components and F has no wasted perimeter,
no such component can have closure disjoint from E

+
t , so u = t on

F \ E+
t , so F ⊆ E+

t . This proves that E+
t is a strictly minimizing hull.

(iii) It follows that E′
t ⊆ E+

t . If E+
t is precompact, then E′

t must
coincide with E+

t , for otherwise |∂E′
t| < |∂E+

t |, contradicting (1.17).
(iv) If E+

t is precompact, then so is Et, and by cross substitution
in (1.16) and (1.17), we get |∂Et| ≤ |∂E+

t | and |∂E+
t | ≤ |∂Et|, proving

(iv) for t > 0, and for t = 0 if E0 happens to be a minimizing hull itself.
q.e.d.

Returning to the question of the initial condition, we see by Lemma
1.4(iv) that Et minimizes Ju in M \ E0 for all t ≥ 0 if and only if (†)
holds and E0 is a minimizing hull. This gives a stronger attainment of
the initial condition than (†) alone. In this case, one might say that
(Et)0≤t<∞ is a weak solution of (∗). However, this terminology differs
so subtly from our previous locutions that we will avoid it.

As a consequence of Lemma 1.4, the effect of the minimization prin-
ciple (1.5) can be described heuristically as follows. The statement is
not precise since, in principle, there may be an infinite number of jump
times.

(1) As long as Et remains a minimizing hull, it flows by the usual
inverse mean curvature flow.

(2) When this condition is violated, Et jumps to E′
t and continues.

In particular, the mean curvature is nonnegative on the flowing surfaces
after time zero, even if the curvature of ∂E0 is mixed.

Two Spheres Example 1.5. In the following example, the surface
does indeed jump. Suppose E0 is the union of two balls in R3 at some
distance from one another. Each ball expands until the first instant
t = tjump when the two spheres can be enclosed by a connected surface
of equal area. At this instant, a catenoidal bridge forms between the
two balls and the flow continues.

Note that tjump < ttouch, the time when the two spheres would make
contact classically. If we flow up to time ttouch without jumping, then
u minimizes (1.5) on {u < ttouch}, but not on larger sets. So, not only
does the flow meet the obstacle of its own history, but if it waits too
long to jump, it cannot continue at all.
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u<t

u>t

u<t

(jump region)
u=t

Figure 2: Two Spheres Joining.

G. Bellettini originally showed us this example, observing that any
choice of jump time (before the spheres touch) yields a viscosity solution
of (∗∗), so viscosity solutions are nonunique. The variational principle
Ju serves to select the jump time.

A more extreme form of jumping is:

If u weakly solves (∗∗), then so does min(u, t) for each t ∈ R.(1.18)

That is, the surfaces would like to jump instantly to infinity in order to
exploit the negative bulk energy term in Ju(F ). To prove this, recall
that for s ≤ t and K containing Es∆F ,

|∂Es ∩K| −
∫

Es∩K
|∇u| ≤ |∂∗F ∩K| −

∫
F∩K

|∇u|.

If u is replaced by min(u, t), the left hand side only increases, while
the right-hand side is unchanged. This shows that min(u, t) is a weak
solution, by Lemma 1.1.

Exponential Growth Lemma 1.6. Let (Et)t>0 solve (†) with ini-
tial condition E0. As long as Et remains precompact, we have the fol-
lowing:

(i) e−t|∂Et| is constant for t > 0.
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(ii) If E0 is a minimizing hull, then |∂Et| = et|∂E0|.
Proof. It follows from the minimization property (†) that Ju(Et)

is independent of t, t > 0. By the co-area formula, this implies that
|∂Et| −

∫ t
0 |∂Es| ds is constant for t > 0, which yields (i). A similar

exponential growth applies to |∂E+
t |, t ≥ 0. If E0 is a minimizing hull,

then Lemma 1.4(iv) yields (ii). q.e.d.

2. Further properties of inverse mean curvature flow

In this section we derive compactness and uniqueness theorems for
weak solutions of (1.5), and state the relationship between classical and
weak solutions.

Compactness Theorem 2.1. Let ui be a sequence of solutions of
(1.5) on open sets Ωi in M such that

ui → u, Ωi → Ω,

locally uniformly, and for each K ⊂⊂ Ω,

sup
K

|∇ui| ≤ C(K),

for large i. Then u is a solution of (1.5) on Ω.

Remarks. 1. For each t, the Regularity Theorem 1.3(ii) implies
that any subsequence of N i

t has a further subsequence that converges
in C1,α to some hypersurface Ñ , away from the singular set Z for u.
Whenever there is no jump, Ñ = Nt = N+

t , so for the full sequence,

N i
t → Nt locally in C1,α in Ω \ Z,(2.1)

for any t not belonging to the countable set of jump times.
2. The Lemma and Remark 1 still hold if we allow ui to solve (1.5)

with respect to a metric gi that converges to g in C1
loc.

Proof. 1. Let v be a locally Lipschitz function such that {v 
= u} ⊂⊂
Ω. We must prove that Ju(u) ≤ Ju(v). First we assume v < u+ 1.

Let φ ∈ C1
c (Ω) be a cutoff function such that φ = 1 on {v 
= u}.

Then
vi := φv + (1 − φ)ui
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is a valid comparison function for ui. So by (1.5), for sufficiently large
i, ∫

U
|∇ui| + ui|∇ui| ≤

∫
U
|∇vi| + vi|∇ui|

=
∫

U
|φ∇v + (1 − φ)∇ui + ∇φ(v − ui)|

+ (φv + (1 − φ)ui)|∇ui|

for appropriate U , so∫
U
φ|∇ui|(1 + ui − v) ≤

∫
U
φ|∇v| + |∇φ(v − ui)|.

The last term converges to zero. Since 1 + ui − v is eventually positive
and converges uniformly, it follows by lower semicontinuity that∫

U
φ|∇u|(1 + u− v) ≤

∫
U
φ|∇v|,

so u satisfies (1.5) for all v < u+ 1.
2. Next assume that u satisfies (1.5) for all w ≤ u + k, and prove

that it does for each v ≤ u+ 2k. Define

v1 := min(v, u+ k), v2 := max(v − k, u).

Then v1, v2 ≤ u+ k, so inserting v1 into Ju(u) ≤ Ju(v), we get∫
|∇u| + u|∇u| ≤

∫
v≤u+k

|∇v| + v|∇u| +
∫

v>u+k
|∇u| + (u+ k)|∇u|.

Inserting v2 into the same inequality, we get∫
|∇u| + u|∇u| ≤

∫
v≤u+k

|∇u| + u|∇u| +
∫

v>u+k
|∇v| + (v − k)|∇u|.

Adding these two inequalities and cancelling the extra Ju(u), we get
Jv(u) ≤ Ju(v), as required. q.e.d.

Uniqueness Theorem 2.2. Assume that M has no compact com-
ponent; M need not be complete.

(i) If u and v solve (1.5) on an open set Ω in M , and {v > u} ⊂⊂ Ω,
then v ≤ u on Ω.
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(ii) If (Et)t>0 and (Ft)t>0 solve (†) in a manifold M and the initial
conditions satisfy E0 ⊆ F0, then Et ⊆ Ft as long as Et is precom-
pact in M .

(iii) In particular, for a given E0, there exists at most one solution
(Et)t>0 of (†) such that each Et is precompact.

Without the compactness assumption, min(u, t) gives an example of
nonuniqueness. Another example occurs in the metric

g := a2(t)dr2 + et/2gS2 ,

where gS2 is the standard metric. The evolution is Nt = {t − c} × S2

quite independent of the choice of a. For a(t) := 1 + 1/t, t > 0, the
metric is asymptotic to a cylinder at one end and R3 at the other, and
a noncompact Et rushes in from infinity at any time t = c. This gives
nonuniqueness with E0 = ∅.

Proof. (i) First assume that u is a strict weak supersolution of (∗∗)
in the sense that for any Lipschitz function w ≥ u with {w 
= u} ⊂⊂ Ω,
we have ∫

|∇u| + u|∇u| + ε

∫
(w − u)|∇u| ≤

∫
|∇w| + w|∇u|,(2.2)

where ε > 0. Replace w by u+ (v − u)+ to obtain∫
v>u

|∇u| + u|∇u| + ε

∫
v>u

(v − u)|∇u| ≤
∫

v>u
|∇v| + v|∇u|,

and replace v by v − (v − u)+ and u by v in (1.5) to obtain∫
v>u

|∇v| + v|∇v| ≤
∫

v>u
|∇u| + u|∇v|.(2.3)

Adding these, we get∫
v>u

(v − u)(|∇v| − |∇u|) + ε

∫
v>u

(v − u)|∇u| ≤ 0.(2.4)

We expect the first integral to be much smaller than the second one near
the point of contact, because |∇u| nearly cancels |∇v|. To bring this
out, we need something like an upper bound for the positive quantity∫

(v − u)|∇u|, so we employ the minimizing property of u once again.
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We replace v by u+ (v− s−u)+, s ≥ 0, in (1.5) and integrate over s to
obtain∫ ∞

0

∫
v−s>u

|∇u| + u|∇u| dx ds ≤
∫ ∞

0

∫
v−s>u

|∇v| + (v − s)|∇u| dx ds.

(Since the functional is nonlinear, there can be no action at a distance;
the gap must be calibrated.) Switching the order of integration, we have∫

M
|∇u|

∫ ∞

−∞
χ{s>0}χ{v−u>s}(1 + u− v + s) ds dx

≤
∫

M
|∇v|

∫ ∞

−∞
χ{s>0}χ{v−u>s} ds dx

which yields∫
v>u

−(v − u)2

2
|∇u| ≤

∫
v>u

(v − u)(|∇v| − |∇u|).

Inserting this into (2.4) yields∫
v>u

−(v − u)2

2
|∇u| + ε(v − u)|∇u| ≤ 0.

Assuming v ≤ u+ ε, the above inequality implies that |∇u| = 0 a.e. on
{v > u}, and then (2.3) implies that |∇v| = 0 a.e. on {v > u}. Then
u and v are constant on each component of {v > u}. Since {v > u} is
precompact in Ω and Ω has no compact component, we conclude that
v ≤ u+ ε implies v ≤ u.

For general v, by subtracting a constant we can arrange that 0 <
sup(v − u) ≤ ε, contradicting what has just been proven. This estab-
lishes the result for any u that satisfies (2.2).

Now let u be an arbitrary weak supersolution of (∗∗). We may
assume that u > 0. Observe that for any ε > 0, uε := u/(1− ε) satisfies
(2.2) and {v > uε} is precompact. The above discussion shows that
v ≤ uε, so v ≤ u.

(ii) Recall by (1.18) that vt := min(v, t) solves (1.5) on M \F 0. Let
W := Et\F 0, a precompact open set. Since E0 ⊆ F0, we have vt < u+δ
near ∂W for each δ > 0, so {vt > u+δ} ⊂⊂W , so (i) implies vt ≤ u+δ
on W , so vt ≤ u on W . Since u < t on W , v ≤ u on W . Thus Et ⊆ Ft.

(iii) is immediate from (ii). q.e.d.

The next proposition shows that smooth flows satisfy the weak for-
mulation in the domain they foliate.
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Smooth Flow Lemma 2.3. Let (Nt)c≤t<d be a smooth family of
surfaces of positive mean curvature that solves (∗) classically. Let u = t
on Nt, u < c in the region bounded by Nc, and Et := {u < t}. Then for
c ≤ t < d, Et minimizes Ju in Ed \ Ec.

Proof. The exterior normal, defined by νu := ∇u/|∇u|, is a smooth
unit vector field on Ω with div νu = HNt = |∇u| > 0. Using νu as a
calibration, by the divergence theorem

|∂Et| −
∫

Et

|∇u| =
∫

∂E
ν∂E · νu −

∫
E
|∇u|

=
∫

∂∗F
ν∂∗F · νu −

∫
F
|∇u| ≤ |∂∗F | −

∫
F
|∇u|,

for any finite perimeter set F differing compactly from Et. q.e.d.

The next proposition says that the weak evolution of a smooth,
positively curved, strictly minimizing hull is smooth for a short time.

Smooth Start Lemma 2.4. Let E0 be a precompact open set in
M such that ∂E0 is smooth with H > 0 and E0 = E′

0. Then any
weak solution (Et)0<t<∞ of (†) with initial condition E0 coincides with
the unique smooth, classical solution for a short time, provided that Et

remains precompact for a short time.

Proof. Since (∗) is parabolic when H > 0, a classical solution Ft ex-
ists for a short time. By Lemma 2.3, this gives rise to a smooth solution
v of (††) defined in an open neighborhood W of E0. By 1.4(iii) and the
hypotheses, E+

0 = E′
0 = E0. Since Et is precompact, Et converges in

Hausdorff distance to E+
0 as t↘ 0, which shows that Et is precompact

in W for a short time. Then by Theorem 2.2(ii), Et = Ft for a short
time. q.e.d.

Remark. It can be shown that the weak solution remains smooth
until the first moment when either Et 
= E′

t, H ↘ 0, or |A| ↗ ∞.
Whether the latter two possibilities occur is unknown.

3. Elliptic regularization and existence

In this section we prove existence of solutions of the initial value
problem (††) by means of elliptic regularization, an approximation
scheme. We also get a useful local estimate of H and |∇u| that is
independent of the size of u.
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Recall that u is proper if each set {s ≤ u ≤ t} is compact. Write
H+ := max(0, H∂E0).

Weak Existence Theorem 3.1. Let M be a complete, connected
Riemannian n-manifold without boundary. Suppose there exists a proper,
locally Lipschitz, weak subsolution of (††) with a precompact initial con-
dition.

Then for any nonempty, precompact, smooth open set E0 in M , there
exists a proper, locally Lipschitz solution u of (††) with initial condition
E0, which is unique on M \E0. Furthermore, the gradient of u satisfies
the estimate

|∇u(x)| ≤ sup
∂E0∩Br(x)

H+ +
C(n)
r

, a.e. x ∈M \ E0,(3.1)

for each 0 < r ≤ σ(x), where σ(x) > 0 is defined in Definition 3.3.

Remarks. 1. The subsolutions required by the Theorem will exist
whenever M has some mild growth at infinity. In particular, if M is
asymptotically flat, or more generally, asymptotically conic, then M
will possess a subsolution of the form

v = C log |x|
in the asymptotic region.

2. As a consequence of (3.1), we can drop the local Lipschitz bounds
in the Compactness Theorem in favor of adding a constant.

Let v be the given subsolution at infinity, FL := {v < L}. We may
assume that E0 ⊆ F0. The domain ΩL := FL \ E0 is precompact.

To prove the theorem, we employ the following approximate equa-
tion, known as elliptic regularization (see [55]).
(�)ε

Eεuε := div

(
∇uε√|∇uε|2 + ε2

)
−√|∇uε|2 + ε2 = 0 in ΩL,

uε = 0 on ∂E0,

uε = L− 2 on ∂FL.

The relation between ε and L will be revealed below.
This equation has a geometric interpretation: it states that the

downward translating graph

N ε
t := graph

(
uε(x)
ε

− t

ε

)
, −∞ < t <∞,
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x
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Figure 3: Downward Translating Solution.

solves the inverse mean curvature flow (∗) in the manifold M × R. To
see this, define

U ε(x, z) := uε(x) − εz, (x, z) ∈ ΩL × R,(3.2)

so N ε
t = {U ε = t}. Then assuming smoothness, one checks that U ε

satisfies (∗∗) on ΩL × R if and only if uε satisfies (�)ε on ΩL.

Example 3.2. Note that the natural units of ε are 1/x, since t
is unitless. So by scaling ε → 0, we are actually scaling x → ∞. This
suggests that our more difficult problems will be in the large rather than
in the small.

In fact, for positive ε, solutions of (�)ε do not exist globally, but
only on a ball Bc/ε. The Maple-computed figure exhibits a rotationally
symmetric solution u(x) = f(|x|) on R3 with ε = 1. Near x = 0,
u ∼ (n − 1) log |x|. At |x| = c ≈ 1.98, u ceases to exist; its first and
second derivatives diverge to ∞.
A solution uε can be obtained from u by

uε(x) := u(εx), 0 < |x| < c/ε.

(Thus L cannot exceed c/ε in the flat case.) As ε → 0, then modulo
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vertical translations, uε converges to the solution

u(x) := (n− 1) log |x|, x ∈ Rn \ {0},
of (∗∗), corresponding to an expanding sphere.

Estimate of H. We will derive a local estimate for H for smooth
solutions of (∗). The −|A|2/H term in (1.3) is so strong that the esti-
mate is independent of the oscillation of u. The estimate improves on
(1.4).

Definition 3.3. For any x ∈ M , define σ(x) ∈ (0,∞] to be the
supremum of radii r such that Br(x) ⊂⊂M ,

Rc ≥ − 1
100nr2

in Br(x),

and there exists a C2 function p on Br(x) such that

p(x) = 0, p ≥ d2
x in Br(x),

yet
|∇p| ≤ 3dx and ∇2p ≤ 3g on Br(x),

where dx is the distance to x. In flat space, p(y) := |y − x|2 does the
job with r = ∞. More generally, a sufficient condition is the existence
of a diffeomorphism of Br(x) with a smooth ball in Rn such that

|g − δ| ≤ 1
100

and |gij,k| ≤ 1
100r

in Br(x).

Then p(y) := 100|y − x|2/99 will do the trick, where | · | represents
distance in coordinates.

Now we will obtain an estimate of H using the maximum principle.
Fix x and 0 < r < σ(x), and write Br for Br(x). Define the speed
function ψ = 1/H and transform (1.3) to

∂ψ

∂t
= ψ2(∆ψ + |A|2ψ + Rc(ν, ν)ψ)(3.3)

≥ ψ2∆ψ +
ψ

n− 1
− ψ3

100nr2
,

on Nt ∩ Br. We seek a function φ = φ(y) that vanishes on ∂Br and is
a subsolution of (3.3) along Nt ∩Br. For this purpose, it suffices that

∂φ

∂t
≤ φ2∆φ+

φ

2n
,(3.4)
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provided we assume φ ≤ r.
We have the following relations to the ambient derivatives of φ,

∂φ

∂t
= ψν · ∇φ, ∆φ = trNt

(∇2φ
)− 1

ψ
ν · ∇φ,

where ∂φ/∂t is the derivative following a particle on Nt and ν is the
exterior normal of Et.

If we assume that φ < ψ initially on Nt ∩Br, then at the first point
of contact, we have φ = ψ. Therefore, for the purpose of producing a
subsolution, we may replace ψ by φ in the ambient relations and substi-
tute the modified relations into (3.4), to obtain the following sufficient
condition for φ = φ(y) to be a subsolution of (3.3),

0 ≤ φ2trNt

(∇2φ
)− 2φν · ∇φ+

φ

2n
,(3.5)

where this is required to hold for every x ∈ Br and every hyperplane S
and unit vector ν in TxM . Define

φ(y) :=
A

r
(r2 − p(y))+,

where p is as defined above. Then φ = 0 on ∂Br, and φ ≤ r provided
A ≤ 1. By the definition of p, |∇p| ≤ 3r and trNt

(∇2p
) ≤ 3(n− 1), so

by calculation, φ satisfies (3.5) provided 3nA2 + 6A ≤ 1/2n, for which
A ≤ 1/6n(n+ 1) suffices. This shows that the function

h(x) :=
Br

(r2 − p(y))+

is a smooth supersolution on Nt ∩Br of the evolution equation (1.3) for
H wherever h is finite, provided B ≥ 6n(n+ 1).

Fix t, assume x ∈ Nt, and define the parabolic boundary of the flow
to be

Pr = Pr(x, t) := (Br ∩N0) × {0} ∪ (∪0≤s≤t(Br ∩ ∂Ns) × {s})

and
Hr = Hr(x, t) := sup

(y,s)∈Pr

H(y, s),

where we allow Ns to have a smooth boundary ∂Ns. Set

B := max(rHr, 6n(n+ 1)),
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which ensures that h is a supersolution and h ≥ H on Pr. By the
maximum principle, h ≥ H everywhere on Ns ∩ Br, 0 ≤ s ≤ t, so in
particular

H(x, t) ≤ h(x, t) =
B

r
= max

(
Hr,

6n(n+ 1)
r

)
.

We have proven the following lemma.

Interior Estimate of H. Let (Nt)0≤s≤t solve (∗) smoothly in M ,
where Nt may have boundary. Then for each x ∈ Nt and each r < σ(x),
we have

H(x, t) ≤ max
(
Hr,

C(n)
r

)
,(3.6)

where Hr is the maximum of H on Pr, the parabolic boundary of the
intersection of the flow with Br(x), 0 ≤ s ≤ t.

To solve equation (�)ε, we will estimate solutions of the following
family of equations,

(�)ε,τ
Eεuε,τ := div

(
∇uε,τ√|∇uε,τ |2 + ε2

)
−√|∇uε,τ |2 + ε2 = 0 in ΩL,

u = 0 on ∂E0,

u = τ on ∂FL,

for 0 ≤ τ ≤ L− 2.

Lemma 3.4. Suppose the subsolution v provided in Theorem 3.1 is
smooth, with ∇v 
= 0. Then for every L > 0, there is ε(L) > 0 such
that for 0 < ε ≤ ε(L) and 0 ≤ τ ≤ L− 2, a smooth solution of (�)ε,τ on
ΩL satisfies the following estimates:

uε,τ ≥ −ε in ΩL, uε,τ ≥ v + τ − L in FL \ F0,(3.7)
|∇uε,τ | ≤ H+ + ε on ∂E0, |∇uε,τ | ≤ C(L) on ∂FL,(3.8)

|∇uε,τ (x)| ≤ max
∂ΩL∩Br(x)

|∇uε,τ | + ε+
C(n)
r

, x ∈ ΩL,(3.9)

|uε,τ |C2,α(ΩL) ≤ C(ε, L),(3.10)

for any r with 0 < r ≤ σ(x). Here H+ = max(0, H∂E0).
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Note that (3.8) and (3.9), with r = σ(x), yield uniform C0,1 esti-
mates (independent of ε and L) on each compact set, for all sufficiently
large L.

Proof of Lemma 3.4. 1. We will use supersolutions and subsolutions,
(3.6), and standard theorems. Write u = uε,τ .

The particular size of ΩL on which u exists is determined by the
availability of subsolutions, as can be seen in Example 3.2. Subsolutions
are delicate and require conditions on the asymptotic region, since the
surfaces really would like to jump instantly to infinity.

First we construct a subsolution that bridges from E0 to where v
starts. It is a perturbation of zero, and hence allows for unrestricted
jumps in the compact part of the manifold. Define G0 = E0, Gs :=
{x : dist(x,E0) < s}. Select sL so that GsL contains FL. (This is
possible since M is connected and E0 is nonempty.) Let Σ be the cut
locus of E0 in M . On M \E0 \Σ, the distance function is smooth, each
point is connected to E0 by a unique length-minimizing geodesic γ, and
∂Gs foliates a neighborhood of γ. Differentiating along γ, we have by
(1.2),

∂H

∂s
= −|A|2 − Rc(ν, ν) ≤ C1 on ∂Gs \ Σ, 0 ≤ s ≤ sL,

where C1 = C1(L), yielding

H∂Gs ≤ max
∂E0

H+ + C1s ≤ C2 on ∂Gs \ Σ, 0 ≤ s ≤ sL,

where C2 = C2(L). Now consider the prospective subsolution

v1(x) := f(s) = f(dist(x,G)), x ∈ GsL \ E0,

with f ′ < 0. Then(
gij − νiνj

)∇2
ijv1 = f ′H∂Gs ≥ C2f

′,

and hence√
(f ′)2 + ε2 Eεv1 =

(
gij − (f ′)2νiνj

(f ′)2 + ε2

)
∇2

ijv1 − (f ′)2 − ε2

≥ C2f
′ +

ε2f ′′

(f ′)2 + ε2
− (f ′)2 − ε2,
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on the smooth part, GsL \ E0 \ Σ. Therefore, Eε
2v1 ≥ 0 on this set,

provided
((f ′)2 + ε2)((f ′)2 + ε2 − f ′C2) ≤ ε2f ′′.

Set
f(s) :=

ε

A
(−1 + e−As), 0 ≤ s ≤ sL.

Then we have ε2 ≤ |f ′| ≤ ε, provided that we impose ε ≤ ε(A,L) :=
e−AsL . Choosing A = A(L) := 4 + 2C2, we have

((f ′)2+ε2)((f ′)2+ε2−f ′C2) ≤ 2ε2(2ε2+C2|f ′|) ≤ 2ε2(2+C2)|f ′| = ε2f ′′,

as required. This shows that for sufficiently small ε, the function

v1(x) :=
ε

4 + 2C2

(
−1 + e−(4+2C2)s

)
, s = dist(x, ∂G0),

is a smooth subsolution for Eε on GsL \ E0 \ Σ.
We claim that v1 is a viscosity subsolution of Eε on all of GsL \ E0

(see [24]). Suppose φ is a smooth function tangent to v1 from above at
a point x. Since f ′ < 0, {φ = v1(x)} is locally a smooth hypersurface
tangent to Gs at x from outside, from which it follows by solving the
Riccati equation backward along γ that x /∈ Σ. Therefore, we have
Eεφ(x) ≥ 0, which proves the claim.

Since u ≥ v1 on the boundary, it follows by the maximum principle
for viscosity solutions that

u ≥ v1 ≥ −ε in ΩL,
∂u

∂ν
≥ −ε on ∂E0.(3.11)

2. Next, consider the function

v2 :=
L− 1
L

v + τ − (L− 1).

Clearly E0v2 > 0 on FL \ F0. Since the domain is compact, for all
sufficiently small ε we obtain Eεv2 > 0. Note that

u ≥ −ε ≥ v2 on ∂F0, u = τ = v2 on ∂FL,

since 0 ≤ τ ≤ L− 2. Then by the maximum principle,

u ≥ v2 ≥ v + τ − L in FL \ F0,
∂u

∂ν
≥ −C(L) on ∂FL,(3.12)
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Since any constant is a supersolution of (�)ε,τ , we obtain

u ≤ τ in ΩL,
∂u

∂ν
≤ 0 on ∂FL.(3.13)

3. Next we construct a supersolution along ∂E0. Choose a smooth
function v3 vanishing on ∂E0, such that

H+ <
∂v3
∂ν

≤ H+ + ε along ∂E0.

This implies that for sufficiently small δ > 0, |∇v3| > 0 and E0v3 < 0 in
the neighborhood U := {0 ≤ v3 ≤ δ}. Now define the sped-up function

v4 :=
v3

1 − v3/δ
, x ∈ U.

Then E0v4 < 0 as well, and v4 → ∞ on ∂U \ ∂E0. Then for sufficiently
small ε, depending on L, Eεv4 < 0 on the set V := {0 ≤ v4 ≤ L}. Since
u ≤ L − 2 by (3.13), we have u ≤ v4 on ∂V . Then by the maximum
principle, we obtain u ≤ v4 on V , and therefore

∂u

∂ν
≤ ∂v4

∂ν
=
∂v3
∂ν

≤ H+ + ε on ∂E0,(3.14)

for sufficiently small ε. Collecting together (3.11), (3.12), (3.13), and
(3.14), we have proven (3.7) and (3.8).

4. Let N ε,τ
t denote the level-set {U = t} of the function U(x, z) :=

uε,τ (x) − εz, −∞ < t <∞. Equation (�)ε,τ asserts

HNε,τ
t

=
√

|∇u|2 + ε2,

which says as pointed out above that N ε,τ
t solves the inverse mean cur-

vature flow in ΩL × R. Let B̃ := Bn+1
r (x, z) be an (n+ 1)-dimensional

ball in M×R. Since the parabolic boundary of the flow N ε,τ
t is nothing

more than various translates of ∂ΩL and |∇u| is independent of z, we
may apply (3.6) to N ε,τ

t in B̃ to yield√
|∇u|2 + ε2 ≤ sup

t
max

∂Nε,τ
t ∩B̃

√
|∇u|2 + ε2 +

C(n)
r

≤ max
∂ΩL∩Br(x)

|∇u| + ε+
C(n)
r

,
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for x ∈M \E0 and any r with 0 < r ≤ σM (x) = σM×R(x, u(x)/ε). This
is (3.9).

Then (3.8) and (3.9) yield the estimate |u|C0,1(ΩL) ≤ C(L) for all
sufficiently small ε. Following the method of [35, Thm. 13.2], the
Nash-Moser-De Giorgi estimates yield |u|C1,α(ΩL) ≤ C(ε, L), where
α = α(ΩL). The Schauder estimates [35] complete the proof of (3.10).

q.e.d.

Approximate Existence Lemma 3.5. Under the hypotheses of
Lemma 3.4, a smooth solution of (�)ε exists.

Proof. 1. We use the method of continuity applied to (�)ε,τ , 0 ≤
τ ≤ L−2. First let us prove that there is a solution for τ = 0 and small
enough ε. Set u = εw and rewrite (�)ε,τ as

F ε(w) := div

(
∇w√|∇w|2 + 1

)
− ε
√

|∇w|2 + 1 = 0,

with w = 0 on ∂ΩL. Clearly the map

F : C2,α
0 (ΩL) × R → Cα(ΩL),

defined by F (w, ε) := F ε(w) is C1, and possesses the solution F 0(0) = 0.
The linearization of F 0 at w = 0 is given by

DF 0|0 = ∆ : C2,α
0 (ΩL) → Cα(ΩL),

the ordinary Laplace-Beltrami operator, an isomorphism. Then by the
Implicit Function Theorem there is a solution of F ε(w) = 0 for suffi-
ciently small ε, and hence of (�)ε,τ with τ = 0.

2. Next we fix ε and vary τ . Let I be the set of τ such that (�)ε,τ

possesses a solution. Now I contains 0 by Step 1, and I ∩ [0, L − 2] is
closed by estimate (3.10) and the Arzela-Ascoli theorem.

Let us prove that I is open. Let π be the boundary values map
u �→ u|∂Ω, and define Gτ (u) := (Eε(u), π(u) − τχ∂FL

), so that (�)ε,τ is
equivalent to Gτ (u) = (0, 0). Clearly the map

F : C2,α(ΩL) × R → Cα(ΩL) × C2,α(∂ΩL),

defined by F (u, τ) = Gτ (u), is C1. The linearization of Gτ at a solution
u is given by

DGτ |u =
(DEε|u

π

)
: C2,α(ΩL) → Cα(ΩL) × C2,α(∂ΩL).
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Now Eε has the form

Eε(u) = ∇iA
i(∇u) +B(∇u),

which is independent of u, so it follows by the maximum principle that
the linearization

DεE|u(v) = ∇i(Ai
pj

(∇u)∇jv) +Bpj (∇u)∇jv

possesses only the zero solution. Then using existence theory and
Schauder estimates up to the boundary, DGτ |u is seen to be an iso-
morphism.

Then by the Implicit Function Theorem, the set of τ for which
Gτ (u) = (0, 0) is solvable (namely I) is open. Therefore L − 2 ∈ I,
which proves existence of uε in C2,α. Smoothness follows by Schauder
estimates. q.e.d.

Now we are prepared to prove the existence of the exact solution
u. Because the downward translating graphs are an exact solution of
(∗) one dimension higher, we may use the Compactness Theorem as it
stands to pass these sets to limits, obtaining a family of cylinders in
M ×R, which we will slice by M to obtain a family of surfaces weakly
solving (∗).

Proof of Theorem 3.1. 1. First assume that v is smooth with
nonvanishing gradient. By Lemma 3.5, for each L > 0 there exists a
smooth solution uε = uε,L−2 of (�)ε on ΩL, where ε = ε(L) → 0 as
L→ ∞. Combining (3.8) and (3.9), we find that

|∇uε(x)| ≤ max
∂E0∩Br(x)

H+ + 2ε+
C(n)
r

,

on each compact subset of M \ E0 and sufficiently large L. By the
Arzela-Ascoli theorem, there exists Li → ∞, εi → 0, a subsequence ui,
and a locally Lipschitz function u such that

ui → u,

locally uniformly on M \E0, and u satisfies estimate (3.1) in the limit.
By (3.7) with τ = L− 2,

u ≥ 0 in M \ E0, u→ ∞ as x→ ∞.
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Let Ui(x, z) = ui(x) − εiz as in (3.2), and set U(x, z) := u(x). Then

Ui → U,

locally uniformly on (M \ E0) × R with local Lipschitz bounds. The
sets

N i
t := {Ui = t} = graph

(
ui

εi
− t

εi

)
, −∞ < t <∞,

smoothly solve (∗) with H > 0 in the region ΩLi × R, so Lemma 2.3
implies that Ui satisfies the variational formulation (1.5) on ΩLi × R.
Then the Compactness Theorem 2.1 implies that U satisfies (1.5) on
(M \ E0) × R.

Let us check that u satisfies (1.5) on M \ E0. Let v be a locally
Lipschitz function such that {v 
= u} ⊂⊂ M \ E0. Let φ(z) be a cutoff
function with |φz| ≤ 1, φ = 1 on [0, S] and φ = 0 on R \ (−1, S + 1).
Inserting V (x, z) := φ(z)v(x) into JU (U) ≤ JU (V ), we obtain∫

K×[−1,S+1]
|∇u| + u|∇u| dx dz

≤
∫

K×[−1,S+1]
φ|∇v| + v|φz| + φv|∇u| dx dz,

where K contains {u 
= v}. Dividing by S and passing S → ∞ proves
that u satisfies (1.5). Finally, extend u negatively to E0 so that E0 =
{u < 0}. This completes the proof of existence of the initial value
problem (††) in the event that v is smooth with ∇v 
= 0.

2. In the general case, fix L > 0 and select an open set UL with
smooth boundary such that FL ⊂⊂ UL ⊂⊂ M . Modify the metric on
UL near ∂UL to obtain a complete metric gL on UL such that gL = g on
FL, gL ≥ g on all of UL, and near ∂UL, gL is isometric to a Riemannian
cone of the form

gL = Cs2g∂UL
+ ds2 in ∂UL × [C,∞).

For some α > 0, α log s is a smooth subsolution of (1.5) on ∂UL×[C,∞).
By step 1, there exists a proper solution uL of (††) in (ML, gL) with
initial condition E0.

By the reasoning of (1.18), min(v, L) is a weak subsolution of (∗∗)
in UL with respect to g. Since g = gL where v < L and otherwise
gL ≥ g, it follows that min(v, L) remains a weak subsolution when
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considered with respect to the metric gL. Then by the Comparison
Theorem 2.2(ii), we have uL ≥ v on FL. Passing L → ∞ and taking a
convergent subsequence via (3.1), the Compactness Theorem 2.1 yields
a solution u defined everywhere on M , with u ≥ v. Theorem 2.2(iii)
implies that u is unique. The gradient bound (3.1) is preserved. q.e.d.

Remarks. 1. By passing all of the surfaces N i
t to limits, we can

show that at a jump, the interior U of {u = t} × R is foliated by
surfaces that minimize area subject to an obstacle condition consisting
of the vertical walls ∂Et and ∂E+

t . Each such surface is either a vertical
cylinder or a smooth graph over an open subset of U . This construction
yields a high-speed movie of the jump from Nt to N+

t .
2. We mention an alternate weak formulation of the inverse mean

curvature flow. We call the locally Lipschitz function u a solution if
there exists a measurable vector field ν such that

|ν| ≤ 1, ∇u · ν = |∇u| a.e.,(3.15) ∫
Ω
∇φ · ν + φ|∇u| = 0 for all φ ∈ C1

c (Ω).

The vector field ν extends ∇u/|∇u| as a calibration across the gulfs.
In fact, ν is the projection to TM of the normal vector of the foliation
constructed above. The following properties hold:

(i) Formulation (3.15) implies the variational formulation (1.5).

(ii) Compactness holds for (3.15), and consequently the existence pro-
cedure does too.

(iii) Uniqueness then implies that (3.15) is equivalent to (1.5) under
the hypotheses of Theorem 3.1.

4. Topological consequences

We review the existence and topology of exterior regions, and prove
that in an exterior region, a surface evolving weakly by inverse mean
curvature flow remains connected. This sets the stage for bounding the
Euler characteristic in §5.

Exterior and Trapped Regions. Let us recall some definitions
and well-known results; see [32, 47, 76, 77, 87, 28]. Let M be a complete



392 g. huisken & t. ilmanen

3-manifold with asymptotically flat ends. We allowM to have a smooth,
compact boundary consisting of minimal surfaces (that is, surfaces of
vanishing mean curvature).

Let K1 be the closure of the union of the images of all smooth, com-
pact, immersed minimal surfaces in M . Since the region near infinity is
foliated by spheres of positive mean curvature, K1 is compact.

The trapped region K is defined to be the union of K1 together
with the bounded components of M \ K1. The set K is compact as
well. By minimization, there exists a smooth, embedded, stable surface
separating any two ends of M , so M \K contains exactly one connected
component corresponding to each end of M . The following lemma tells
us about the smoothness and topology of these components.

Lemma 4.1.

(i) The topological boundary of the trapped set K consists of smooth,
embedded minimal 2-spheres. The metric completion, M ′, of any
connected component of M \ K is an “exterior region”, that is,
M ′ is connected and asymptotically flat, has a compact, minimal
boundary, and contains no other compact minimal surfaces (even
immersed).

(ii) A 3-dimensional exterior region M ′ is diffeomorphic to R3 mi-
nus a finite number of open 3-balls with disjoint closures. The
boundary of M ′ minimizes area in its homology class.

Note that there is no curvature hypothesis. We take the metric com-
pletion rather than the closure because some component of K might
be a nonseparating surface. The Lemma embodies various well-known
theorems in the literature [76, 77, 28], but we sketch the proof for com-
pleteness.

Proof. (i) First we show that K can be generated by a tamer col-
lection of surfaces. Let C be the perimeter of some bounded open set
containingK, and let A be the collection of smooth, compact, embedded
minimal hypersurfaces in M such that:

(a) |N | ≤ C, and

(b) the double cover of N that orients its normal bundle is a stable
minimal immersion. (If N is transversely orientable, this says that
N itself is stable.)
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Let P be one of the surfaces used in defining K1, that is, an arbitrary
smooth, connected, compact, immersed minimal surface in M . Suppose
P /∈ A. Let M̂ be the metric completion of M \ P , and let P̂ be the
union of the (one or two) boundary components that correspond to P .
Let N minimize area among smooth surfaces in M̂ that separate P̂ from
infinity. Note that |N | ≤ C.

Since P /∈ A, either P has a segment of transverse double points,
|P | > C, or P fails the stability (b). It follows that N cannot contain
any component of P̂ . By the strong maximum principle, N lies in M \P .
It follows that N ∈ A.

Therefore, either P ∈ A, or P is separated from infinity by a disjoint
surface N ∈ A. This shows we may restrict to the class A in defining
K.

Now ∂K is contained in the closure of the union of A. But the class
A is compact in the C2 topology (see [87]), so in fact, each point of ∂K
lies in some N in A.

Let N , N1 be distinct, connected surfaces in A that meet ∂K. We
claim that they are disjoint. For otherwise, by the strong maximum
principle, they cross, and using N ∪ N1 as a barrier for an area mini-
mization problem, we find that N ∪N1 is contained in intK, a contra-
diction.

Next the surfaces in A that meet ∂K are actually isolated from one
another. Suppose we have connected surfaces N , Ni ∈ A such that each
Ni is disjoint from N , but the C2 limit surface touches N . Then by the
strong maximum principle, the limit surface equals N , so for sufficiently
large i, Ni is either a single or double cover over N under the nearest
point projection. In either case, the region between Ni and N is part of
the interior of K, so that eventually Ni does not meet ∂K. This shows
that a surface N ∈ A that meets ∂K is isolated from the other surfaces
in A that meet ∂K.

It follows that ∂K consists of a finite union of disjoint, connected,
stable minimal hypersurfaces. Each surface is either a component of
K, or bounds K on one side. This proves the smoothness of ∂K. The
spherical topology comes from (ii). The claims about M ′ are immediate.

(ii) Let M ′ be an exterior region. If M ′ is not simply connected
or has more than one end, then its universal cover must have several
ends, which as above, are separated by some smooth, compact minimal
surface. Clearly this surface is not contained entirely in the boundary,
so its projection to M ′ would violate the exterior region hypothesis.
Therefore M ′ is simply connected, with one end.
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By the Loop Theorem [48, 77] and simple connectedness, ∂M ′ con-
sists of 2-spheres. By simple connectedness, M ′ contains no one-sided
RP2, so by [76], any fake 3-cell in M ′ would be surrounded by a least
area sphere, which would contradict the exterior region hypothesis. The
manifold obtained by filling in the boundary spheres with balls and com-
pactifying at infinity is therefore a simply connected 3-manifold without
fake 3-cell, hence is S3. This implies that M ′ has the topology claimed.

To see that ∂M ′ is area-minimizing: using large spheres as barriers,
there is some area-minimizing compact surface N homologous to ∂M ′,
but since M ′ is an exterior region, N must lie in ∂M ′, and therefore
N = ∂M ′. q.e.d.

Remark. Statement (i) can alternately be proven by flowing a
large celestial 2-sphere forever by mean curvature. The mean curva-
ture remains positive, so the flow is unidirectional, and the maximum
principle keeps the spheres from the different ends from running into
each other. The flowing surface can split into further spheres which
eventually stabilize at a finite union of stable, smooth 2-spheres. The
area swept out is free of minimal surfaces. This argument can be made
rigorous by recent techniques of White [109].

The following lemma implies that a connected surface evolving in an
exterior region remains connected. We are grateful to P. Li for clarifying
the role of topology in part (ii) of the lemma.

Connectedness Lemma 4.2.

(i) A solution u of (1.5) has no strict local maxima or minima.

(ii) Suppose M is connected and simply connected with no boundary
and a single, asymptotically flat end, and (Et)t>0 is a solution of
(†) with initial condition E0. If ∂E0 is connected, then Nt remains
connected as long as it stays compact.

Proof. (i) If u possesses a strict local maximum or minimum, then
there is an “island” E ⊂⊂ Ω, that is, a connected, precompact compo-
nent of {u > t} or of {u < t} for some t. Define the Lipschitz function
v by v = u on Ω \ E, v = t on E. Then (1.5) yields∫

E
|∇u| + u|∇u| ≤

∫
E
t|∇u|.

In the case of {u > t}, this immediately implies that u = t on E, a
contradiction. In the case of {u < t}, we select t to ensure that u > t−1
on E, and again obtain a contradiction.
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(ii) Let Ω := M \E0. Let t > 0. By (1.10), each Nt is approximated
in C1 by earlier surfaces Nsi at which there are no jumps. Therefore we
may assume that Nt = {u = t}.

Let W := {u < t}. Because u is proper, W ∩ Ω is bounded. But by
(i), no component of W can be compactly contained in Ω. Therefore,
each component of W meets ∂Ω = ∂E0. Since ∂E0 is connected, it
follows that W is connected.

Let X := {u > t}. Since u is proper, X contains a neighborhood
of infinity, which is connected since M has only one end. On the other
hand, by (i), X has no precompact component. Therefore X is con-
nected.

If Nt has more than one component, then by the connectedness of X
and W , there is a closed loop γ that starts near ∂E0, crosses Nt via the
first component, and returns via the second component. By intersection
theory, γ cannot be homotoped to zero, a contradiction to the simple
connectedness. q.e.d.

5. Geroch monotonicity

The Geroch Monotonicity Formula states that the Hawking quasi-
local mass of a connected surface in a manifold of nonnegative scalar
curvature is monotone during the inverse mean curvature flow. It was
used by Geroch [30] and Jang-Wald [61] to argue for the Penrose In-
equality in case the flow remains smooth forever. In this section, we
establish the formula for the weak flow. An advantage of the elliptic
regularization approximation is that it preserves most of the geometry,
so a computation at the ε-level is feasible, which may then be passed to
limits.

Monotonicity Calculation. Let us first demonstrate the mono-
tonicity in the smooth case. Recall that the Hawking mass is defined by
mH(N) := |N |1/2(16π − ∫N H2)/(16π)3/2. We find by (1.1) and (1.3),

d

dt

∫
Nt

H2 =
∫

Nt

−2H∆
(

1
H

)
− 2|A|2 − 2Rc(ν, ν) +H2.

The Gauss equation implies

K = K12 + λ1λ2 =
R

2
− Rc(ν, ν) +

1
2
(
H2 − |A|2)
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where K is the Gauss curvature of N , K12 is the sectional curvature of
M in the direction of TxM , λ1, λ2 are the principal curvatures of N in
M , and R is the scalar curvature of M . Eliminating Rc in favor of R,
we find

d

dt

∫
Nt

H2 =
∫

Nt

−2
|DH|2
H2

− |A|2 −R+ 2K

= 4πχ(Nt) +
∫

Nt

−2
|DH|2
H2

− 1
2
H2 − 1

2
(λ1 − λ2)2 −R

≤ 1
2

(
16π −

∫
Nt

H2

)

provided that Nt is connected and R ≥ 0. (A similar calculation is
used in studying positive scalar curvature via stable minimal surfaces,
including the Schoen-Yau proof of the positive mass theorem.)

It follows that the quantity

et/2

(
16π −

∫
Nt

H2

)
is nondecreasing. Since |Nt|1/2 equals et/2 up to a factor, this shows
that mH(Nt) is nondecreasing.

The estimate of
∫
Nt
H2 is quite interesting in itself because it is

independent of the detailed geometry of M except the scalar curvature.
Heuristically, when the surface jumps, we should obtain by Lem-

ma 1.4(iv) and (1.15),∫
∂E+

t

H2 ≤
∫

∂Et

H2, |∂E+
t | = |∂Et|,

at least for t > 0, which implies that the monotonicity is preserved
even at a jump. This reasoning is valid at t = 0 as well, provided E0

is a minimizing hull. This is how the equation divines that there are
no other minimal surfaces in M . In the remainder of this section, we
substantiate this discussion.

Monotonicity Calculation, ε-Version. We will now reproduce
the Geroch formula in a weak setting. Assume for now thatN0 is smooth
and M possesses a smooth subsolution at infinity. Let uε := uε,L−2 be
an approximator defined over ΩL as in the proof of Theorem 3.1. Recall
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that N ε
t := graph(uε/ε − t/ε), −∞ < t < ∞, is a smooth inverse

mean curvature flow. Let ν be the downward unit normal to N ε
t . Note

H = − �H · ν > 0.
Select a cutoff function φ ∈ C2

c (R) such that φ ≥ 0, sptφ ⊆ [1, 5],
and

∫
φ(z) dz = 1. Fix an arbitrary T > 0 and require L ≥ T +7, ε ≤ 1,

so that ∂N ε
t is disjoint from M × sptφ for 0 ≤ t ≤ T . The boundary

term disappears and we calculate

d

dt

∫
Nε

t

φH2 =
∫

Nε
t

2φH
∂H

∂t
+H2∇φ · ν

H
+ φH2(5.1)

=
∫

Nε
t

φ

(
−2H∆

(
1
H

)
− 2|A|2 − 2Rc(ν, ν)

)
+ ∇φ · νH + φH2

=
∫

Nε
t

φ

(
−2

|DH|2
H2

− 2|A|2 − 2Rc(ν, ν) +H2

)
− 2Dφ · DH

H
+ ∇φ · νH,

for 0 ≤ t ≤ T . In integrated form this becomes

(5.2)∫
Nε

r

φH2 =
∫

Nε
s

φH2 +
∫ s

r

∫
Nε

t

φ

(
2
|DH|2
H2

+ 2|A|2 + 2Rc(ν, ν) −H2

)
+ 2Dφ · DH

H
−∇φ · νH,

for 0 ≤ r < s ≤ T .

Estimates. Let us estimate each of these terms in turn, with an
eye to making the above formula converge as ε→ 0, L→ ∞. Fix T > 0
and assume 0 ≤ t ≤ T . Our constants may depend on T but not on ε
or L.

By (3.7), there is R(T ) > 0 depending only on the subsolution v
such that

N ε
t ∩ (M × sptφ) ⊆ K(T ) := (BR(T ) \ E0) × [1, 5], 0 ≤ t ≤ T,(5.3)

a fixed compact set. Applying the minimizing hull property to the
supergraph Eε

t compared to the perturbation Eε
t ∪K(T ), we obtain the

area estimate

|N ε
t ∩ (M × sptφ)| ≤ |∂K(T )| = C(T ), 0 ≤ t ≤ T.(5.4)
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From (3.6), (3.8), the fact that HNε
t

= |∇uε|, and (5.3), we have for
L ≥ T + 8,

|H| ≤ C(T ) on N ε
t ∩ (M × sptφ), 0 ≤ t ≤ T.(5.5)

These two inequalities imply∫
Nε

t

φH2 + |∇φ · νH| ≤ C(T ), 0 ≤ t ≤ T.(5.6)

Next, ∣∣∣∣2Dφ · DH
H

∣∣∣∣ ≤ |Dφ|2
φ

+ φ
|DH|2
H2

≤ C + φ
|DH|2
H2

,

since φ is C2 of compact support. Putting these two inequalities into
(5.1), we obtain

d

dt

∫
Nε

t

φH2 ≤
∫

Nε
t

−φ
( |DH|2

H2
+ 2|A|2

)
+ C(T ), 0 ≤ t ≤ T,(5.7)

which implies together with (5.6) and (5.5) that∫ T

0

∫
Nε

t ∩(M×[2,4])

|DH|2
H2

+ |DH|2 + |A|2 ≤ C(T ),(5.8)

using a φ such that φ = 1 on [2, 4]. For any sequence εi → 0, Fatou’s
Lemma yields

lim inf
i→∞

∫
N

εi
t ∩(M×[2,4])

|DH|2
H2

+ |DH|2 + |A|2 <∞, a.e. t ≥ 0.(5.9)

Henceforth we shrink φ so that sptφ ⊆ [2, 4].

Convergence. As in the proof of Theorem 3.1, there are subse-
quences εi → 0, Li → ∞, N i

t = N εi
t such that

N i
t → Ñt = Nt × R locally in C1, a.e. t ≥ 0,(5.10)

where Nt = ∂Et and (Et)t>0 is the unique solution of (†) for E0.
We wish to pass (5.2) to limits. Let us first address the

∫
N i

t
φH2

term. By (1.14), this expression is lower semicontinuous as i → ∞ (at
least where there is no jump). To make this an equality for a.e. t ≥ 0,
we use growth control and Rellich’s theorem. By (5.7), the function
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∫
N i

t
φH2 − C(T )t is monotone, 0 ≤ t ≤ T . Therefore by choosing a

diagonal subsequence (labelled the same) we may arrange that

lim
i→∞

∫
N i

t

φH2 exists, a.e. t ≥ 0.(5.11)

Suppose t is such that (5.9) and (5.10) hold. It is possible to write the
converging surfaces N i

t simultaneously as graphs of C1 functions wi over
some smooth surface W , that is,

N i
t ∩ (M × [2, 4])

= {x+ wi(x)νW (x) : x ∈W} ∩ (M × [2, 4]), wi ∈ C1
loc(W ),

and wi → w locally in C1, where Ñt is the graph of w. (Here addition
indicates the normal exponential map.) Then by Rellich’s theorem,
(1.13), and (5.9), there is a subsequence ij such that

H
N

ij
t

→ H
Ñt

in L2(W ∩ (M × [2, 4])),(5.12)

where the curvature function are projected to W for comparison. We
conclude by (5.11) that the full sequence converges, namely∫

N i
t

φH2 →
∫

Ñt

φH2, a.e. t ≥ 0.(5.13)

Together with (5.6) and the bounded convergence theorem, this implies
that ∫ s

r

∫
N i

t

φH2 →
∫ s

r

∫
Ñt

φH2.(5.14)

for any 0 ≤ r < s.
Next we turn to the ∇φ · νH term. By (5.5) and (5.4), we have∫

N i
t

|∇φ · νH| ≤ C(T ) sup
N i

t

|∇φ · ν| → 0, a.e. t ≥ 0.

We have used the fact that N i
t converges locally in C1 to the vertical

cylinder Ñt, on which ν is perpendicular to ∇φ. Then by (5.6) and the
bounded convergence theorem, we obtain∫ s

r

∫
N i

t

|∇φ · νH| → 0.(5.15)

Next we address the |DH|2/H2 term.
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Lemma 5.1. For a.e. t ≥ 0,

H > 0 Hn−1-a.e. on Nt.

Proof. Clearly |∇u| > 0 a.e. with respect to the measure |∇u| dx.
By the co-area formula, this implies that |∇u| exists and |∇u| > 0 for
a.e. t ≥ 0 and Hn−1-a.e. x ∈ Nt. By (1.12), this implies the claimed
result. q.e.d.

In particular the integral
∫
Ñt

|DH|2/H2 makes sense for a.e. t.

Lower Semicontinuity Lemma 5.2. For each 0 ≤ r < s,∫ s

r

∫
Ñt

φ
|DH|2
H2

≤ lim inf
i→∞

∫ s

r

∫
N i

t

φ
|DH|2
H2

.

Proof. By (5.9), for a.e. t ≥ 0 there is a subsequence ij such that

sup
j

∫
N

ij
t ∩(M×[2,4])

|DH|2
H2

<∞.(5.16)

Let N̂ be a connected component of Ñt ∩ (M × [2, 4]), and let N̂ j be a
connected component of N ij

t ∩ (M × [2, 4]) converging locally in C1 to
N̂ .

Let aj be the median of logH on N̂ j . By (5.16) and the Rellich the-
orem, there exists a ∈ [−∞,∞), f ∈ L2(N̂), and a further subsequence
such that aj → a and

logHN̂j − aj → f in L2(W ) and a.e. on W,

where N̂ j , N̂ are written as C1 graphs over some nearby smooth surface
W , and the functions are projected to W .

If a = −∞, then logHN̂j → f + a = −∞ a.e., so HN̂j → 0 a.e.
on W . By the boundedness of H and the weak convergence (1.13), it
follows that HN̂ = 0 a.e. on N̂ . But by Lemma 5.1, this case is excluded
for a.e. t ≥ 0.

Therefore we assume a > −∞. Then

logHN̂j − aj → logHN̂ − a in L2(W ).

It follows that we have weak convergence of DH/H in each chart W .
Then by the usual lower semicontinuity, we obtain for a.e. t ≥ 0,∫

Ñt

φ
|DH|2
H2

≤ lim inf
i→∞

∫
N i

t

φ
|DH|2
H2

,
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which implies the desired result by Fatou’s Lemma. q.e.d.

The final term of (5.2) converges only weakly to zero.

Lemma 5.3. For each 0 ≤ r < s,∫ s

r

∫
N i

t

Dφ · DH
H

→ 0.

Proof. As is (5.15), the idea is that Dφ and DH are orthogonal
in the cylindrical limit. From the previous lemma, DH/H converges
weakly subsequentially for individual times, but it is tricky to control
the time direction. To do this, we recognize the inner integral as a
time derivative, using the fact that N i

t is moving rigidly by translation.
Defining

gi(t) :=
∫

N i
t

−εiφ(z)
∂

∂z
· DH
H

dµN i
t
(x, z)

=
∫

N
εi
0

−εiφ(z − t/εi)
∂

∂z
· DH
H

dµN
εi
0

(x, z),

we notice that

d

dt
gi(t) =

∫
N

εi
0

φ′(z − t/εi)
∂

∂z
· DH
H

=
∫

N i
t

φ′(z)
∂

∂z
· DH
H

=
∫

N i
t

Dφ · DH
H

=: fi(t).

We have by Cauchy’s inequality, (5.4), and (5.8),

sup
i

∫ T

0
|fi| <∞,

∫ T

0
|gi| ≤ C(T )εi → 0,

for each T > 0, hence

fi ⇀ 0 on [0,∞),

in the sense of measures, which gives the result. q.e.d.

Weak Second Fundamental Form. In order to cope with
the |A|2 term, we define the second fundamental form of a surface in
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W 2,2 ∩C1. See Hutchinson [54] for a related definition. Let N be a C1

hypersurface of an ambient manifold M with induced metric h = (hij),
orthogonal projection (hj

i ) from TM to TN , unit normal (νi), and weak
mean curvature H in L1

loc(N), as defined by the first variation formula
(1.11).

Suppose p = (pij) is a smooth, compactly supported symmetric 2-
tensor defined on M , and apply the first variation formula to the vector
Y j = gjlplkν

k to derive in the smooth case

∫
N
Hνjpjkν

k =
∫

N
hij∇i(pjkν

k) =
∫

N
hij∇ipjkν

k + hijpjkh
klAli,

(5.17)

recalling that Aij = hk
i ∇kν

lhlj .
If N is C1 and H exists as a locally integrable function, we call a

locally integrable section A = (Aij) of Sym2(T ∗N) the second funda-
mental form if the far right and left sides of (5.17) are equal for every
p in C1

c (Sym2(T ∗M)).
Assuming N is C1, it can be verified that |A| ∈ L2

loc(N) if and only if
N can be written locally in coordinates as the graph of a W 2,2 function
w. (The tensor Aij can be written as the Hessian of w, with a correction
that depends only on the normal vector and the Christoffel symbols of
g. See (7.10).) Inserting pij = φgij , we find that if A exists, then indeed
H = hijAij a.e., where H is defined by (1.11).

It follows from weak compactness, Riesz Representation, and (1.13)
that if N i → N locally in C1 and

sup
i

∫
N i

|AN i |2 <∞,

then AN exists in L2(N) with the weak convergence∫
N i

pjkAN i

jk →
∫

N
pjkAN

jk, p ∈ C0
c (Sym2(TM)),

and lower semicontinuity∫
N
|AN |2 ≤ lim inf

i→∞

∫
Ni

|ANi |2.(5.18)

On the other hand, if a C1 surface N is given satisfying
∫
N |A|2 <∞,

and we are allowed to choose Ni by mollification, we may arrange that
each Ni is smooth and

Ni → N strongly in C1 and W 2,2,(5.19)
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in the sense that Ni, N are represented locally as graphs of functions
wi, w such that wi → w in C1 ∩W 2,2. (We can even arrange that Ni

approaches N from one side.)
In this situation, let λ1, λ2 be the eigenvalues of A with respect to

h and consider the function in L1(N) defined by

K := K12 + λ1λ2,

where K12 is the sectional curvature function of the ambient manifold
evaluated on TxN . The following lemma is now a consequence of the
Gauss and Gauss-Bonnet formulae applied to the approximators Ni.

Weak Gauss-Bonnet Formula 5.4. Suppose N is a compact C1

surface in a 3-manifold, satisfying
∫
N |A|2 <∞. Then∫

N
K12 + λ1λ2 = 2πχ(N),

where χ denotes the Euler characteristic.

From this we have the following.

W2,2 Lemma 5.5. Let Nt be the limiting surfaces defined in (5.10).
Then ∫

Nt

|A|2 ≤ C(T ), 0 ≤ t ≤ T.

Proof. By (5.9) and (5.18),∫
Nt

|A|2 <∞ for a.e. t ≥ 0.

Since the surfaces Nt are compact with locally uniform C1 estimates,
χ(Nt), |Nt|, and supNt

|K12| are bounded for 0 ≤ t ≤ T . By Lemma 5.4,
this yields ∫

Nt

λ1λ2 ≤ C(T ), a.e. t ∈ [0, T ].

Since H = λ1 + λ2 is bounded, this yields the desired estimate for a.e.
t ∈ [0, T ]. It follows for all t by (5.18). q.e.d.

Remark. A similar result can be proven for inverse mean curvature
flow in dimensions n < 8, by a local version of the Gauss-Bonnet formula
suitable for graphs.

We need one more technical lemma.
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Lemma 5.6. Suppose E is precompact, E′ = E, and ∂E is C1,1.
Then either ∂E is a smooth minimal surface, or ∂E can be approximated
in C1 from inside by smooth sets of the form ∂Eτ with H > 0, E′

τ = Eτ ,
and

sup
τ

sup
∂Eτ

|A| <∞,

∫
∂Eτ

H2 →
∫

∂E
H2 as τ → 0.(5.20)

Proof. Note that H ≥ 0 on ∂E in the weak sense. We employ the
ordinary mean curvature flow ∂x/∂τ = −Hν as developed in [50] in
order to smooth the boundary while preserving nonnegative curvature.
By mollifying, there exists a sequence (Qi)i≥1 of smooth surfaces with
uniformly bounded |A| approximating ∂E from inside in C1 and strongly
in W 2,2, so that∫

Qi

H2 →
∫

∂E
H2,

∫
Qi

H2
− →

∫
∂E
H2

− as i→ ∞,

where H− := max(0,−H). Let (Qi
τ )0≤τ<δi

be the mean curvature flow
of Qi. On account of the inequality

∂|A|2
∂τ

≤ ∆|A|2 + 2|A|4 + C|Rm||A|2 + C|∇Rm||A| on Qi
τ ,

and higher derivative estimates derived in [50], Qi
τ exists with uniformly

bounded |A| for a uniform time independent of i. Passing smoothly to
limits we obtain a flow (Qτ )0<τ≤δ with uniformly bounded |A|. We have
using the first variation formula and (1.2),

d

dτ

∫
Qi

τ

H2 ≤
∫

Qi
τ

2H(∆H + |A|2H + Rc(ν, ν)H) ≤ C

∫
Qi

τ

H2.

Integrating and passing to limits, we obtain
∫
Qτ
H2 ≤ eCτ

∫
∂E H

2. Fur-
thermore, because the speed is bounded and using Arzela-Ascoli, we
have Qτ → ∂E in C1. So by lower semicontinuity (1.14), we have
completed (5.20).

By a variation of this argument, we also have∫
Qτ

H2
− ≤ eCt

∫
∂E
H2

− = 0,

so H ≥ 0 on Qτ , and by the strong maximum principle, either H ≡ 0
or H > 0 on Qτ . In the former case, ∂E is a smooth minimal surface.
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In the latter case, Qτ smoothly foliates an interior neighborhood of ∂E.
Using νQτ as a calibration as in the proof of Lemma 2.3 and using
E′ = E, we see that E′

τ = Eτ , where Eτ is the precompact set bounded
by Qτ . q.e.d.

We are now in a position to pass everything to limits to prove the
following proposition. M need not be complete.

H2 Growth Formula 5.7. Let M be a 3-manifold, E0 a precom-
pact open set with C1 boundary satisfying∫

∂E0

|A|2 <∞(5.21)

and (Et)t>0 a family of open sets solving (†) with initial condition E0.
Then for each 0 ≤ r < s,

∫
Nr

H2 ≥
∫

Ns

H2 +
∫ s

r

∫
Nt

(
2
|DH|2
H2

+ 2|A|2 + 2Rc(ν, ν) −H2

)(5.22)

=
∫

Ns

H2 +
∫ s

r
−4πχ(Nt)

+
∫ s

r

∫
Nt

(
2
|DH|2
H2

+
1
2
(λ1 − λ2)2 +R+

1
2
H2

)
.

provided Es is precompact. In particular, the inner integrals make sense
for a.e. t ≥ 0.

The proof consists of passing to limits, using the above lemmas, to
get a result for almost every time, then using a restarting argument to
get the result for each time.

Proof. 1. In Steps 1 and 2, we assume ∂E0 is smooth and M
possesses a smooth subsolution at infinity, so that the above discussion
applies.

Combining together (5.13), Lemma 5.2, (5.18), Fatou’s Lemma,
(5.14), Lemma 5.3, and (5.15), we can pass (5.2) to limits as i → ∞.
This proves that (5.2) holds as an inequality, with the limiting cylinders
Ñt replacing N ε

t , for a.e. 0 < r < s. Since Ñt is a cylinder for a.e. t,
the integral of each geometric quantity Q(x, z) = Q(x) breaks up as∫

Ñt

φQdµ
Ñt

=
∫ 4

2
φdz

∫
Nt

QdµNt =
∫

Nt

QdµNt ,



406 g. huisken & t. ilmanen

and we obtain the first inequality of (5.22) for a.e. 0 < r < s. To see
the transition to the second inequality of (5.22), write

2|A|2 + 2Rc(ν, ν) −H2

=
(
|A|2 − 1

2
H2

)
+ (R− 2K12 + |A|2 −H2) +

1
2
H2

=
1
2
(λ2 − λ1)2 +R− 2(K12 + λ1λ2) +

1
2
H2

and apply Lemmas 5.4 and 5.5. Thus (5.22) holds for a.e. 0 < r < s.
Recall from (1.10) that Nt → Ns in C1 as t ↗ s. Then the lower

semicontinuity of
∫
H2 in (1.14) implies (5.22) holds for a.e. r > 0 and

all s ≥ r.
2. Next we prove that (5.22) holds at r = 0. Recall from Theo-

rem 1.3(iii) and (1.15) that ∂E′
0 is C1,1 with H ≥ 0 in a weak sense

and ∫
∂E′

0

H2 ≤
∫

∂E0

H2.

So it suffices to prove (5.22) for E′
0. There are two cases.

Case 1. If H > 0 somewhere on ∂E′
0, then by Lemma 5.6, there

is a family of smooth surfaces of the form ∂Eτ approximating ∂E0 in
C1, with H > 0 and E′

τ = Eτ . By Theorem 3.1, there exists a proper
solution (Eτ

t )t>0 of (†) with Eτ
0 = Eτ . By Lemma 2.4, Eτ

t evolves
smoothly for a short time, so (5.22) is valid for (Eτ

t )t≥0 at r = 0.
By (3.1), (5.20), Remark 1 following Theorem 2.1, and the unique-

ness given by Theorem 2.2(iii), uτ converges uniformly to u on M \E′
0 as

τ → 0, with C1 convergence of the level sets except at jump times. All
quantities in (5.22) converge or are lower semicontinuous to their values
for u. This convergence employs the easily proven analogues of (5.13),
Lemma 5.2, (5.18), and (5.14) for arbitrary sequences of exact solutions
in a 3-manifold; we don’t need a version of (5.15) or Lemma 5.3. In
addition, by (5.20), ∫

∂Eτ

H2 →
∫

∂E′
0

H2,

which proves (5.22) at r = 0 for E′
0, and hence for E0, in the case that

H > 0 somewhere on ∂E′
0.

Case 2. The other possibility is that ∂E′
0 is a smooth minimal
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surface. Choose a sequence of smooth functions wi on M such that

wi → 1 in C∞(M), wi = 1 and
∂wi

∂ν
> 0 along ∂E0,

wi > 1 in M \ E0,

and consider the metric gi := wig. Then Hi > 0 along ∂E0 and E0 is
still a strictly minimizing hull with respect to gi. Therefore by Step 2,
(5.22) holds at r = 0 for the solution ui of (††) for ∂E0 in the metric gi.

As above, passing i→ ∞, using (3.1), the Remarks following Theo-
rem 2.1, uniqueness, and the lower semicontinuity of all the quantitites
involved, together with the fact that∫

∂E0

H2
i →

∫
∂E0

H2,

we obtain (5.22) at r = 0 for E′
0, and hence for E0, in the case of a

minimal surface. Together with Case 1, this proves (5.22) at r = 0
when the initial surface is smooth and there is a subsolution at infinity.

3. Next, let ∂E0 be any C1 surface satisfying (5.21), but retain the
subsolution at infinity. By (5.19), we may approximate ∂E0 in C1 by
smooth surfaces Si lying in M \ E0, such that∫

Si

H2 →
∫

∂E0

H2,(5.23)

as i → ∞. Let (Ei
t)t>0 be the proper solution of (†) corresponding to

Si. Since Si → ∂E0 in C1, there is δi → 0 such that E0 ⊆ Ei
0 ⊆ Eδi

, so

Et ⊆ Ei
t ⊆ Et+δi

for all t ≥ 0,

by the Comparison Theorem 2.2(ii). In particular, ui → u locally uni-
formly in M \ E0, and for each fixed t > 0, ∂Ei

t is eventually kept
uniformly away from Si, so by estimate (3.1) and (2.1), we have

∂Ei
t → Nt in C1, a.e. t > 0.

By Step 2, (5.22) is valid for the approximators (Ei
t)t>0 at r = 0, so

passing to limits, using (5.23) at r = 0, and lower semicontinuity of all
quantities for t > 0, we obtain (5.22) at r = 0 for any initial surface
satisfying (5.21) and any M with a smooth subsolution.

4. Finally, the subsolution at infinity can be arranged by employing
a conic modification near the edge of the manifold, as in the proof
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of Theorem 3.1, to prove (5.22) at r = 0 under the stated general
hypotheses.

By Lemma 5.5, this result may now be applied at each r ≥ 0 to
establish (5.22) for arbitrary 0 ≤ r ≤ s. q.e.d.

The next Theorem now follows from (5.22), recalling from Lemma 1.6
that

|∂Et|1/2 = et/2|∂E0|1/2

provided that E0 is a minimizing hull. It is precisely at this point that
the exterior region hypothesis declares itself, and it does so through the
area rather than through higher order quantities.

Geroch Monotonicity Formula 5.8. Let M be a complete 3-
manifold, E0 a precompact open set with C1 boundary satisfying (5.21),
and (Et)t>0 a solution of (†) with initial condition E0. If E0 is a mini-
mizing hull, then

(5.24) mH(Ns) ≥ mH(Nr) +
1

(16π)3/2

∫ s

r
|Nt|1/2

[
16π − 8πχ(Nt) +

+
∫

Nt

(
2|D logH|2 + (λ1 − λ2)2 +R

)
dµt

]
dt

for 0 ≤ r < s, provided Es is precompact.

Remark. According to Lemma 4.1(ii), an exterior region is simply
connected. In such a manifold, recall from Lemma 4.2(ii) that a con-
nected surface ∂Et remains connected under the flow, so χ(Nt) ≤ 2.3

Therefore, we already have the following monotonicity result in the case
of a single black hole.

If M̃ is an exterior region satisfying (0.1) and (0.2), having R ≥ 0,
and with a connected boundary, then the weak inverse mean curvature
flow of the boundary exists forever and has monotone nondecreasing
Hawking mass.

6. Multiple horizons

The purpose of this section is to derive a monotonicity result in the
presence of multiple black holes.

3Note that even if N0 is a 2-sphere, we cannot exclude the possibility that Nt

later develops genus.
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Geroch Monotonicity (Multiple Boundary Components) 6.1.
Let M̃ be an exterior region with R ≥ 0 and satisfying the asymptotic
conditions (0.1) and (0.2). For each connected component N of ∂M̃ ,
there exists a flow of compact C1,α surfaces (Nt)t≥0, such that N0 = N ,
mH(Nt) is monotone nondecreasing for all time, and for sufficiently
large t, Nt satisfies the weak inverse mean curvature flow (†).

The idea is to flow a single boundary component, treating the others
as inessential “occlusions” to be slid across, without incurring any loss of
Hawking mass. This is achieved by flowing Et so that it nearly touches
the rest of the boundary, then jumping to the strictly minimizing hull F
of the union of Et with some of the other boundary components. This
accomplishes

|∂F | ≥ |∂Et1 |,
∫

∂F
H2 ≤

∫
∂Et1

H2,(6.1)

which is sufficient to ensure that the Hawking mass does not decrease
during the jump.

Unfortunately, our construction only works on one component at a
time. It would be very desirable to have a result involving an additive
combination of boundary components. One approach would be to keep
track of the mass added during a jump. At the end of §8, we give an
example that illustrates the difficulty of doing this.

Proof. Suppose the boundary components of M̃ are N,N1, . . . , Nk.
Fill in the boundary by 3-balls

E0,W1, . . . ,Wk

to obtain a smooth, complete, boundaryless manifold M . We will con-
struct a nested family of sets (Et)t≥0 and corresponding locally Lipschitz
function u on M such that:

(i) Et satisfies the flow except at a finite number of “jump times”
0 < t1 < . . . tp <∞.

(ii) each Wi is contained in {u = tj} for some j, and Et swallows at
least one Wi at each jump time tj .

(iii) Et and ∂Et remain connected.

(iv) the Hawking mass mH(∂Et) is monotone nondecreasing.
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Figure 4: Time to jump.

Write W := ∪1≤i≤kWi. By Lemma 4.1, M is diffeomorphic to R3,
and E0 ∪W is a strictly minimizing hull in M .

To start with, let (Et)t≥0 be the flow of E0 by (†). (Later we will
modify it past a certain time.) Since M is simply connected and E0

is connected, Lemma 4.2 implies that Et and its boundary remain con-
nected.

The case when W is empty is covered by the remarks following
Theorem 5.8, so we assume that W is nonempty. Left to its own devices,
Et will eventually enter W , and the monotonicity is likely to fail since
the scalar curvature there is unknown. So define s1 > 0 to be the
supremum of the times when Et is disjoint from W . By continuity, we
have

Es1 ∩W = ∅, E+
s1

∩W 
= ∅.
Define t1 := s1 if Es1 ∩W = ∅, otherwise let t1 be slightly less that s1.

Since ∂E0 is a minimizing hull, ∂Et is connected, and Et stays in
the region where R ≥ 0, we have

mH(∂Et) is monotone, 0 ≤ t ≤ t1.

Now we construct the jump. Let F be the connected component
of (Et1 ∪W )′ that contains Et1 . Because Et1 is so close to W , we see
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that F contains at least one component of W , and we may write (after
relabelling)

F = (Et1 ∪W1 ∪ · · · ∪Wj)′,

for some nonempty union of whole components of W .
Since ∂W is a smooth minimal surface, ∂F is disjoint from ∂W by

the strong maximum principle. The first inequality of (6.1) is immediate
since Et1 is a minimizing hull by Lemma 1.4(i).

Let us prove the second inequality of (6.1). By (5.19), choose a
sequence of sets Ei containing Eti such that ∂Ei is smooth and converges
to ∂Et1 in C1, and ∫

∂Ei

H2 →
∫

∂Et1

H2.

We have by (1.15), ∫
∂E′

i

H2 ≤
∫

∂Ei

H2.

Now it can be seen that E′
i → F , and ∂E′

i → ∂F in C1 by Theo-
rem 1.3(ii), so passing to limits and recalling the lower semicontinuity
given by (1.14), we obtain (6.1). Then (6.1) implies

mH(∂Et1) ≤ mH(∂F ).

In a similar manner, but using Lemma 6.2 below, we will now show
that F is a suitable initial condition for restarting the flow. We may
approximate ∂Et1 in C1 by a sequence of smooth surfaces with uniformly
bounded mean curvature, of the form ∂Ui, where Ui contains Et1 . Then
by (1.15), ∂(Ui ∪ F )′ is C1,1 and itself has uniformly bounded mean
curvature, and one easily checks that ∂(Ui ∪F )′ converges to ∂F in C1.
By slightly smoothing, we see that ∂F is approximated in C1 by smooth
surfaces of bounded mean curvature.

Then by Theorem 3.1, (3.1), and Theorem 2.1, there exist sets
(Ft)t>0 satisfying (††) with initial condition F0 = F . Furthermore, by
applying the Gauss-Bonnet Theorem to the approximating sequence,
we see ∫

∂F
|A|2 <∞.

Also, F is a strictly minimizing hull and Ft remains connected, so as
above, Theorem 5.8 applies to show

mH(Ft) is monotone,
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at least until Ft in turn encounters one of the remaining components of
W .

We now replace Et by Ft for t > t1. The desired monotonicity holds
for a short time past t1, and Et has swallowed at least one component
of W . Since W has only a finite number of components, we may con-
tinue this procedure inductively to obtain a nested family of sets (Et)t≥0

satisfying (i)-(iv). This proves Theorem 6.1. q.e.d.

Remark. We have some freedom in choosing the jump time. For
example, we could have defined t1 to be the first moment when Et

together with some component of W possesses a connected minimizing
hull, or even the first moment when there is a connected “stationary
hull”.

All such schemes implicitly impose grazing (i.e., contact angle zero)
boundary conditions for Nt along the boundary ∂W . It would be inter-
esting to resolve the ambiguity by deriving the jumping scheme from a
suitable minimization principle.

One possibility is to set g = ∞ on W . Like the methods above, this
forces u = constant on each Fi, and expels the “potential surfaces” Nt

from the interior of W , much like an electric conductor. However, it is
unlikely to yield monotonicity of the Hawking mass since there may be
negative R concentrating along the boundary of the obstacle.

Now the promised Lemma, which guarantees that Nt always has the
necessary smoothness to restart the flow.

Lemma 6.2 Suppose that ∂E is compact and C1, E minimizes

Jf (F ) := |∂F | +
∫

F
f

in some open neighborhood U of ∂E, and ess supU |f | ≤ M . Then ∂E
may be approximated in C1 on either side by smooth surfaces with |H| ≤
M + ε.

Proof. Choose an open set V with ∂E0 ⊂⊂ V ⊂⊂ U . Define g by

g := M + ε in U \ E, g := −M − ε in U ∩ E.

and select a smooth sequence gi with |gi| ≤M + ε, gi → g in L1(V ).
Let Ei be a minimizer of Jgi among all F with F \ V = E \ V .

By lower semicontinuity and the compactness theorem for sets of finite
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perimeter, there exists a set E1 and a subsequence with Eij → E1, such
that E1 minimizes Jg subject to the same condition. Since

Jf (E) ≤ Jf (E1),

the definition of g yields the contradiction

Jg(E) < Jg(E1),

unless E = E1 a.e. Then by the Regularity Theorem 1.3, ∂Ei → ∂E
in C1 locally in V . Excluding extraneous components, we may take the
convergence to occur in all of M . The smoothness of gi proves that ∂Ei

is smooth with |H∂Ei
| = |gi| ≤M + ε. To guarantee that Ei contains E

(say), it suffices to adjoin the condition that gi = −M − ε on U ∩ E.
q.e.d.

7. Asymptotic regime

By a weak blowdown argument, we show that Nt becomes C1,α

close to a large coordinate sphere as t → ∞. Then we prove that
limt→∞mH(Nt) ≤ mADM(M) by expanding the Hawking mass as the
ADM mass plus lower order terms, using the montonicity formula itself
for the analytic control.

Let Ω be the asymptotically flat end of M , embedded in Rn as the
complement of a compact set K. Let g be the metric of M pulled
back to Ω, let δ be the flat metric, and let ∇, ∇ be the corresponding
connections. Write Br(x) for the balls with respect to g, and Dr(x) for
standard balls. Let u be a solution of (1.5) in Ω, Et := {u < t} ⊆ Ω.

Fix λ > 0 and define the blown down objects by

Ωλ := λ · Ω, gλ(x) := λ2g(x/λ), uλ(x) := u(x/λ), Eλ
t := λ · Et,

where λ · A := {λx : x ∈ A}. By the scaling property x �→ λx, t �→ t,
uλ solves (1.5) in Ωλ.

Blowdown Lemma 7.1. Suppose the flat metric on Ω satisfies

|g − δ| = o(1), |∇g| = o

(
1
|x|
)
,(7.1)

as |x| → ∞. Let u be a solution of (1.5) on Ω such that {u = t} is
compact for all sufficiently large t. Then for some constants cλ → ∞,

uλ − cλ → (n− 1) log |x|,
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locally uniformly in Rn \ {0} as λ → 0, the standard expanding sphere
solution in Rn \ {0}.

As a byproduct, we have the following.

Proposition 7.2 The only solution of (1.5) on Rn \ {0} with com-
pact level-sets is the expanding sphere solution given above.

Proof of 7.1 and 7.2. 1. Fix t0 so that {u = t} is a compact subset
of Ω for all t ≥ t0. The asymptotic condition (7.1) and the comments
following Definition 3.3 imply that there is R0 > 0 such that

σ(x) ≥ c|x|, dist(x, ∂Et0) ≥ c|x|,
for |x| ≥ R0. By (3.1) with r = min(σ(x),dist(x, ∂Et0), we observe

|∇u(x)| ≤ C

|x| , for all |x| ≥ R0.(7.2)

Next we want to control the eccentricity of Nt for large t. For any
surface N , let [r(N), R(N)] be the smallest interval such that N is
contained in the annulus DR \Dr, and define the eccentricity θ(N) :=
R(N)/r(N).

Now (7.1) implies that there exists A > 0 and t1 such that the
family (DeAt)t1≤t<∞ is a subsolution of (∗), that is, the surfaces are
moving faster than inverse mean curvature would dictate. Using these
for comparison, we see that

R(Nt+τ ) ≤ eAτR(Nt), t ≥ t1, τ ≥ 0.(7.3)

Next suppose r = r(Nt) ≥ R0. Now u = t somewhere on ∂Dr,
and so by (7.2), there is C2 such that u > t − C2 everywhere on ∂Dr.
Therefore Nt−C2 does not meet ∂Dr. By 4.2(i), Nt−C2 cannot have any
components outside of Dr, so R(Nt−C2) ≤ r. Combining with (7.3),

R(Nt) ≤ eAC2R(Nt−C2) ≤ eAC2r(Nt), t ≥ t2,(7.4)

for some t2.
2. Now let λi be any sequence converging to zero. The estimates

(7.2), (7.3), and (7.4) are scale-invariant, so they are valid for Nλi
t , on

the complement of a subset shrinking to {0} as i→ ∞.
By (7.2), Compactness Theorem 2.1, and the Remarks following it,

there exists a subsequence (λij ), numbers cj → ∞, and a solution v of
(1.5) in Rn \ {0}, such that

uλij − cj → v locally uniformly in Rn \ {0},
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with local C1 convergence of the level sets. Define Pt := ∂{v < t}. By
the eccentricity estimate (7.4), each nonempty Pt is a compact subset
of Rn \ {0} with

θ(Pt) ≤ eAC2 .

Now (7.3) implies in the limit that v is not constant, so some level-
set is nonempty, say Pt3 . Then (7.3), together with the fact that Nt

is nonempty and compact for all sufficiently large t, implies that Pt is
nonempty and compact for −∞ < t <∞.

Thus, v has compact level sets. According to Proposition 7.2, then,
Pt is a family of expanding, round spheres and u has the form exhibited.
Since this is true for a subsequence of any subsequence, it follows that
the full sequence converges, proving Lemma 7.1.

3. It remains to prove Proposition 7.2. Let v be a solution of (1.5)
in Rn \ {0} with compact level sets Pt. Using expanding spheres as
barriers, we see that

θ(Pt) is nonincreasing.

Now, using the estimates above, we can blow up a subsequence
(P λi

t )−∞<t<∞, as λi → ∞, to obtain a solution (Qt)−∞<t<∞ with
nonempty, compact level sets and

θ(Qt) ≡ θ0, −∞ < t <∞,

where θ0 := supt θ(Pt). If θ0 > 1, then Q0 lies between ∂Dr and ∂Dθ0r

for some r, and is tangent to each of them, without being equal to either
one. By perturbing ∂Dr outward and ∂Dθ0r inward, and applying the
strong maximum principle to the smooth flows, and the weak maximum
principle, Theorem 2.2(ii), to the nonsmooth flow Qt, we find that θ(Qt)
decreases, a contradiction. This proves that θ0 = 1, which shows that
Pt is a round sphere for all t, as claimed in the Proposition. q.e.d.

The ADM mass is defined in the following lemma. Here U denotes
a precompact open set with smooth boundary, ν is the outward unit
normal of U with respect to g, and dµ the surface measure of ∂U with
respect to g.

ADM Lemma 7.3. Suppose R ≥ 0 on M , and the asymptotic
region Ω is embedded as the complement of a compact set in R3, with
flat metric δ.
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(i) (see [2]) If δ satisfies

cδ ≤ g ≤ Cδ in Ω,
∫

Ω
|∇g|2 <∞,

then the limit

mADM(g, δ) := lim
U→M

1
16π

∫
∂U
gij(∇jgik −∇kgij)νk dµ

exists, and is finite if and only if
∫
M R < ∞. Here χU → χM

locally uniformly.

(ii) (Bartnik [5], Chruściel [20]) If δ satisfies

|g − δ| ≤ C|x|−1/2−α, |∇g| ≤ C|x|−3/2−α, x ∈ Ω,

for some α > 0, then mADM is a geometric invariant of g, inde-
pendent of the choice of δ.

Proof. (i) We observe that the vector field

Y k := gklgij(∇igjl −∇lgij) = gijΓk
ij − Γj

jlg
lk

satisfies
div Y = R± C|Γ|2,

where the divergence is taken with respect to g. Integrating by parts
yields the result.

(ii) See [5, 20]. q.e.d.

In order to effect our mass comparison at infinity, we recall the
conditions from the introduction, namely

(0.1)-(0.2) |g − δ| ≤ C

|x| , |∇g| ≤ C

|x|2 , Rc ≥ − Cg

|x|2 .

Note that this implies directly (without integration by parts as needed
with weaker conditions) that the ADM flux integral is finite.

Asymptotic Comparison Lemma 7.4. Assume that the asymp-
totic region of M satisfies (0.1), and let (Et)t≥t0 be a family of precom-
pact sets weakly solving (∗) in M . Then

lim
t→∞mH(Nt) ≤ mADM(M).
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The proof consists of a straightforward linearization of
∫
H2 in terms

of the perturbation from flatness, together with the integration by parts
formula (7.15), which is possibly related to the “curious cancellation” in
[5, 20]. We use (7.2) and (5.22) to show thatmH is bounded, which gives
us some analytic control of the sequence via Geroch Monotonicity, which
allows us to refine the estimates. We ultimately obtain convergence of
|A|2 in L2.

Proof. 1. Define r = r(t) by |Nt| = 4πr2. Then |N1/r
t |g1/r = 4π, so

Lemma 7.1 implies that

N
1/r(t)
t → ∂D1 in C1 as t→ ∞.(7.5)

Let h be the restriction of g to the moving surface and let ε be the
restriction of the flat metric δ to it. Let ν be the exterior unit normal,
ω the unit dual normal, A the second fundamental form, H the mean
curvature, all with respect to g. Define ν, Ω, A, H correspondingly,
with respect to δ.

We begin with a series of approximations. Write pij = gij − δij . Let
us restrict our attention to t sufficiently large that |p| ≤ 1/10 on Nt.
Then we have

hij − εij = −hikpklh
lj ± C|p|2, gij − δij = −gikpklg

lj ± C|p|2,(7.6)

for the inverse matrices. The bars indicate the norm with respect either
to g or to δ – it does not matter which. Note that

ω =
Ω
|Ω|g

, νi = gijωj .

Then we have

Ωi = ωi ± C|p|, νi = νi ± C|p|, 1 − |Ω|g =
1
2
νiνjpij ± C|p|2,(7.7)

dµ− dµ =
(

1
2
hijpij ± C|p|2

)
dµ,(7.8)

Γk
ij =

1
2
gkl(∇ipjl + ∇jpil −∇lpij) ± C|p||∇p|, ∇p = ∇p± C|p||∇p|,

(7.9)

where Γk
ij are the Christoffel symbols ∇−∇. We have the formula

|Ω|gAij = Aij − ΩkΓk
ij .(7.10)
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Compute

H −H = hijAij − εijAij

= (hij − εij)Aij + εijAij(1 − |Ω|g) + εij(|Ω|gAij −Aij).

For the second term we have, using (7.7) and (7.6),

εijAij(1 − |Ω|g) =
1
2
Hνiνjpij ± C|p|2|A|,

and for the third, using (7.10), (7.6), (7.7), and (7.9),

εij(|Ω|gAij −Aij) = −εijΩkΓk
ij

= −1
2
hijωkg

kl(∇ipjl + ∇jpil −∇lpij) ± C|p||∇p|

= −hijνl∇ipjl +
1
2
hijνl∇lpij ± C|p||∇p|.

Plugging these in and using (7.6), we get

H −H = −hikpklh
ljAij +

1
2
Hνiνjpij − hijνl∇ipjl +

1
2
hijνl∇lpij

± C|p||∇p| ± C|p|2|A|,
and so

|H−H| ≤ C|p||A|+C|∇p|, |H2−H2| ≤ C|p||A|2+C|∇p|2+C|∇p||A|,
and using this together with (7.8),

H
2(dµ− dµ) =

(
1
2
H2hijpij ± C|p|2|A|2 ± C|∇p|2

)
dµ.

We are now in a position to estimate
∫
H2. Our first task is to isolate

the leading term 16π from the correction of order 1/r which gives the
mass. We have from [110] that in R3,∫

N
H

2
dµ ≥ 16π.

From this inequality and the previous three, we find for sufficiently large
t,

∫
Nt

H2 dµ =
∫

Nt

H
2
dµ+H

2(dµ− dµ) + 2H(H −H) − (H −H)2 dµ

(7.11)

≥ 16π +
∫

Nt

1
2
H2hijpij − 2Hhikpklh

ljAij +H2νiνjpij

− 2Hhijνl∇ipjl +Hhijνl∇lpij − C|p|2|A|2 − C|∇p|2.
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2. Next we show that mH(Nt) remains bounded. As remarked in
the proof of Lemma 7.1, (0.1) implies that

|H| = |∇u| ≤ C

|x| ≤
C

r
on Nt,(7.12)

for a.e. sufficiently large t, where we have recalled (1.12), and used (7.5)
to relate |x| to r. Using this with (5.22),∫ s+1

s

∫
Nt

|A|2 =
∫ s+1

s

∫
Nt

1
2
(λ1 − λ2)2 +

1
2
H2

≤
∫

Ns

H2 +
∫ s+1

s
4πχ(Nt)

≤ 4πC + 8π,

so we may select a subsequence ti → ∞ such that

sup
i

∫
Nti

|A|2 <∞.

Then we estimate from (7.11), (0.1), and (7.12),∫
Nti

H2 ≥ 16π − C

∫
Nti

|p||A|2 + |∇p||H| + |∇p|2 ≥ 16π − C

r

so by the definition and monotonicity of mH(Nt),

sup
t
mH(Nt) <∞.

3. In particular, this implies by the monotonicity formula (5.24),∫ ∞

t0

et/2

∫
Nt

(λ1 − λ2)2 +
|DH|2
H2

<∞,

so we can pick a new subsequence t
 → ∞ such that, writing N
 := Nt� ,∫
N�

(λ1 − λ2)2 +
|DH|2
H2

→ 0,

and (by scaling) a corresponding result for N1/r�


 . Since H ≤ C/r, we
can use Rellich’s theorem as in the proof of 5.12 to show that

H
N

1/r�
�

→ H∂D1 = 2 in L2(∂D1),
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where N1/r�


 is written as a graph over ∂D1 for large i. Rescaling, this
implies

HN�
=

2
r

+ f
 on N
,(7.13)

where
∫
N�
f2


 → 0. Also,∫
N�

∣∣∣∣A− H

2
h

∣∣∣∣2 =
1
2

∫
N�

(λ1 − λ2)2 → 0,

so

AN�
=
h

r
+ g
 on N
,(7.14)

where
∫
N�
g2

 → 0. In particular,

sup



∫
N�

|A|2 <∞.

4. Thus we may estimate from (7.11), (7.13) and (7.14),

32πmH(N
) = r


(
16π −

∫
N�

H2

)
≤ C

r

+ r


∫
N�

−1
2
H2hijpij + 2Hhikpklh

ljAij −H2νiνjpij

+ 2Hhijνl∇ipjl −Hhijνl∇lpij ,

≤ C

r

+ η
 +

∫
N�

− 2
r

hijpij +

4
r

hijpij − 4

r

νiνjpij

+ 4hijνl∇ipjl − 2hijνl∇lpij ,

where η
 is an error term of the form

η
 = C

∫
N�

|f
||p| + |g
||p| + r
|f
||∇p|.

By (0.1), we see that η
 → 0. We observe by the integration by parts
formula (5.17), that∫

N�

hijνl∇ipjl =
∫

N�

Hνjνlpjl − hijpjkh
klAli(7.15)

=
∫

N�

2
r

νjνlpjl − hijpij + η′
,
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where again, η′
 → 0 by (0.1). Applying this to the previous equation
we get

32πmH(N
) ≤ C

r

+ η
 + 2η′
 +

∫
N�

2hijνl∇ipjl − 2hijνl∇lpij .

Using (7.9), this differs from the definition of the ADM mass in Lemma 7.3
by at most

η′′
 = C

∫
N�

|p||∇p|,

which again converges to zero by (0.1). Applying the monotonicity
formula (5.24), this yields

sup
t≥0

mH(Nt) ≤ mADM(M).

q.e.d.

8. Proof of Main Theorem

In this section we prove the rigidity claim, and assemble the pieces to
prove the Main Theorem. At the end of the section, we give an example
relating to multiple black holes and the nonlocality of mass.

The following lemma is useful for the no-boundary case.

Lemma 8.1. Let M be a complete, asymptotically flat 3-manifold
with no boundary. For any x ∈ M there is a locally Lipschitz solution
u of (1.5) on M \ {x} with u → −∞ near x and u → ∞ at infinity.
Furthermore, mH(Nt) ≥ 0 for all t.

Proof. By Theorem 3.1 and Remark 1 following it, for each ε > 0,
there exists uε solving (††) with the initial condition Bε(x). We may
use the eccentricity estimate and other techniques of Lemma 7.1, to
show that there exists a subsequence εi → 0, a sequence ci → ∞, and a
function u defined on M \ {x} such that uεi − ci → u locally uniformly,

|∇u(y)| ≤ C

dist(y, x)
in B1(x),

and Nt is nonempty and compact for all t, with Nt nearly equal to
∂Bet/(n−1) as t→ −∞.

Recalling Theorem 5.8, we have

mH(N εi
t+ci

) ≥ mH(∂Bεi(x)), −ci ≤ t <∞.
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Passing N εi
t+ci

→ Nt for a.e. t, and recalling the upper semi-continuity
of Hawking mass, we obtain mH(Nt) ≥ 0, as required. q.e.d.

Proof of Main Theorem. 1. Let M be an exterior region satisfying
(0.1). If M has no boundary, then by Lemma 7.4, the solution given in
Lemma 8.1 proves mADM(M) ≥ 0.

If M has a boundary, let N be any boundary sphere. By Theo-
rem 6.1, there exists a flow (Nt)t≥0 such that N0 = N and mH(Nt) is
monotone. Together with Lemma 7.4 this proves that

mADM(M) ≥
√

|N |
16π

which is (0.4).
2. To complete the proof, we must consider the case of equality. We

treat the case when ∂M is nonempty; the treatment of the no-boundary
case is essentially identical. Then mH(Nt) equals a constant, m, for all
t ≥ 0. By the construction in Theorem 6.1, Nt solves the flow except
for a finite number of times, remains connected, and stays in the regions
where R ≥ 0. So all the growth terms in (5.24) are nonnegative, and
therefore zero, for a.e. t. In particular, recalling from Lemma 5.1 that
H > 0 a.e. on Nt for a.e. t, we have

∫
Nt

|DH|2 = 0 for a.e. t, and
therefore by (1.10) and lower semicontinuity,∫

Nt

|DH|2 = 0 for all t.

Therefore

HNt(x) = H(t), a.e. x ∈ Nt, for all t ≥ 0,

that is, Nt has constant mean curvature. Since H is locally bounded on
M \ E0 and Nt has locally uniform C1 estimates, it follows by elliptic
theory that Nt is smooth for each t, with estimates that are locally
uniform for t ≥ 0. Similar considerations apply to N+

t , t ≥ 0.
If there is a jump at time t, either natural or constructed, then

N+
t 
= Nt, and H = 0 on a portion of N+

t , so N+
t is a minimal surface,

disjoint from ∂M by the strong maximum principle. This contradicts
the assumption that M contains no compact minimal surfaces in its
interior. Therefore Nt = N+

t for all t ≥ 0 (so in particular there is at
most one boundary component!).
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This shows H > 0 for t > 0, and a convergence argument shows that
H(t) is locally uniformly positive for t > 0.

By Lemma 2.4, for each t > 0 there is some maximal T > t such
that (Ns)t≤s<T is a smooth evolution. By the regularity derived above,
Ns has uniform space and time derivatives as s ↗ T , so the evolution
can be continued smoothly past t = T . This shows T = ∞ and the
entire flow is smooth.

By the vanishing of the growth terms in (5.24), we have

λ1 = λ2 =
H

2
, R = 0,

on each Nt. Then (1.3) says

d

dt
H2 = −2|A|2 − 2Rc(ν, ν),

showing Rc(ν, ν) is constant on each Nt, and then

K = K12 + λ1λ2 = −Rc(ν, ν) + λ1λ2,

showing that K is constant on Nt, and Nt is isometric to a round sphere.
Since the normal speed, 1/H, is constant on each Nt, the metric on

M takes the warped product form

g =
1
H2

dt2 + hNt

where t = u(x). We define r = r(t) by imposing

hNt = r2 dS

where dS is the standard metric on S2. Then differentiating the relation

et|N0| = |Nt| = 4πr2

yields

dt = 2
dr

r
.

Now

m =
|Nt|1/2

(16π)3/2

(
16π −

∫
Nt

H2

)
from which we obtain

H2 =
4
r2

− 8m
r3
.
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Substituting these relation above, we get

g =
dr2

1 − 2m/r
+ r2dS

which is isometric to R3 or (taking its exterior region) to one-half of the
Schwarzschild manifold (see [43, p. 149]). q.e.d.

Nonlocal Mass Example. We are now in a position to give an
example that sheds light on the nonlocality of mass distribution. In the
artificial-jump construction of Theorem 6.1, it is tempting to include a
contribution from the other boundary components as they are jumped
over. However, the following example shows that not all of the extra
mass is acquired at the moment of jumping.

Let M be half of a Schwarzschild manifold of mass m > 0 and
boundary ∂F1, and select a point p in M . Consider p as the site of an
infinitely small black hole of mass zero. Let (Nt)t>0 be the flow starting
from p and jumping over ∂F1 at t = t1 according to the procedure of
Theorem 6.1. We have

0 = mH(N0) < mH(Nt1) < mH(N+
t1

) < mH(N∞) = m.

The middle inequality represents the jump. The first and third in-
equalities are strict because of the rigidity statement proven above, for
otherwise M would be rotationally symmetric around p, which is im-
possible.

So, from the point of view of p, part of the mass is located in the
“field” fore and aft of the black hole ∂F1, whereas from the point of
view of ∂F1, all the mass is on the horizon.

This example may easily be modified so that the horizon at p has
positive size (by summing two dissimilar Laplace kernels), and simi-
lar considerations apply. We would like to thank Professors Friedman,
Geroch, and Wald for conversations about this example.

9. Applications to quasi-local mass

In many circumstances, the double integral on the right-hand side
of the Geroch Monotonicity Formula (5.24) can be estimated concretely
in terms of local information to yield an explicit lower bound for the
ADM mass. In this section, we examine the implications of this idea for
the quasi-local mass, or gravitational capacity, put forward by Bartnik.
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In particular, we show that the Bartnik capacity satisfies the positivity
and exhaustion properties conjectured in [6, 7, 8]. We end with some
speculations about how the ADM mass might control the convergence
of ADM-mass minimizing sequences of 3-manifolds.

Let us first give an analogy from electrostatics [7, p. 123-4]. If E is
a bounded set in Rn, n ≥ 3, consider the class of potentials such that

−∆u ≥ 0 in Rn, u ≥ 1 in E, u→ 0 as |x| → ∞,(9.1)

where ρ ≡ −∆u is the charge density. The total charge Q is given by

Q(u) =
∫
ρ = lim

r→∞

∫
∂Br

−uν ,

analogous to the ADM mass. One definition of the capacity of E is the
smallest total charge consistent with (9.1). It is attained by the solution
of the exterior Dirichlet problem with u = 1 on ∂E.

Let (Ω, g) be a Riemannian 3-manifold; we assume that Ω has no
boundary and its metric closure is compact. We define an admissible
extension of Ω to be an isometry between Ω and a bounded open set in
an exterior region M as defined in the Main Theorem, to wit: a com-
plete, connected, asymptotically flat 3-manifold with one end, satisfying
(01)-(02) having R ≥ 0, and possessing a minimal, compact boundary
(possibly empty) but no other compact minimal surface. If Ω possesses
an admissible extension, we call Ω admissible.

In analogy with the electrostatic capacity, we define the Bartnik
gravitational capacity of Ω by

cB(Ω) := inf{mADM(M) : M is an admissible extension of Ω}.

Note that Bartnik’s original definition required M to be free of minimal
surfaces (and hence diffeomorphic to R3), whereas our definition allows
minimal surfaces on the boundary. Thus Ω may surround one or more
horizons, which contribute to the mass through their effect on the shape
of Ω. But we require Ω to lie outside of these horizons; otherwise it would
be unclear what part of Ω should be exposed and what part shielded. In
addition, our definition permits extra horizons in the infinite component
of M \ Ω. (See figure.) Though that the ADM mass depends only on
the infinite component, the finite components affect the admissibility
of M . Our definition is a-priori less than or equal to Bartnik’s, and
conjecturally equal.
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Figure 5: Admissible extension of Ω.

Note that cB trivially has the monotonicity property [6]

Ω̃ ⊆ Ω implies cB(Ω̃) ≤ cB(Ω).

Bartnik conjectured in [6, 7, 8] that cB > 0 except on subsets of
Euclidean space. Now if Ω happens to be a minimizing hull in the
extension M , then by the proof of Theorem 6.1 and Lemma 7.4, we
have

mADM(M) ≥ mH(∂Ω).

If we only had to deal with extensions of this kind, then cB would
immediately acquire a positive lower bound, namely mH . By taking
some care about the minimizing hull property, we are able to prove the
following.

Positivity Property 9.1. Let Ω be admissible. Then cB(Ω) > 0
unless Ω is locally isometric to Euclidean R3.

Careful examination of the following proof should give a small, but
explicit lower bound for cB(Ω) in terms of the scalar curvature in a
small region (compare [8, eqn. (50)]). It remains open whether Ω can
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be isometrically embedded in R3. (See the conjecture at the end of the
section.)

Proof. Let x be a point in Ω where the metric is not flat. Let M0 be
an admissible extension of Ω, and let (Et)t∈R be the solution of inverse
mean curvature flow in M0 \ {x} given by Lemma 8.1. Since Ω is not
flat near x, the simple connectedness of Br(x), (5.24), and the argument
used to prove the rigidity in §8 show that

mH(∂Et) > 0

for any t ∈ R. It will suffice to show that the initial part of the flow is
valid up to a time t0 that is independent of the extension.

Choose r > 0 such that Br(x) is a topological ball and B3r(x) ⊆ Ω.
By the monotonicity formula for minimal surfaces [99, p. 85], any prop-
erly embedded minimal surface in B3r(x)\Br(x) that meets ∂B2r(x) has
a certain minimum area c. Select t0 so that Et0 ⊆ Br(x) and |∂Et0 | < c.
By Lemma 1.4(i), Et0 is a minimizing hull in Ω. We will prove that that
this remains true in any extension.

Let M be any other admissible extension of Ω, and let P be a surface
that minimizes area among all surfaces in M that separate Et0 from the
asymptotically flat end of M . Then P \ Et0 is a properly embedded
minimal surface in M \ Et0 , and |P | ≤ |∂Et0 | < c, so P cannot meet
∂B2r(x). Since M contains no closed minimal surfaces besides ∂M , P
must lie in B2r(x) ⊆ Ω. Since Et0 is a minimizing hull in Ω, we have

|∂Et0 | ≤ |P |,

which shows that ∂Et0 is a minimizing hull in M .
Therefore, by Lemma 7.4 and the argument of Theorem 6.1, there

is a flow starting at Et0 that proves

mH(∂Et0) ≤ mADM(M).

Since M was an arbitrary extension of Ω, this shows

0 < mH(∂Et0) ≤ cB(Ω).

q.e.d.

Exhaustion Property 9.2. Let M be asymptotically flat satisfy-
ing (0.1). If Ωi is a sequence of bounded sets such that χΩi → χM locally
uniformly, then cB(Ωi) → mADM(M).
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Proof. Select Ri → ∞ such that DRi ⊆ Ωi, where DR denotes the
coordinate ball. By (0.1), DRi \DRi/25 is C1 close to flat for large i. It
follows by an argument similar to the above that DRi/25 is a minimizing
hull (in the sense employed above) in any extension M̃ of DRi . By the
argument of Theorem 6.1, there exists a flow in M̃ that proves

mH(DRi/25) ≤ mADM(M̃).

Taking the infimum over M̃ , this proves

mH(DRi/25) ≤ cB(Ωi),

which does not exceed mADM(M). A direct calculation similar to Lem-
ma 7.4 (but easier) proves mH(DRi/25) → mADM(M), yielding the
Proposition. q.e.d.

Mass Minimization. Let Ω be a fragment of a Riemannian 3-
manifold as above. Does there exist an admissible extensionM of Ω that
achieves the infimum cB(M), and what Euler-Lagrange equation does
it solve? Our discussion is inspired by conversations with R. Bartnik,
H. Bray, M. Gromov, and R. Ye.

Bartnik has made the following conjecture, which we have adapted
slightly to our setting of manifolds with minimal boundary. Assume
that Ω is connected with smooth boundary, possibly consisting of several
components. Let U denote the component ofM\Ω that contains infinity.
According to our definition, ∂U is a disjoint union of ∂U ∩ ∂Ω together
with extra boundary horizons ∂U ∩ ∂M .

Static Minimization Conjecture (Bartnik [7, p. 126]). The
infimum cB(Ω) is realized by an admissible extension M of Ω such that U
is matter-free, static, and contains no boundary horizons.4 The metric
is smooth on U and C0,1 across ∂U , with nonnegative distributional
scalar curvature on ∂U .

Let us explain this heuristically; details can be found in [6, 7, 8].
Consider (U, g) as time-symmetric initial data for the Einstein equation,
and let L be a space-time development. Matter-free asserts that the 4-
dimensional Ricci curvature of L vanishes; static asserts that L possesses
a timelike Killing field orthogonal to a foliation by hypersurfaces. The
idea is that once the extra mass-energy has been squeezed out, there

4We have added this last proviso.
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is nothing left to support matter fields or gravitational dynamics. The
fact that U has vanishing second fundamental form allows one to deduce
that L is static and that U is one of the hypersurfaces in the foliation
(see [8]). Fortified by the Penrose Inequality, we expect that horizons in
∂U would contribute extra ADM mass and therefore do not arise; thus
∂U equals ∂U ∩ ∂Ω.

In Riemannian terms, the Euler-Lagrange equation then becomes [7,
p. 115], [8, (67)-(68)],{

R = 0, Rc = D2φ
φ in U,

H+ = H−, g+ = g− along ∂U.
(9.2)

for some function φ on U . Here H+, H−, g+, g− denote the mean curva-
ture and the metric of ∂U as induced from Ω and from U , respectively.

In the electrostatic analogy, a minimizing potential u of the Dirichlet
integral on R3 \K is harmonic: a static, sourceless solution of the wave
equation. Note that u, like g, is not C1 across the boundary.

Let us now consider how minimizing sequences for cB(Ω) might con-
verge. To treat the simplest case, suppose first that Mi is a sequence of
asymptotically flat 3-manifolds with nonnegative scalar curvature and

mADM(Mi) → 0.

Based on the equality case of the Positive Mass Theorem, we expect
that Mi converges to flat R3 in some sense.

But how exactly? In a near-Euclidean Sobolev-space setting, Bart-
nik shows that the mass controls the metric in a W 1,2 sense [8, Thm.
4]. On the other hand, more globally, we must certainly exclude the re-
gion behind the horizons, whose total area is thankfully at most 16πm2

according to the Penrose Inequality in the definitive form given by Bray
[12]. One might then expect that the resulting exterior regions converge
in the Gromov-Hausdorff topology, but this is not quite so.

For example, even with no horizons, Mi can contain arbitrarily many
long, thin cylindrical spikes that look like S2(ε) × [0, L] capped off by
a hemisphere S3

+(ε), without violating positive scalar curvature or con-
tributing significantly to the ADM mass. Neither the number nor the
volume of these spikes can be bounded. But inspired by the Penrose
Inequality, we speculate that the spikes are contained in a set whose
total perimeter can be controlled by some multiple of the ADM mass.
This leads to the following conjecture.
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Conjecture. Suppose Mi is a sequence of asymptotically flat 3-
manifolds with ADM mass tending to zero. Then there is a set Zi ⊆
Mi such that |∂Zi| → 0 and Mi \ Zi converges to R3 in the Gromov-
Hausdorff topology.

The process of resolving this conjecture is likely to produce analytic
tools that can be applied to the more general question of the convergence
of minimizing sequences in the case cB(Ω) > 0, and lead to a solution
of Bartnik’s Static Minimization Conjecture.
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II (Les Houches, 1983), ed. B. S. DeWitt and R. Stora, North Holland, Amsterdam
(1984) 739–785.

[16] D. Christodoulou & S. Klainerman, The Global Nonlinear Stability of Minkowski
Space, Princeton Math. Series, 41, Princ. Univ. Press, Princeton, 1993.

[17] D. Christodoulou & S.-T. Yau, Some Remarks on the Quasi-Local Mass, Math-
ematics and General Relativity (Santa Cruz CA 1986), ed. J. Isenberg, Contem-
porary Mathematics, 71, AMS (1988) 9–14.
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bingen, 2001.

[47] J. Hempel, 3-Manifolds, Princ. Univ. Press, Princeton, 1976.

[48] M. Herzlich, A Penrose-like Inequality for the mass of Riemannian asymptotically
flat manifolds, Comm. Math. Phys. 188 (1997) 121–133.

[49] M. Holder, Contracting spacelike hypersurfaces by their inverse mean curvature,
J. Austral. Math. Soc. Ser. A 68 (2000) 285–300.

[50] G. Huisken, Contracting convex hypersurfaces in Riemannian manifolds by their
mean curvature, Invent. Math. 84 (1986) 463–480.

[51] G. Huisken & T. Ilmanen, The Riemannian Penrose Inequality, Int. Math. Res.
Not. 20 (1997) 1045–1058.

[52] G. Huisken & T. Ilmanen, A Note on Inverse Mean Curvature Flow, Proc. of the
Workshop on Nonlinear Part. Diff. Equ. (Saitama Univ., Sept. 1997), Saitama
Univ., 1997.

[53] G. Huisken & S.-T. Yau, Definition of center of mass for isolated physical sys-
tems and unique foliations by stable spheres with constant mean curvature, Invent.
Math. 124 (1996) 281–311.

[54] J.E. Hutchinson, Second Fundamental Form for Varifolds and Existence of Sur-
faces Minimizing Curvature, Indiana J. Math. 35 (1986) 45–71.

[55] T. Ilmanen, Elliptic Regularization and Partial Regularity for Motion by Mean
Curvature, Mem. Amer. Math. Soc., 520, Providence, 1994.

[56] T. Ilmanen, Lectures on Mean Curvature Flow and Related Equations, Lecture
notes, ICTP, Trieste, 1995.

[57] P.S. Jang, On the Positive Energy Conjecture, J. Math. Phys. 17 (1976) 141–145.

[58] P.S. Jang, On the positivity of energy in General Relativity, J. Math. Phys. 19
(1978) 1152–1155.

[59] P.S. Jang, Note on cosmic censorship, Phys. Rev. D 20 (1979) 834–838.

[60] P.S. Jang, On the Positivity of the Mass for Black Hole Space-Times, Comm.
Math. Phys. 69 (1979) 257–266.

[61] P.S. Jang & R.M. Wald, The Positive Energy Conjecture and the Cosmic Censor
Hypothesis, J. Math. Phys. 18 (1977) 41–44.

[62] J. Jezierski, Positivity of Mass for Certain Spacetimes with Horizons, Class.
Quant. Grav. 6 (1989) 1535–1539.

[63] J. Jezierski, Stability of Reissner–Nordström Solution with Respect to Small Per-
turbations of Initial Data, Class. Quant. Grav. 11 (1994) 1055–1068.



434 g. huisken & t. ilmanen

[64] J. Jezierski, Perturbation of Initial Data for Spherically Symmetric Charged Black
Hole and Penrose Conjecture, Acta Phys. Pol. B 25 (1994) 1413–17.

[65] J. Jezierski & J. Kijowski, A Simple Argument for Positivity of Gravitational
Energy, Proceedings of the XV International Conference on Differential Geometric
Methods in Theoretical Physics (Clausthal, 1986), World Sci. Pub., Teaneck NJ
(1987) 187–194.

[66] J. Jezierski & J. Kijowski, Positivity of Total Energy in General Relativity, Phys.
Rev. D 36 (1987) 1041–1044.

[67] J. Kijowski, Unconstrained Degrees of Freedom of Gravitational Field and the
Positivity of Gravitational Energy, Gravitation, Geometry and Relativistic Physics
(Aussois, 1984), Lect. Notes in Phys., 212, Springer, Berlin (1984) 40–50.

[68] J. Kijowski, On Positivity of Gravitational Energy, Proc. of the IV Marcel Gross-
man Meeting on General Relativity (Rome, 1985), ed. R. Ruffini, North-Holland,
Amsterdam (1986) 1681–1686.

[69] J.M. Lee & T.H. Parker, The Yamabe Problem, Bull. Amer. Math. Soc. 17
(1987) 37–91.

[70] A. Lichnerowicz, Spineures Harmoniques, C.R. Acad. Sci. Paris Ser. A-B 257
(1963) 7–9.

[71] A. Lichnewsky & R. Temam, Pseudosolutions of the Time-Dependent Minimal
Surface Problem, J. Differential Eq. 30 (1978) 340–364.

[72] F.-H. Lin, Regularity for a Class of Parametric Obstacle Problems, thesis, Univ.
Minnesota, 1985.

[73] J. Lohkamp, Scalar Curvature and Hammocks, Math. Ann. 313 (1999) 385–407.

[74] S. Luckhaus, Solutions for the Two-Phase Stefan Problem with the Gibbs-Thomp-
son Law for the Melting Temperature, Eur. J. Appl. Math. 1 (1990) 101–111.
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