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Remarks on global behavior of solutions to nonlinear

Schrödinger equations

By Yuichiro Kawahara∗) and Hideaki Sunagawa∗∗)

(Communicated by Heisuke Hironaka, m.j.a., Oct. 12, 2006)

Abstract: We consider the initial value problem for systems of cubic nonlinear Schrödinger
equations in one space dimension with small initial data. We present a structural condition on the
nonlinearity under which the solution exists globally in time and behaves like a free solution at
infinity. This condition corresponds to an NLS version of the null condition.
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condition.

1. Introduction. We consider the nonlin-
ear Schrödinger equations (NLS) of the following
type: (

i∂t +
1
2
∂2

x

)
uk = Fk(u, ∂xu)(1)

in (t, x) ∈ [0,∞) × R, k = 1, · · · , m, with the initial
condition

uk(0, x) = ϕk(x),(2)

where u = (uk(t, x))1≤k≤m is a Cm-valued unknown
function, ∂t = ∂/∂t, ∂x = ∂/∂x, i =

√−1 and ϕk

are given smooth functions (k = 1, · · · , m). The non-
linear terms Fk are supposed to depend on (u, ∂xu)
smoothly in the real sense and vanish at cubic order
as (u, ∂xu) → (0, 0). We also assume that the nonlin-
ear terms are gauge invariant, i.e., Fk(eiθv, eiθq) =
eiθFk(v, q) for all v, q ∈ Cm, θ ∈ R, k = 1, · · · , m.

This article is devoted to the study on large time
asymptotic behavior of solutions to (1)–(2). From
the viewpoint of large time behavior, it is well known
that one dimensional, cubic nonlinear case is a del-
icate case. The difficulty is not just a technical one
because we can not expect sufficient decay of the
nonlinear terms in general. In other words, influence
of the nonlinearity is so strong that the solutions
do not behave like a solution of the free Schrödinger
equation (which we call a “free solution” in what fol-
lows) even if the initial data are sufficiently small and
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smooth. (This should be compared with the higher
dimensional case. See e.g., [Chi1].) So our main in-
terest is to clarify how the cubic nonlinearity affects
the global behavior of the solution. Although there
are a large amount of results on this issue (see e.g.,
[HN1, HN2, HNU, HO, KT, O1, O2, Sh, T] and the
references therein), we would have to say that the
principle is still not clearly understood particularly
in the case of NLS systems. For the nonlinear wave
equations (NLW), the nonlinear effect is studied ex-
tensively in connection with the null condition and it
allows us to understand, at least on the formal level,
how the nonlinearity affects the large time behav-
ior of the solution with small initial data. We refer
the readers to [A1, Chr, H, J, K] for the basic ref-
erences (see also [A2, A3, L, LR1, LR2] etc. for the
recent progress on NLW in connection with the weak
null condition). There have been several attempts to
establish the NLS version of the null condition previ-
ously (for instance, [KT, T] etc.). However, it seems
that they have not been as successful as the NLW
case.

The aim of this paper is to introduce the null
condition for NLS, which is quite analogous to that
for NLW. We will show that the small amplitude
solution exists globally in time and behaves like a
free solution at infinity under this condition. Our
null condition is fairly sharp as a condition for the
solution being asymptotically free although it is not
optimal from the viewpoint of small data global ex-
istence. To close the introduction, we must mention
that our approach is not well-suited for the quadratic
nonlinear case (even in two or three space dimen-
sions) because it depends heavily on the gauge in-
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variance property.
2. The Null Condition for NLS. Let us

first introduce a notation: Let F (c) denote the cu-
bic homogeneous part of a cubic nonlinear term F

so that F (c)(u, ∂xu) gives the main contribution and
F (u, ∂xu)−F (c)(u, ∂xu) is regarded as a higher order
remainder term when one considers small amplitude
solutions. With this notation, we define the null con-
dition as follows:

Definition 1. We say that the system (1) sat-
isfies the null condition if F

(c)
k (v, iξv) = 0 for all

ξ ∈ R, v ∈ Cm, k = 1, · · · , m.
Remark 1. Our null condition covers the

“null gauge condition of order 3” in the sense of
Y.Tsutsumi as a special case (see Definition 1.1 of
[T]).

To state our main result, we introduce the
weighted Sobolev space Hs,σ =

{
f ∈ L2; ‖f‖Hs,σ <

∞}
, where ‖f‖Hs,σ = ‖(1 + x2)σ/2(1 − ∂2

x)s/2f‖L2 .
Then we have the following

Theorem 1. Let s ≥ 5. Suppose that the sys-
tem (1) satisfies the null condition. Then there exists
a constant ε > 0 such that (1)–(2) admits a unique
global solution

u ∈
s⋂

j=0

C([0,∞); Hs+1−j,j),

provided that ϕ = (ϕk)1≤k≤m ∈ ∩s
j=0H

s+1−j,j and∑
j+k≤s ‖xj∂k

xϕ‖L2 ≤ ε. Moreover, u(t) behaves like
a free solution as t → ∞ in the following sense:
There exists (ϕ+

k )1≤k≤m ∈ L2 such that

lim
t→∞

m∑
k=1

‖uk(t, ·) − eit∂2
x/2ϕ+

k ‖L2 = 0.

We shall give an outline of the proof of Theo-
rem 1. Put J = x + it∂x. It is known that this op-
erator has good compatibility with the Schrödinger
operator, for instance, we have

[
i∂t + 1

2∂2
x, J

]
= 0,

[∂x, J ] = 1, and so on, where [·, ·] denotes the com-
mutator. Another important property is that the
inequality

‖u(t, ·)‖L∞ ≤ C√
1 + t

∑
j+k≤1

‖Jj∂k
xu(t, ·)‖L2(3)

is valid with some positive constant C (see e.g.
Lemma 3.1 of [T] for the details). Also we introduce
the notation

∂

∂qk
=

1
2

(
∂

∂Xk
− i

∂

∂Yk

)
,

∂

∂qk
=

1
2

(
∂

∂Xk
+ i

∂

∂Yk

)

with Re qk = Xk, Im qk = Yk (here we associate the
variable qk with ∂xuk). The key observation is the
following one: First we note that

i
x

t
= ∂x +

i

t
J.

Then, since the null condition yields

F
(c)
j

(
u, ∂xu +

i

t
Ju

)
= 0,

it follows that

F
(c)
j (u, ∂xu)

= F
(c)
j (u, ∂xu) − F

(c)
j

(
u, ∂xu +

i

t
Ju

)

=
−i

t

m∑
k=1

(∫ 1

0

∂F
(c)
j

∂qk

(
u, ∂xu +

iθ

t
Ju

)
dθ

)
Juk(4)

+
i

t

m∑
k=1

(∫ 1

0

∂F
(c)
j

∂qk

(
u, ∂xu +

iθ

t
Ju

)
dθ

)
Juk,

which implies a gain of extra time-decay in the worst
contribution of the nonlinear terms. Using this gain,
we can derive an a priori estimate for

Es(T ) = sup
t∈[0,T )

{ ∑
j+k≤s−1

‖Jj∂k
xu(t, ·)‖L2

+ (1 + t)−µ
∑

j+k=s

‖Jj∂k
xu(t, ·)‖L2

}

with µ ∈ (0, 1/2) and s ≥ 5, provided that Es(0) is
small enough. More precisely, we have the following

Lemma 1. Let u be a solution to (1)–(2) for
0 ≤ t < T . There are constants γ0 ∈ (0, 1], ε > 0
and C > 0, which are independent of T , such that
Es(T ) ≤ γ implies Es(T ) ≤ C(ε + γ3/2), provided
γ ≤ γ0 and

∑
j+k≤s ‖xj∂k

xϕ‖L2 ≤ ε.
Once this lemma is established, we can obtain

the desired conclusion along the standard way. (For
the local existence of NLS systems, see e.g. [KPV1,
KPV2].)

Remark 2. The above argument is based on
the idea of Katayama–Tsutsumi [KT], who consid-
ered the single NLS with the nonlinearity (λu +
µ∂xu)∂x|u|2. However, we would insist on the follow-
ing two points: The first one is that their argument is
not directly applicable for the systems because they
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relies on the gauge transformation technique to es-
timate the highest derivatives of u. Indeed, some
basic identities are missed in the present situation,
for instance

∂xea(x) 	= ea(x)∂xa(x),

2v · b(x)∂xv 	= ∂x

(
b(x)v · v) − (

∂xb(x)
)
v · v

if a(x), b(x) are matrix-valued and v is vector-valued
in general. The second point (much more important)
is that the identity ∂x|u|2 = (uJu−uJu)/(it), which
first appeared in [T] and was effectively used in [KT],
has never been interpreted in such a way that we do
here.

Remark 3. From the viewpoint of global ex-
istence, our null condition is not optimal because it
does not cover some trivial cases, such as




(
i∂t +

1
2
∂2

x

)
u1 = F1(u2, ∂xu2),(

i∂t +
1
2
∂2

x

)
u2 = 0,

(5)

which is practically an inhomogeneous linear equa-
tion. Nevertheless, our condition is fairly sharp as a
condition for the solution being asymptotically free.
In fact, if F

(c)
1 (v0, iξ0v0) 	= 0 for some (ξ0, v0) ∈

R × C in (5), then, taking the initial data ϕ2 such
that ϕ̂2(ξ0) = v0, we can prove that there exist con-
stants C1 ≥ 0, C2 > 0 and T ≥ 1 such that

‖A‖L2 log t + C1 ≥ ‖u1(t, ·)‖L2 ≥ C2|A(ξ0)| log t

for all t ≥ T , where A(ξ) = −iF
(c)
1 (ϕ̂2(ξ), iξϕ̂2(ξ))

and ϕ̂(ξ) denotes the Fourier transform of ϕ(x).
Since |A(ξ0)| = |F (c)

1 (v0, iξ0v0)| > 0, the above in-
equality tells us that the L2 norm of u1 grows like
log t in the large value of t. In particular, we see that
u1 does not behave like a free solution in the sense of
Theorem 1 because otherwise ‖u1(t, ·)‖L2 must stay
bounded for all time.

3. Proof of Lemma 1. This section is de-
voted to the proof of Lemma 1. In what follows we
denote various positive constants by C, which may
be different line by line.

First we give some preliminaries which are
needed in the proof. As is well-known, the usual
energy inequality causes loss of derivatives when the
nonlinear term contains derivatives of the unknowns.
To overcome this obstacle, we shall use a smooth-
ing property of the Schrödinger operator following

[HNP] (see also [Chi1, Chi2, D], etc.). Let H be the
Hilbert transform, that is,

Hv(x) =
1
π

p.v.

∫
R

v(y)
x − y

dy

for v ∈ L2. Also let us define the operator SΦ by

SΦv =
{

cosh
(∫ x

−∞
Φ(y) dy

)}
v

+ i

{
sinh

(∫ x

−∞
Φ(y) dy

)}
Hv

with a non-negative function Φ. Note that SΦ

is L2-automorphism and that both of ‖SΦ‖L2→L2 ,
‖S−1

Φ ‖L2→L2 are dominated by 2 exp(‖Φ‖L1). We
also remark that SΦ satisfies, roughly, [∂2

x, SΦ] 

2iΦ(x)SΦ|∂x| up to harmless remainders. This en-
ables us to obtain the smoothing estimate of order
1/2. More precisely, we have the following

Lemma 2 (Lemma 2.2 of [HNP]). Let
v(t, x), Φ(t, x) be smooth functions with suitable de-
cay as |x| → ∞, and put S = SΦ(t,·), g = i∂tv+ 1

2∂2
xv

We assume that Φ is non-negative and ∂x

√
Φ(t, ·)

belongs to L∞. Then we have

d

dt
‖Sv(t, ·)‖2

L2 +
1
2

∫
R

Φ(t, x)
∣∣∣S|∂x|1/2v(t, x)

∣∣∣2 dx

≤ 2 Im
〈
Sv(t, ·), Sg(t, ·)〉

L2 + CB(t)‖v(t, ·)‖2
L2 ,

where

B(t) =e2‖Φ(t,·)‖L1

{
‖Φ(t, ·)‖L∞ + ‖∂x

√
Φ(t, ·)‖2

L∞

+ ‖Φ(t, ·)‖3
L∞ + sup

x∈R

∣∣∣∣∂t

∫ x

−∞
Φ(t, y) dy

∣∣∣∣
}

,(6)

and the operator |∂x|1/2 is interpreted as the Fourier
multiplier:

|∂x|1/2v(x) =
1√
2π

∫
R

eixξ|ξ|1/2v̂(ξ)dξ.

Using this smoothing estimate combined with
the next two auxiliary lemmas, we can get rid of
the derivative loss (as well as the loss of time-decay)
coming from the nonlinear terms.

Lemma 3. Let w(t, x) be a smooth function
with suitable decay as |x| → ∞. Suppose that B(t)
is given by (6) with Φ = (|w|2 + |∂xw|2)/δ, δ > 0.
Then we have

B(t) ≤e
C
δ ‖w(t,·)‖2

H1×
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× C

δ

{
‖w(t, ·)‖2

W 2,∞ + δ−2‖w(t, ·)‖6
W 1,∞

+ ‖w(t, ·)‖H1

∥∥∥(
i∂t +

1
2
∂2

x

)
w(t, ·)

∥∥∥
H1

}
.

Here the constant C is independent of w and δ.

Lemma 4. Let v = (v1, · · · , vm), w =
(w1, · · · , wm) be Cm valued smooth functions of x

with suitable decay as |x| → ∞. Suppose that for
each j, k ∈ {1, · · · , m}, Pjk[w] is a function of
(w, ∂xw) vanishing with quadratic order at (0, 0).
Put S = SΦ with Φ(x) = (|w(x)|2 + |∂xw(x)|2)/δ,
where δ is a positive constant. Then we have

m∑
j,k=1

∣∣〈Svj , S(Pjk[w]∂xvk)
〉

L2

∣∣

≤ Cδ

∫
R

Φ(x)
∣∣∣S|∂x|1/2v(x)

∣∣∣2 dx

+ Ce
C
δ ‖w‖2

H1 (1 + δ−2‖w‖4
H2)‖w‖2

W 2,∞‖v‖2
L2

and
m∑

j,k=1

∣∣〈Svj , S(Pjk[w]∂xvk)
〉

L2

∣∣

≤ Cδe
C
δ ‖w‖2

H1

∫
R

Φ(x)
∣∣∣S|∂x|1/2v(x)

∣∣∣2 dx

+ Ce
C
δ ‖w‖2

H1 (1 + δ−2‖w‖4
H2)‖w‖2

W 2,∞‖v‖2
L2.

Here the constant C does not depend on v, w and δ.

These lemmas are just the applications of the
results of [HNP] to our situation.

Now, we are ready to prove Lemma 1. In what
follows we write Zα = Jα1∂α2

x for a multi-index
α = (α1, α2) ∈ (N ∪ {0})2, and use the following
notations:

|w(t, x)|σ =
∑
|α|≤σ

|Zαw(t, x)|,

‖w(t)‖σ,2 =
∥∥|w(t, ·)|σ

∥∥
L2

and
‖w(t)‖σ,∞ =

∥∥|w(t, ·)|σ
∥∥

L∞

for σ ≥ 0 and smooth function w(t, x) decaying fast
as |x| → ∞. Remark that (3) implies

‖w(t)‖σ,∞ ≤ C

(1 + t)1/2
‖w(t)‖σ+1,2.

Also we note that Zαuk satisfies

(
i∂t +

1
2
∂2

x

)
Zαuj = ZαFj(u, ∂xu)

for any α, if u solves (1), because of the commutation
relation

[
i∂t + 1

2∂2
x, Zα

]
= 0.

First we consider the case where |α| ≤ s − 1. It
follows from (4) that

‖ZαFj(u, ∂xu)‖L2

≤ ‖ZαF
(c)
j ‖L2 + ‖Zα(Fj − F

(c)
j )‖L2

≤ C

1 + t
‖u‖2

[ |α|+1
2 ]+1,∞‖u‖|α|+1,2

+ ‖u‖3

[ |α|+1
2 ]+1,∞‖u‖|α|+1,2

≤ C

(1 + t)2
‖u‖2

s−1,2‖u‖s,2

+
C

(1 + t)3/2
‖u‖3

s−1,2‖u‖s,2

≤ Cγ3

(1 + t)2−µ
+

Cγ4

(1 + t)3/2−µ
.

So the standard energy inequality implies

sup
0≤t<T

∑
|α|≤s−1

‖Zαu(t, ·)‖L2

≤ Cε + Cγ3

∫ T

0

dτ

(1 + τ)3/2−µ
(7)

≤ C(ε + γ3).

Next we consider the case where |α| = s. We
shall apply Lemma 2 with v = Zαu, w = u, δ = γ to
obtain

d

dt
‖SZαuj‖2

L2 +
1
2

∫
R

Φ
∣∣∣S|∂x|1/2Zαuj

∣∣∣2 dx

≤ 2 Im
〈
SZαuj , SZαFj(u, ∂xu)

〉
L2

+ CB(t)‖Zαuj‖2
L2 .

To estimate the first term of the right hand side, we
set

Pjk[u] =
∂Fj

∂qk
(u, ∂xu), Qjk[u] =

∂Fj

∂qk
(u, ∂xu)

so that ZαFj(u, ∂xu) splits into

ZαFj =
m∑

k=1

Pjk[u]∂x(Zαuk)

+ (−1)α1

m∑
k=1

Qjk[u]∂x(Zαuk) + R
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with

‖R‖L2 ≤ C

1 + t
‖u‖2

s−1,2‖u‖s,2

(cf. Lemma 2.2 of [KT]). Note that [ s
2 ] + 1 ≤ s − 2,

for s ≥ 5. Then we have

m∑
j=1

Im
〈
SZαuj, SZαFj(u, ∂xu)

〉
L2

≤
m∑

j,k=1

∣∣〈SZαuj , S(Pjk[u]∂xZαuk)
〉

L2

∣∣

+
m∑

j,k=1

∣∣∣〈SZαuj, S(Qj,k[u]∂xZαuk)
〉

L2

∣∣∣

+
m∑

j=1

‖SZαuj‖L2‖SR‖L2

≤Cγe
C
γ ‖u‖2

1,2

∫
R

Φ
∣∣∣S|∂x|1/2Zαu

∣∣∣2 dx

+ Ce
C
γ ‖u‖2

1,2(1 + γ−2‖u‖4
2,2)‖u‖2

2,∞‖u‖2
s,2

+
Ce

C
γ ‖u‖2

1,2

1 + t
‖u‖2

s−1,2‖u‖2
s,2

≤Cγ

∫
R

Φ
∣∣∣S|∂x|1/2Zαu

∣∣∣2 dx +
Cγ4

(1 + t)1−2µ
.

Here we have used Lemma 4. On the other hand, we
apply Lemma 3 to obtain

B(t) ≤Ce
C
γ ‖u‖2

1,2

γ

{‖u‖2
2,∞

+ γ−2‖u‖6
1,∞ + ‖u‖1,2‖F (u, ∂xu)‖H1

}
≤ Cγ

1 + t
,

whence

B(t)‖Zαuj‖2
L2 ≤ Cγ3

(1 + t)1−2µ
.

Summing up, we obtain

d

dt
‖SZαu‖2

L2

≤
(

Cγ − 1
2

) ∫
R

Φ
∣∣∣S|∂x|1/2Zαu

∣∣∣2 dx +
Cγ3

(1 + t)1−2µ

≤ Cγ3

(1 + t)1−2µ
,

provided γ is so small that Cγ − 1
2 ≤ 0. Integrating

with respect to t, we have

‖SZαu(t, ·)‖2
L2 ≤ Cε2 + Cγ3

∫ t

0

dτ

(1 + τ)1−2µ

≤ Cε2 + Cγ3(1 + t)2µ,

which yields

sup
0≤t<T

(1 + t)−µ
∑
|α|=s

‖Zαu(t, ·)‖L2

≤ sup
0≤t<T

(1 + t)−µe
C
γ ‖u‖2

1,2
∑
|α|=s

‖SZαu‖L2(8)

≤ C(ε + γ3/2).

Combining (7) and (8), we obtain

Es(T ) ≤ C(ε + γ3/2). �
4. Concluding Remark. As we have men-

tioned in Remark 3, our null condition is not optimal
for small data global existence of (1)–(2). In view of
the recent progress on NLW ([A2, A3, L, LR1, LR2]
etc.), it would be natural to introduce a weaker con-
dition, which is to be called the weak null condition.
Recently, such an attempt is made in [Su] and [HNS]
for the single NLS (i.e., the case of m = 1). Ac-
cording to them, an NLS analogue of the weak null
condition could be given by

sup
ξ∈R

Im F
(c)
1 (1, iξ) ≤ 0(9)

in the single case (see [Su] and [HNS] for the de-
tails). When m ≥ 2, some variant of their argument
suggests that large time behavior of the solution to
(1)–(2) might be characterized by the behavior (as
τ → +∞) of the solution v(τ) = (vk(τ ; ξ))1≤k≤m to
the ODE

dvk

dτ
= −iF

(c)
k (v, iξv) (k = 1, · · · , m),(10)

where ξ ∈ R is regarded as a parameter. Note that
(10) is reduced to

dv1

dτ
= −iF

(c)
1 (1, iξ)|v1|2v1

when m = 1. This gives a heuristic reason why (9)
appears. However, we are presently not able to jus-
tify this expectation for general NLS systems.
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