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Modified complexity and ∗-Sturmian word

By Izumi Nakashima,∗) Jun-ichi Tamura,∗∗) and Shin-ichi Yasutomi∗∗∗)

We give analogies of the complexity p(n) and
Sturmian words which are called the ∗-complexity
p∗(n) and ∗-Sturmian words. We announce theorems
about ∗-Sturmian words in this paper. The proofs
and details will be published elsewhere. We consider
words over an alphabet L = {0, 1}. Let Ln be the
set of all words of length n ≥ 0, L0 = {λ}, λ is the
empty word. Let L∗ be the set of all finite words
and LN (resp. L−N ) be the set of right-sided (resp.
left-sided) infinite words. A two-sided infinite words
W ∈ LZ is defined to be a map W : Z → L. We
identify two words V,W ∈ LZ if V (x+y) = W (x) for
all x ∈ Z for some fixed y ∈ Z. We put L∧ = L∗ ∪
LN ∪ L−N ∪ LZ . We denote the set of all subwords
of W by D(W ). We put D(n; W ) := D(W ) ∩ Ln

(n ≥ 0). The complexity of a word W is a function
defined by

p(n) = p(n;W ) := ]D(n; W ).

A ∗-subword w of W is a word w ∈ D(W )
which occurs infinitely many times in W . We put
D∗(n;W ) := D∗(W ) ∩ Ln, where D∗(W ) is the set
of ∗-subwords of W . We define ∗-complexity

p∗(n) = p∗(n; W ) := ]D∗(n; W ).

A Sturmian word is defined to be a word W ∈ LN ∪
L−N ∪ LZ satisfying

|ξ(A)− ξ(B)| ≤ 1

for any A, B ∈ D(n;W ) for all n ≥ 0, where ξ(w)
denotes the number of occurrences of a symbol 1 ap-
pearing in a word w ∈ L∗, cf. [2]. We define a
∗-Sturmian word to be a word W ∈ LN ∪L−N ∪LZ

satisfying

|ξ(A)− ξ(B)| ≤ 1

for any A,B ∈ D∗(n;W ) for all n ≥ 0.
Let σ(n; W ) = max

A∈D(n;W )
ξ(A) and σ′(n; W ) =
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min
A∈D(n;W )

ξ(A).

Theorem 1 (Morse and Hedlund [2]). If W

is a Sturmian word, then p(n; W ) ≤ n + 1, and there

is the density α = lim
n→∞

σ(n,W )
n

= lim
n→∞

σ′(n,W )
n

.

We can classify one-sided or two-sided infinite
Sturmian words as follows:

(Type I) α is irrational,
(Type II) α is rational and W is purely peri-
odic,
(Type III) α is rational and W is not purely
periodic.

It is known that each case can occur. The words of
Type III will be referred to as skew Sturmian words.
Let 0 ≤ α ≤ 1 and β be real numbers. We de-
fine G(n, α, β) = b(n + 1)α + βc − bnα + βc and
G′(n, α, β) = d(n + 1)α + βe − dnα + βe, where bxc
is the greatest integer which does not exceed x and
dxe is the least integer which is not smaller than x.
A word G(α, β) ∈ LN is defined by

G(α, β) = G(0, α, β)G(1, α, β) · · ·G(n, α, β) · · · .
G′(α, β) is defined similarly by using G′(n, α, β). We
set G(α) = G(α, 0), G′(α) = G′(α, 0), G(n, α) =
G(n, α, 0) and G′(n, α) = G′(n, α, 0).

Theorem 2 (Morse and Hedlund [2]). If α is
irrational (resp. rational), then G(α, β) and G′(α, β)
are Sturmian words of Type I (resp. TypeII ). Con-
versely, if W ∈ LN is a Sturmian word of type I

with density α = lim
n→∞

σ(n,W )
n

, there exists a real

number β such that W = G(α, β) or W = G′(α, β).
For A, B ∈ L∗ we denote by {A,B}∗ the set

{A,B}∗ := {w1 · · ·wn; wi = A or B n ≥ 0}.
We say a word W ∈ {a, b}∗ is strictly over {a, b} if
both a and b eventually occur in W . w∗ (resp. ∗w)
(λ 6= w ∈ L∗) denote the words w∗ := www · · · ∈
LN (resp. ∗w := · · ·www ∈ L−N ), wn (n ∈ N ∪
{0}, w ∈ L∗) is the word wn := v1v2 · · · vn (vi = w).
We mean by ∗vw (resp. vw∗) the word (∗v)w (resp.
v(w∗)).

Theorem 3 (Morse and Hedlund [2]). Let
W ∈ LN be a purely periodic Sturmian word with
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density α = p/q (p ∈ N , q > 1, and (p, q) = 1).
Then W can be extended in two ways to a two-sided
infinite skew Sturmian word which is represented
by ∗ACB∗ (A,B, C ∈ Lq with ξ(A) = ξ(B) = p,
and ξ(C) = p − 1 or p + 1). If the density of a
one-sided infinite Sturmian word W is 0 or 1, then
W can be uniquly extended to a two-sided infinite
skew Sturmian word.

If x 6= 0, 1 is rational, then G(x) is purely peri-
odic and there are two extensions to a two-sided in-
finite skew Sturmian word which is denoted by G(x)
(resp. G(x)) if ξ(C) = p + 1 (resp. ξ(C) = p − 1).
If x = 0 (resp. x = 1), then G(x) can be extended
to a two-sided infinite skew Sturmian word which is
denoted by G(x) (resp. G(x)).

Definition 1 (super Bernoulli word, cf. [3]).
If W ∈ LN ∪L−N ∪LZ satisfies one of the following
conditions (C1)–(C4), we call W a super Bernoulli
word related to (x, y), 0 ≤ x ≤ y ≤ 1:
(C1) D∗(W ) =

⋃
z∈[x,y] D(G(z)).

(C2) D∗(W ) =
⋃

z∈[x,y] D(G(z))
⋃

D(G(x)) with
x ∈ Q.
(C3) D∗(W ) =

⋃
z∈[x,y] D(G(z))

⋃
D(G(y)) with

y ∈ Q.
(C4)
D∗(W ) =

⋃
z∈[x,y] D(G(z))

⋃
D(G(x))

⋃
D(G(y))

with x, y ∈ Q.
The converse of the assertion given in Theorem

1 dose not hold, but the words W ∈ L∧ satisfying
p(n; W ) ≤ n + 1 for all n ∈ N are characterized by
Coven and Hedlund [1].

We need some definitions.
Definition 2. We define substitutions δ0, δ1

by

δ0 :
{

0 → 0
1 → 01

, δ1 :
{

0 → 01
1 → 1

.

δk can be extended to L∧ by

δk(W ) := · · · δk(wi) · · ·
for W = · · ·wi · · · ∈ L∧. The map δk : L∧ → L∧

is injective. Hence we can write B = δ−1
k (A) if A =

δk(B), (A,B ∈ L∧).
Definition 3. For k1, . . . , ki ∈ {0, 1}, we de-

fine Ai = A(k1, . . . , ki) := δk1 ◦ · · · ◦ δki(0), Bi =
B(k1, . . . , ki) := δk1 ◦ · · · ◦ δki(1) (A0 := 0, B0 := 1).

Theorem 4. Let W ∈ LN. Then the follow-
ing four conditions are equivalent :

(i) W is ∗-Sturmian.

(ii) p∗(n; W ) ≤ n + 1 for all n ≥ 0.
(iii) There exists a finite or infinite sequence
κ = {k1, k2, . . . , ki . . .} ki ∈ {0, 1} such that

W = u0u1 · · ·ui · · · , u0A
∗
i , or u0B

∗
i ,

where Ai = A(k1, · · · , ki), Bi = B(k1, · · · , ki)
are words given in Definition 3, u0 ∈ L∗, and
each ui is a certain finite word strictly over
{Ai, Bi} for all i > 0.
(iv) W is a super Bernoulli words which satis-
fies one of the conditions (C1), (C2) or (C3) in
Definition 1 with x = y.

Remark 1. In the condition (iii), if p∗(m; W )
= m + 1 for any m, then W = u0u1 · · ·ui · · · . If
p∗(m;W ) < m + 1 for some m, then W = u0A

∗
i

or u0B
∗
i and p∗(n;W ) is bounded. In the condition

(iv), if x(= y) is an irrational number, or W satis-
fies the conditions (C2) or (C3) in Definition 1, then
p∗(n; W ) = n + 1 for all n. If x is a rational number
and W satisfies the condition (C1) in Definition 1,
then p∗(n;W ) is bounded.

Theorem 5. Let W ∈ LZ. Then the follow-
ing three conditions are equivalent :
(i) W is ∗-Sturmian.
(ii) There exist a finite or infinite sequence κ =
{k1, k2, . . . , ki, . . .}, ki ∈ {0, 1} such that W has
one of the following representations,
1) W = · · ·u−i · · ·u−1u0u1 · · ·ui · · · , κ is an

infinite sequence,
2) W = · · ·u−i · · ·u−1u0A

∗
j , κ is infinite and

ki = 0 for all i > j,

3) W =∗Aju0u1 · · ·ui · · · , κ is infinite and
ki = 0 for all i > j,

4) W = · · ·u−i · · ·u−1u0B
∗
j , κ is infinite and

ki = 1 for all i > j,

5) W =∗Bju0u1 · · ·ui · · · , κ is infinite and
ki = 1 for all i > j,

6) W =∗Aju0A
∗
j , κ is finite and kj is its final

term and
7) W =∗Bju0B

∗
j , κ is finite and kj is its final

term,

where Ai = A(k1, · · · , ki), Bi = B(k1, · · · , ki)
are words given in definition 3, u0 ∈ L∗, and
ui and u−i are certain finite words strictly over
{Ai, Bi} for i > 0.

(iii) W is a super Bernoulli word which satisfies one
of the conditions (C1), (C2) or (C3) in Defini-
tion 1 with x = y.

Theorem 6. Let W ∈ LZ be a ∗-Sturmian
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word. Then, p∗(n; W ) ≤ n + 1 for all n ≥ 0.
Theorem 7. Let W ∈ LZ. Suppose that

p∗(n; W ) ≤ n + 1 for all n ≥ 0 and W is not a ∗-
Sturmian word. Then, there exists a finite sequence
{ki}ji=1 such that

W =∗Aju0B
∗
j , or ∗Bju0A

∗
j ,

where u0 ∈ L∗, Aj = A(k1, · · · , kj), Bj =
B(k1, · · · , kj) are words given in Definition 3.

Let us consider the complexity of an infinite
word W written by

W = 10a110a210a3 · · · , 0 ≤ a1 ≤ a2 ≤ a3 · · · .(1)

It is clear that W is a ∗-Sturmian word. We get
following Theorems on W .

Theorem 8. Let W be a word given by (1)
with (a0 :=)0 ≤ a1 < a2 < a3 · · · . Then
p(n; W ) = n+1+]{(i, j) ∈ N2; j ≤ ai−1 +1, ai +j ≤
n− 1}, n ≥ 0.

Theorem 9. Let W be as in Theorem 8.
Then,
p(n; W ) ≤ n2

4 + n
2 + 17

8 + (−1)n+1

8 −b( 3
4 + n

4 )−1c (n ≥
0). The above estimate is best possible; the equality
is attained by W = W0 := 110102103104 · · · .

We write f(n) ∼ g(n) if f(n) = O(g(n)) and
g(n) = O(f(n)).

Theorem 10. Let W be a word given by (1)
with 0 ≤ a1 < a2 < · · · and an ∼ nα (α ≥ 1). Then
p(n; W ) ∼ n1+1/α.

Theorem 11. Let k ≥ 2 be an integer, and
{bn}∞n=1 a linear recurrence sequence with xk−x− 1
as its characteristic polynomial defined by the initial
condition:




b1

b2

b3

...
bk




=




1 0 1 1 · · · 1
1 1 1 1 · · · 1
1 1 2 1 · · · 1
...

...
...

. . . . . . 1
...

...
... 2 1

1 1 2 · · · 2 2







t1
t2
t3
...
...
tk




,

(t1, t2, . . . , tk) ∈Nk.

Let W be a word defined by

W := 10a110a210a3 · · · , an := bn − 1.

Then p(n;W ) is given by the following, so that

p(n; W ) = kn + c for all n ≥ bk + 1, c ≤ 0,

where c is a non-positive constant, and c = 0 only if
k = 2, t1 = t2 = 1.

p(n;W )

=





n + 1 (0 ≤ n ≤ b1)
n + 2 (b1 + 1 ≤ n ≤ b2)
2n− b2 + 2 (b2 + 1 ≤ n ≤ b3)
3n− b2 − b3 + 2 (b3 + 1 ≤ n ≤ b4)
· · · · · ·
jn− b2 − · · · − bj + 2 (bj + 1 ≤ n ≤ bj+1)
· · · · · ·
kn− b2 − · · · − bk + 2 (n ≥ bk + 1)

.

If an is unbounded in (1), then without loss of gen-
erality, we can rewrite (1):

W = (10a1)e1(10a2)e2(10a3)e3 · · · ,(2)

with (a0 := 0) ≤ a1 < a2 < · · · , en ≥ 1.

Theorem 12. Let W be a word given by (2).
Then
p(n; W ) = n + 1 + ]{(i, j, k) ∈ N3; j ≤ ai + 1, k ≤
ei− 1, k(ai + 1) + j ≤ n}+ ]{(i, j) ∈ N2; j ≤ ai−1 +
1, ei(ai + 1) + j ≤ n} (n ≥ 0).

Related to the magnitude of the usual complex-
ity of ∗-Sturmian words, we can show the following
Theorems 13, 14.

Theorem 13. Any ∗-Sturmian word W ∈
LN is deterministic, i.e.,

lim
n→∞

log(p(n; W ))
n

= 0.

Theorem 14. For any small positive number
ε there exists a ∗-Sturmian word W ∈ LN such that
p(W ; n) > 2n1−ε

holds for all sufficiently large inte-
ger n.
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