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## Introduction

This paper is concerned with the Cauchy problem for a nonlinear degenerate parabolic equation of the form:

$$
\left\{\begin{align*}
u_{t}+\nabla A(u)= & \Delta \beta(u) \quad(x, t) \in R^{N} \times(0, \infty)  \tag{M}\\
& u(x, 0)=u_{0}(x)
\end{align*}\right.
$$

where $\nabla$ is the spatial nabla, $\Delta$ is the Laplacian in $\boldsymbol{R}^{N} ; A(s) \equiv\left(A^{1}(s), \ldots, A^{N}(s)\right)$, $A^{i} \in C^{1}\left(\boldsymbol{R}^{1}\right), i=1, \ldots, N$, and $\beta$ is a locally Lipschitz continuous and strictly increasing function on $\boldsymbol{R}^{1}$. In view of the assumptions on $\beta$, the derivative $\beta^{\prime}$ may have a countable number of zero points, and so the parabolicity of the above equation may degenerate at those points. A broad class of nonlinear degenerate parabolic equations can be written in the form (M) by choosing suitable functions $\beta$ and $A^{i}, i=1, \ldots, N$. Since this equation is a combination of the single conservation laws and the so-called porous medium equations, the degeneracy of $\beta(u)$ may interact with that of $A(u)$, and so the study of the problem ( M ) is important from not only the theoretical point of view but also from the point of view of the application to various evolution problems. On the other hand, it does not seem to be known except some special cases that the semigroup approach to the problem (M) is considerably effective. Therefore it is important to make an attempt to treat the problem $(\mathrm{M})$ in an operator theoretic fashion and construct semigroup solutions to (M).

In this paper we discuss the Cauchy problem (M) via the so-called kinetic approach for scalar quasilinear first order equations of conservation type which was proposed by Giga and Miyakawa [10]. This approach is suitable for treating nonlinear evolution problem of this type and their result was extended to a more general form of conservation laws in the subsequent paper [11] by Giga, Miyakawa and Oharu. In both of the two papers cited above, the convergence of approximate solutions is obtained through the compactness theorem for functions of bounded variation. On the other hand, Kobayashi [13] constructed the approximate solutions by using the solutions of the linear Boltzmann equation and established their convergence via the nonlinear semigroup theory. Making careful observations of the limiting pro-
cedure, Miyakawa [16] derived a linear viscosity term and Kobayashi [14] treated the porous medium equations in the same spirit. It is interesting to note that in each of the above-mentioned typical cases the nonlinear semigroup theory was efficiently applied to obtain the convergence of the approximate solutions. In this paper we show that this approach is also appropriate for constructing physically right weak solutions to the problem under consideration.

Our problem (M) is a linear combination of the quasilinear first-order hyperbolic conservation laws and the porous medium equations. Therefore, in order to apply the kinetic approach to the problem (M), we necessitate formulating the associated linear Boltzmann equation so that the macroscopic quantity ( $u$ in our case) is decomposed into microscopic quantity by means of appropriate kernel functions. The substantial obstruction to be encountered is to solve the uniqueness problem for the stationary problem associated to (M). Concerning the uniqueness of solutions to (M), Vol'pert and Hudjaev [19] have established a uniqueness theorem for a more general case by using their theory of functions of bounded variation. However, the concept of their solution does not fit our approach.

Recently, Yin [21] succeeded in proving the uniqueness of the so-called $B V$ solution of $(\mathrm{M})$ which is more natural and convenient than the solutions treated by Vol'pert and Hudjaev. He showed that the set of jump points of $B V$ solutions is negligible with respect to the $N$-dimensional Hausdorff measure. Appealing this fact, he removed the difficulty which is caused by the discontinuities. Inspired by his results, we find a dissipative operator associated with (M). It turns out that the kinetic approach is applicable to the nonlinear degenerate parabolic equations of the form (M) in a natural way.

Throughout this paper we employ the same notation as in Miyakawa [16]. Further, some of the results stated here have already obtained in the works $[10,11,12,13,14$ and 16] and some other results can be easily derived through slight modifications of well-known results, although we shall give a full description of those results for the sake of completeness.
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## 1. Formulation and statements of the main result

We first outline the kinetic approach to the Cauchy problem (M). In terms of kinetic theory of gases, the motion of gases can be described in two
ways: the macroscopic and microscopic approaches. We regard (M) as a model of macroscopic conservation laws in fluid mechanics, while the corresponding microscopic model is the linear Boltzmann equation in the phase space;

$$
\left\{\begin{array}{c}
f_{t}+\xi \nabla f=0 \quad(x, \xi, t) \in \boldsymbol{R}^{N} \times \boldsymbol{R}^{N} \times(0, \infty)  \tag{B}\\
f(x, \xi, 0)=f_{0}(x, \xi)
\end{array}\right.
$$

where the unknown function $f$ stands for the density of particles of gas at the position $x \in \boldsymbol{R}^{N}$ with velocity $\xi \in \boldsymbol{R}^{N}$ at time $t \geqq 0$. In order to justify this formulation, we regard $u(x, t)$ as a macroscopic quantity and define a microscopic quantity by

$$
f(x, \xi, t)=\int_{0}^{u(x, t)} \chi(\xi-a(s)) d s
$$

where appearing functions $\chi$ and $a$ will be introduced in (1.4) and (1.9) below. Then the following relations can be easily verified:

$$
\begin{gather*}
u(x, t)=\int f(x, \xi, t) d \xi  \tag{1.1}\\
A(u(x, t))-A(0)=\int \xi f(x, \xi, t) d \xi \tag{1.2}
\end{gather*}
$$

where $\int[\cdots] d \xi$ stands for the usual integral of $[\cdots]$ over $\boldsymbol{R}^{N}$. Therefore, if $f$ satisfies the linear Boltzmann equation (B) at time $t$, then

$$
\begin{gathered}
h^{-1}[u(x, t+h)-u(x, t)]=\int h^{-1}[f(x, \xi, t+h)-f(x, \xi, t)] d \xi \\
\rightarrow-\int \xi \nabla f(x, \xi, t) d \xi=-\nabla A(u(x, t)) \quad \text { as } h \downarrow 0 .
\end{gathered}
$$

This means that $u$ satisfies the following hyperbolic equation (H) at time $t$ :

$$
\begin{equation*}
u_{t}+\nabla A(u)=0 \quad(x, t) \in \boldsymbol{R}^{N} \times(0, \infty) . \tag{H}
\end{equation*}
$$

The relation (1.1) means that the macroscopic quantity $u(x, t)$ is decomposed into microscopic one $f(x, \xi, t)$ in the phase space so that the compatibility condition (1.2) may hold and the flux $A$ may be treated in an appropriate way. The above observation suggests that, by means of a suitable decomposition, the integral with respect to the velocity argument $\xi$ of solutions to the problem (B) with initial value obtained through the operations $u \mapsto f$ and $u_{0} \mapsto f(\cdot, \xi, 0)$ may approximate the solution of the problem (M). In fact, we can construct such a new decomposition in the following way.

Let $\chi$ be a function with the following properties:

$$
\begin{align*}
& \chi \in C_{0}^{\infty}\left(\boldsymbol{R}^{N}\right), \quad \chi \geqq 0 \text { on } \boldsymbol{R}^{N}, \quad \text { supp } \chi \subset\left\{\xi \in \boldsymbol{R}^{N} ;|\xi| \leqq 1\right\},  \tag{1.3}\\
& \chi(\xi)=\chi(|\xi|), \quad \int \chi(\xi) d \xi=1 . \tag{1.4}
\end{align*}
$$

Let

$$
F(w, s)=\left\{\begin{align*}
1 & (0<s \leqq w)  \tag{1.5}\\
-1 & (w \leqq s<0) \\
0 & \text { (otherwise) }
\end{align*}\right.
$$

We then consider a family of functions $\left\{\beta_{\varepsilon} ; \varepsilon>0\right\}$ contained in $C^{1}\left(\boldsymbol{R}^{1}\right)$ which gives a regularization of $\beta$ in the sense that

$$
\begin{gather*}
\beta_{\varepsilon}^{\prime}(s)>0 \quad \text { for } s \in \boldsymbol{R}^{1}, \quad \beta_{\varepsilon} \rightarrow \beta \quad \text { as } \varepsilon \downarrow 0 \text { in } L_{\text {loc }}^{\infty}\left(\boldsymbol{R}^{1}\right),  \tag{1.6}\\
\sup \left\{\beta_{\varepsilon}^{\prime}(s) ;|s| \leqq r, \varepsilon>0\right\}<\infty \quad \text { for each } r>0 \tag{1.7}
\end{gather*}
$$

For the above mentioned functions, we define two functions $\chi_{\varepsilon}$ and $F_{\varepsilon}$ by

$$
\begin{gather*}
\chi_{\varepsilon}(\xi, s)=\left(\frac{\varepsilon}{\beta_{\varepsilon}^{\prime}(s)^{1 / 2}}\right)^{N} \chi\left(\frac{\varepsilon}{\beta_{\varepsilon}^{\prime}(s)^{1 / 2}} \xi\right) \quad \text { for }(\xi, s) \in \boldsymbol{R}^{N} \times \boldsymbol{R}^{1},  \tag{1.8}\\
F_{\varepsilon}(w, \xi)=\int F(w, s) \chi_{\varepsilon}(\xi-a(s), s) d s \quad \text { for }(w, \xi) \in \boldsymbol{R}^{1} \times \boldsymbol{R}^{N}, \\
\text { where } \quad a^{i}=d A^{i} / d s, \quad a(s)=\left(a^{1}(s), \ldots, a^{N}(s)\right) .
\end{gather*}
$$

In the case of hyperbolic conservation laws, it is not necessary to employ the functions $\left\{\chi_{\varepsilon} ; \varepsilon>0\right\}$. Then, the following conditions corresponding to (1.1) and (1.2) are easily checked by means of above relations.

$$
\begin{equation*}
w=\int F_{\varepsilon}(w, \xi) d \xi \quad \text { for } w \in \boldsymbol{R}^{1} \tag{D}
\end{equation*}
$$

$$
\begin{equation*}
A(w)-A(0)=\int \xi F_{\varepsilon}(w, \xi) d \xi \quad \text { for } w \in \boldsymbol{R}^{1} \tag{C}
\end{equation*}
$$

To verify that the family of functions $\left\{F_{\varepsilon} ; \varepsilon>0\right\}$ gives the desired decomposition, we consider solutions of (B) with initial values of the form $F_{\varepsilon}\left(u_{0}(\cdot), \xi\right)$, $\varepsilon>0$. Let $\left\{U_{\xi}(t) ; t \geqq 0\right\}$ be the family of solution operators to the problem (B). We define a family of nonlinear operators $\left\{S_{h} ; h>0\right\}$ by

$$
\begin{equation*}
S_{h} v=\int U_{\xi}(h) F_{\varepsilon}(v(\cdot), \xi) d \xi \tag{1.10}
\end{equation*}
$$

for $v \in L_{\text {loc }}^{1}\left(\boldsymbol{R}^{N}\right)$ for which the right-hand side of (1.10) makes sense and $\varepsilon$ is a positive number satisfying the following stability condition:

$$
\begin{equation*}
\frac{h}{2 N \varepsilon^{2}} \int|\xi|^{2} \chi(\xi) d \xi=1 \tag{1.11}
\end{equation*}
$$

For any $v \in L^{1}\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$, we can show (see the proof of Lemma 4.3 (ii)) that

$$
\begin{equation*}
h^{-1}\left(S_{h} v-v\right) \rightarrow \Delta \beta(v)-\nabla A(v) \quad \text { in } \mathscr{D}^{\prime}\left(\boldsymbol{R}^{N}\right) \text { as } h \downarrow 0 \tag{1.12}
\end{equation*}
$$

Therefore it is expected that for each $h>0$ the function

$$
\begin{equation*}
u_{h}(t)=S_{h}^{[/ / h]} u_{0} \tag{1.13}
\end{equation*}
$$

approximates the solution of $(\mathrm{M})$, where $[s]$ denotes the greatest integer which does not exceed $s \in \boldsymbol{R}^{1}$. To ensure the convergence of approximate solution $u_{h}$, we employ the approximation theorem for nonlinear semigroups due to Brezis and Pazy [8].

In order to treat the problem (M) via the nonlinear semigroup theory, it is necessary to find a dissipative operator $B$ which is a formal expression $B v=\Delta \beta(v)-\nabla A(v)$ in an appropriate function space. To this end, we formulate two operators $B_{0}$ and $B$. First we define $B_{0}$ in the following way:

$$
\begin{equation*}
v \in D\left(B_{0}\right), \quad w \in B_{0} v \quad \text { if and only if } v, w \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right) \quad \text { and } \tag{1.14}
\end{equation*}
$$

$$
\int[\beta(v) \Delta \varphi+A(v) \nabla \varphi] d x=\int w \varphi d x \quad \text { for } \forall \varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{N}\right)
$$

Obviously, $B_{0}$ is a singlevalued operator, hence $B_{0} v=\triangle \beta(v)-\nabla A(v)$ holds in $\mathscr{D}^{\prime}\left(R^{N}\right)$ for $v \in D\left(B_{0}\right)$. The second operator $B$ is defined to be the closure of $B_{0}$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$, i.e., $v \in D(B), w \in B v$ if and only if there exists a sequence $\left(v_{n}\right)_{n=1}^{\infty}$ in $D\left(B_{0}\right)$ such that $\left(v_{n}, B_{0} v_{n}\right) \rightarrow(v, w)$ in $L^{1}\left(\boldsymbol{R}^{N}\right)^{2}$ as $n \rightarrow \infty$. In Section 4 we show that the operator $B$ is a densely defined $m$-dissipative operator in $L^{1}\left(\boldsymbol{R}^{N}\right)$, and so that, by the generation theorem for nonlinear semigroups due to Crandall and Liggett, there exists a nonlinear semigroup $\{T(t) ; t \geqq 0\}$ on $L^{1}\left(\boldsymbol{R}^{N}\right)$ in such a way that for each $v \in L^{1}\left(\boldsymbol{R}^{N}\right)$

$$
\begin{equation*}
(I-\lambda B)^{-[t / \lambda]} v \rightarrow T(t) v \quad \text { in } L^{1}\left(\boldsymbol{R}^{N}\right) \text { as } \lambda \downarrow 0 \tag{1.15}
\end{equation*}
$$

uniformly for bounded $t$.
In order to state our result, we introduce two notions of generalized solution to the Cauchy problem (M).

Definition. For $u_{0} \in L^{1}\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$, a function $u \in L^{\infty}\left(\boldsymbol{R}^{N} \times(0, \infty)\right) \cap$ $C\left([0, \infty) ; L^{1}\left(\boldsymbol{R}^{N}\right)\right)$ is called a weak solution of the problem (M) if $u(\cdot, 0)=u_{0}$, $\nabla \beta(u) \in L^{2}\left(0, T ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$ for all $T>0$, and the function $u$ satisfies

$$
\int_{0}^{\infty} \int\left[u \varphi_{t}+A(u) \nabla \varphi\right] d x d t=\int_{0}^{\infty} \int \nabla \beta(u) \nabla \varphi d x d t
$$

for each $\varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{N} \times(0, \infty)\right)$. If in addition $u \in B V\left(\boldsymbol{R}^{N} \times(0, T)\right)$ for each $T>$ 0 , then $u$ is said to be a $B V$ solution of the problem (M).

Remark. The above notion of $B V$ solution of (M) is a modified version of the notion proposed by Yin [21] in the sense that the $B V$ solution of Yin belongs to $C\left([0, \infty) ; L^{1}\left(\boldsymbol{R}^{N}\right)\right)$. Since the $B V$ solution in the sense of Yin is unique, it is obvious that our $B V$ solution is also unique.

Our main result in this paper can be now stated as follows.
Theorem. Let $\chi$ and $\left\{\beta_{\varepsilon} ; \varepsilon>0\right\}$ be any functions satisfying (1.3), (1.4), (1.6) and (1.7). Suppose that the numbers $h>0$ and $\varepsilon>0$ satisfy the stability condition (1.11). Then, we have:
(a) For each $v \in L^{1}\left(\boldsymbol{R}^{N}\right)$,

$$
\begin{equation*}
S_{h}^{[t / h]} v \rightarrow T(t) v \quad \text { in } L^{1}\left(\boldsymbol{R}^{N}\right) \text { as } h \downarrow 0 \tag{1.16}
\end{equation*}
$$

where the convergence is uniform for bounded $t$.
(b) If $u_{0} \in L^{1}\left(\boldsymbol{R}^{N}\right) \cap \boldsymbol{L}^{\infty}\left(\boldsymbol{R}^{N}\right)$, the function $u(x, t)=\left[T(t) u_{0}\right](x)$ gives a weak solution of the problem (M).
(c) If $u_{0} \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right) \cap \hat{D}(B)$, where $\hat{D}(B)$ denotes the generalized domain of the m-dissipative operator $B$, the function $u(x, t)=\left[T(t) u_{0}\right](x)$ gives the unique $B V$ solution of the problem (M).

## 2. Basic properties of the operators $\boldsymbol{S}_{\boldsymbol{h}}$

First we recall the approximation theorem for nonlinear semigroups due to Brezis and Pazy [8] and state it for our convenience.

Theorem 2.1. Let $X$ be a real Banach space and $\left\{C_{h} ; h>0\right\}$ a given family of contraction operators on $X$. If the limit

$$
J(\lambda) v \equiv \lim _{h \downarrow 0}\left[I-\lambda h^{-1}\left(C_{h}-I\right)\right]^{-1} v
$$

exists for all $v \in X$ and all $\lambda>0$. Then there exists a $m$-dissipative operator $A$ in $X$ such that $J(\lambda)=(I-\lambda A)^{-1}$ for all $\lambda>0$, and

$$
C_{h}^{[t / h]} v \rightarrow T(t) v \quad \text { as } h \downarrow 0 \text { uniformly for bounded } t
$$

for each $v \in \overline{D(A)}$, where $\{T(t) ; t \geqq 0\}$ is the nonlinear semigroup generated in $X$ by $A$.

We wish to apply the above theorem to the case where the Banach space $X$ is $L^{1}\left(\boldsymbol{R}^{N}\right)$ and the operators $C_{h}$ are $S_{h}$. To do this, we prepare some basic
estimates concerning the operators $S_{h}$ and the resolvents $\left[I-\lambda h^{-1}\left(S_{h}-I\right)\right]^{-1}$. Here and hereafter, $\|\cdot\|_{p}$ denotes the usual norm of the Lebesgue space $L^{p}\left(\boldsymbol{R}^{N}\right)$, $1 \leqq p \leqq \infty$. We represent the duality pairing between the Lebesgue spaces $L^{p}\left(\boldsymbol{R}^{N}\right)$ and $L^{q}\left(\boldsymbol{R}^{N}\right), 1 / p+1 / q=1$, by $\langle$,$\rangle . The same bracket \langle$,$\rangle will also$ be used for the case of vector-valued Lebesgue spaces.

Lemma 2.2. Let $\tau_{y}, y \in \boldsymbol{R}^{N}$, be the translation operators defined by $\left[\tau_{y} v\right](x) \equiv v(x+y)$.
(i) $S_{h}$ is a contraction operator on $L^{1}\left(\boldsymbol{R}^{N}\right)$ and

$$
\left\|S_{h} v\right\|_{1} \leqq\|v\|_{1} \quad \text { for } v \in L^{1}\left(\boldsymbol{R}^{N}\right)
$$

(ii) $\tau_{y} S_{h}=S_{h} \tau_{y}$ for $y \in \boldsymbol{R}^{N}$.
(iii) $\left\|S_{h} v\right\|_{\infty} \leqq\|v\|_{\infty}$ for $v \in L^{\infty}\left(\boldsymbol{R}^{N}\right)$.

Proof. We first recall the basic properties of the function $F$ defined in (1.5):

$$
\begin{gather*}
F(\cdot, s) \text { is nondecreasing for a fixed } s \in \boldsymbol{R}^{1},  \tag{2.1}\\
F(0, s)=0, \quad \operatorname{supp} F(w, \cdot) \subset\left\{s \in \boldsymbol{R}^{1} ;|s| \leqq|w|\right\},  \tag{2.2}\\
\int f(s)[F(v, s)-F(w, s)] d s=\int_{w}^{v} f(s) d s \quad \text { for } f \in L_{l o c}^{1}\left(\boldsymbol{R}^{1}\right), v, w \in \boldsymbol{R}^{1} . \tag{2.3}
\end{gather*}
$$

In particular, $w=\int F(w, s) d s,|w|=\int|F(w, s)| d s$ and

$$
\begin{equation*}
|v-w|=\int|F(v, s)-F(w, s)| d s \tag{2.4}
\end{equation*}
$$

See Kobayashi [12] for the detailed argument. We employ these facts.
(i) For each $v, w \in L^{1}\left(\boldsymbol{R}^{N}\right)$,

$$
\begin{aligned}
& \int\left|S_{h} v-S_{h} w\right| d x \leqq \int d x \int\left|F_{\varepsilon}(v(\cdot-h \xi), \xi)-F_{\varepsilon}(w(\cdot-h \xi), \xi)\right| d \xi \\
& \quad=\int d \xi \int\left|F_{\varepsilon}(v(\cdot-h \xi), \xi)-F_{\varepsilon}(w(\cdot-h \xi), \xi)\right| d x \\
& \quad=\int d \xi \int\left|F_{\varepsilon}(v, \xi)-F_{\varepsilon}(w, \xi)\right| d x=\int|v-w| d x
\end{aligned}
$$

In the derivation of the extreme right-hand side of the above equality we have used the following identity which is a direct consequence of (2.4):

$$
|v-w|=\int\left|F_{\varepsilon}(v, \xi)-F_{\varepsilon}(w, \xi)\right| d \xi \quad \text { for } v, w \in \boldsymbol{R}^{1}
$$

Since $S_{h} 0=0$ by definition, we obtain $\left\|S_{h} v\right\|_{1} \leqq\|v\|_{1}$ by putting $w=0$ in the above estimate.
(ii)

$$
\begin{aligned}
& {\left[\tau_{y} S_{h} v\right](x)=\left(\int F_{\varepsilon}(v(\cdot-h \xi), \xi) d \xi\right)(x+y)} \\
& \quad=\int F_{\varepsilon}(v(x+y-h \xi), \xi) d \xi \\
& \quad=\int F_{\varepsilon}\left(\left[\tau_{y} v\right](x-h \xi), \xi\right) d \xi=\left[S_{h} \tau_{y} v\right](x) .
\end{aligned}
$$

(iii) Since $F_{\varepsilon}(\cdot, \xi)$ is nondecreasing function for fixed $\xi \in \boldsymbol{R}^{N}$ by (2.1),

$$
F_{\varepsilon}\left(-\|v\|_{\infty}, \xi\right) \leqq F_{\varepsilon}(v(x-h \xi), \xi) \leqq F_{\varepsilon}\left(\|v\|_{\infty}, \xi\right) \quad \text { a.e. } x \in \boldsymbol{R}^{N} .
$$

Integrating the resultant inequality with respect to $\xi$ over $\boldsymbol{R}^{N}$, we obtain

$$
-\|v\|_{\infty} \leqq\left[S_{h} v\right](x) \leqq\|v\|_{\infty} \quad \text { a.e. } x \in \boldsymbol{R}^{N} .
$$

In what follows, we employ the nonlinear operator $B_{h}$ on $L^{1}\left(\boldsymbol{R}^{N}\right)$ defined by

$$
\begin{equation*}
B_{h}=h^{-1}\left(S_{h}-I\right) \quad \text { for } h>0 \tag{2.5}
\end{equation*}
$$

For a fixed $h, \lambda>0$ and $v \in L^{1}\left(\boldsymbol{R}^{N}\right)$, the operator

$$
\mathscr{F}(v) w \equiv h(h+\lambda)^{-1} v+\lambda(h+\lambda)^{-1} S_{h} w \quad \text { for } w \in L^{1}\left(\boldsymbol{R}^{N}\right),
$$

defines a strict contraction operator on $L^{1}\left(\boldsymbol{R}^{N}\right)$ and the subspace $L^{1}\left(\boldsymbol{R}^{N}\right) \cap$ $L^{\infty}\left(\boldsymbol{R}^{N}\right)$ is invariant under $\mathscr{F}(v)$ by Lemma 2.2, the contraction mapping principle asserts that $\mathscr{F}(v)$ admits a unique fixed point in $L^{1}\left(\boldsymbol{R}^{N}\right)$. Thus the resolvent $\left(I-\lambda B_{h}\right)^{-1}$ of $B_{h}$ exists and the following lemma follows directly from Lemma 2.2.

Lemma 2.3. (i) $\left(I-\lambda B_{h}\right)^{-1}$ is a contraction operator on $L^{1}\left(\boldsymbol{R}^{N}\right)$ and

$$
\left\|\left(I-\lambda B_{h}\right)^{-1} v\right\|_{1} \leqq\|v\|_{1} \text { for } v \in L^{1}\left(\boldsymbol{R}^{N}\right)
$$

(ii) $\tau_{y}\left(I-\lambda B_{h}\right)^{-1}=\left(I-\lambda B_{h}\right)^{-1} \tau_{y}$ for $y \in R^{N}$.
(iii) $\left\|\left(I-\lambda B_{h}\right)^{-1} v\right\|_{\infty} \leqq\|v\|_{\infty}$ for $v \in L^{1}\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$.

The following lemma plays a central role in ensuring the precompactness in $L^{1}\left(\boldsymbol{R}^{N}\right)$ of various families of functions which will appear in our subsequent discussions.

Lemma 2.4. Let $v \in L^{\infty}\left(\boldsymbol{R}^{N}\right), k \in \boldsymbol{R}^{1}$ and $\varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{N}\right)$ with $\varphi \geqq 0$. Then

$$
\begin{align*}
& \left\langle\operatorname{sgn}(v-k) B_{h} v, \varphi\right\rangle  \tag{2.6}\\
& \quad \leqq \int\left\langle\operatorname{sgn}(v-k)\left[F_{\varepsilon}(v, \xi)-F_{\varepsilon}(k, \xi)\right], h^{-1}\left[U_{\xi}(h)^{*}-I\right] \varphi\right\rangle d \xi,
\end{align*}
$$

where $U_{\xi}(h)^{*}$ is the dual operators in $L^{\infty}\left(\boldsymbol{R}^{N}\right)$ of $U_{\xi}(h)$.
Proof. First we note that $B_{h} k=0$ by the definition of $S_{h}$. Therefore

$$
\begin{align*}
& \left\langle\operatorname{sgn}(v-k) B_{h} v, \varphi\right\rangle=\left\langle\operatorname{sgn}(v-k)\left[B_{h} v-B_{h} k\right], \varphi\right\rangle  \tag{2.7}\\
& \quad=\int\left\langle\left[F_{\varepsilon}(v, \xi)-F_{\varepsilon}(k, \xi)\right], h^{-1}\left[U_{\xi}(h)^{*}-I\right][\operatorname{sgn}(v-k) \varphi]\right\rangle d \xi
\end{align*}
$$

Since $|\operatorname{sgn}(v-k) \varphi| \leqq \varphi$, the order-preserving property of the operators $U_{\xi}(h)^{*}$ implies that $U_{\xi}(h)^{*}[\operatorname{sgn}(v-k) \varphi] \leqq U_{\xi}(h)^{*} \varphi$. Using this, the extreme righthand side of (2.7) does not exceed

$$
\begin{aligned}
& h^{-1} \int\langle | F_{\varepsilon}(v, \xi)-F_{\varepsilon}(k, \xi)\left|, U_{\xi}(h)^{*} \varphi\right\rangle d \xi \\
& \quad-h^{-1} \int\left\langle\left[F_{\varepsilon}(v, \xi)-F_{\varepsilon}(k, \xi)\right], \operatorname{sgn}(v-k) \varphi\right\rangle d \xi
\end{aligned}
$$

On the other hand, $F_{\varepsilon}(w, \xi)$ is nondecreasing in $w$ and $\left|F_{\varepsilon}(v, \xi)-F_{\varepsilon}(k, \xi)\right|=$ $\operatorname{sgn}(v-k)\left[F_{\varepsilon}(v, \xi)-F_{\varepsilon}(k, \xi)\right]$, we obtain the desired estimate (2.6).

## 3. Dissipative operator $\boldsymbol{B}_{0}$

In order to investigate the properties of the operator $B_{0}$ defined by (1.14), we prepare some fundamental facts on the functions of bounded variation. For the basic notions and results we refer to [1], [2], [20] and [22].

We denote by $|E|$ the Lebesgue measure of a Lebesgue measurable set $E \subset R^{N}$ and by $\mathscr{H}^{N-1}(E)$ the $(N-1)$-dimensional Hausdorff measure of a Borel set $E \subset \boldsymbol{R}^{N}$. We define an extended real valued seminorm $\|D \cdot\|_{M}$ on $L^{1}\left(\boldsymbol{R}^{N}\right)$ by

$$
\begin{equation*}
\|D v\|_{M}=\sup \left\{\int v \operatorname{div} \varphi d x ; \varphi=\left(\varphi^{1}, \ldots, \varphi^{N}\right) \in C_{0}^{\infty}\left(\boldsymbol{R}^{N} ; \boldsymbol{R}^{N}\right), \max _{i}\left\|\varphi^{i}\right\|_{\infty} \leqq 1\right\} \tag{3.1}
\end{equation*}
$$

We say that $v \in L^{1}\left(\boldsymbol{R}^{N}\right)$ is a function of bounded variation in $\boldsymbol{R}^{N}$ if the quantity $\|D v\|_{M}$ is finite. Notice that for $v \in W^{1,1}\left(\boldsymbol{R}^{N}\right)$ the left-hand side of (3.1) coincides with $\sum_{i=1}^{N}\left\|\partial v / \partial x_{i}\right\|_{1}$. We denote by $B V\left(\boldsymbol{R}^{N}\right)$ the space of all functions of bounded variation in $\boldsymbol{R}^{N}$. The space $B V\left(\boldsymbol{R}^{N}\right)$ is a Banach space with respect
to the norm $\|v\|_{B V} \equiv\|v\|_{1}+\|D v\|_{M}$. It is easily seen that for $v \in B V\left(\boldsymbol{R}^{N}\right)$ the distributional derivatives $D_{i} v, i=1, \ldots, N$, are regarded as elements of the space $M\left(\boldsymbol{R}^{N}\right)$ of Radon measures on $\boldsymbol{R}^{N}$ with finite total variations. We denote by $|D v|$ the total variation of the vector-valued Radon measure $D v=$ $\left(D_{1} v, \ldots, D_{N} v\right)$. The total variation $|D v|$ itself defines a measure and for every open set $\Omega \subset \boldsymbol{R}^{N}$ the integral of the measure $|D v|$ over $\Omega$ is given by the right-hand side of (3.1) with $\varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{N} ; \boldsymbol{R}^{N}\right)$ replaced by $\varphi \in C_{0}^{\infty}\left(\Omega ; \boldsymbol{R}^{N}\right)$.

In what follows, we denote by $\int_{E} f D_{i} v$ the integral on a Borel set $E \subset \boldsymbol{R}^{N}$ of a integrable function $f: E \rightarrow \boldsymbol{R}^{1}$ with respect to the Radon measure $D_{i} v$. In this case, we define the vector-valued Radon measure $f D v=\left(f D_{1} v, \ldots, f D_{N} v\right)$ by

$$
\begin{equation*}
\left[f D_{i} v\right](E)=\int_{E} f D_{i} v \quad \text { for Borel set } E \subset \boldsymbol{R}^{N} \tag{3.2}
\end{equation*}
$$

We also write $\int_{E} f D v=\sum_{i=1}^{N} \int_{E} f^{i} D_{i} v$ for a vector-valued integrable function $f: E \rightarrow \boldsymbol{R}^{N}, f=\left(f^{1}, \ldots, f^{N}\right)$.

Let $E \subset \boldsymbol{R}^{N}$ be a Lebesgue measurable set. A unit vector $n$ is called a measure-theoretic normal to $E$ at a point $x$ ([22], Definition 5.6.4), if

$$
\lim _{r \downharpoonright 0} r^{-N}\left|B(x, r) \cap\left\{y ;(y-x) \cdot n<0, y \in E^{c}\right\}\right|=0
$$

and

$$
\lim _{r \downarrow 0} r^{-N}|B(x, r) \cap\{y ;(y-x) \cdot n>0, y \in E\}|=0
$$

The measure-theoretic normal to $E$ at $x$ is uniquely determined for $x$ and $E$, and is denoted by $n(x, E)$. We write

$$
\partial^{*} E=\left\{x \in \boldsymbol{R}^{N} ; n(x, E) \text { exists }\right\}
$$

For $v \in B V\left(\boldsymbol{R}^{N}\right)$, the Fleming-Rishel coarea formula holds as follows:

$$
\begin{equation*}
|D v|(E)=\int_{-\infty}^{\infty} \mathscr{H}^{N-1}\left(E \cap \partial^{*}\{v>t\}\right) d t \tag{3.3}
\end{equation*}
$$

for each Borel set $E \subset \boldsymbol{R}^{\boldsymbol{N}}$. As a simple consequence of formula (3.3) we have

$$
\begin{equation*}
|D v|(E)=0 \quad \text { for all Borel set } E \subset R^{N} \text { with } \mathscr{H}^{N-1}(E)=0 \tag{3.4}
\end{equation*}
$$

For a Lebesgue measurable set $E \subset \boldsymbol{R}^{N}$, the upper and lower density of $E$ at a point $x$ is defined respectively by

$$
\begin{gathered}
\bar{D}(E, x)=\limsup _{r \downharpoonright 0}|E \cap B(x, r)| /|B(x, r)|, \\
\underline{D}(E, x)=\liminf _{r \downharpoonright 0}|E \cap B(x, r)| /|B(x, r)|
\end{gathered}
$$

In the case that the upper and lower densities are equal, we define the density of $E$ at a point $x$, denoted by $D(E, x)$, by their common value.

Let $v$ be a Borel function defined on $\boldsymbol{R}^{N}$. The upper and lower approximate limit of $v$ at a point $x$ is defined ([22], Definition 5.9.1) by

$$
\begin{array}{ll}
v^{+}(x)=\inf \left\{t \in[-\infty, \infty] ; D\left(A_{t}, x\right)=0\right\} & \text { where } A_{t}=\left\{y \in \boldsymbol{R}^{N} ; v(y)>t\right\} \\
v^{-}(x)=\sup \left\{t \in[-\infty, \infty] ; D\left(B_{t}, x\right)=0\right\} & \text { where } B_{t}=\left\{y \in \boldsymbol{R}^{N} ; v(y)<t\right\},
\end{array}
$$

respectively. Notice that $v^{+}$and $v^{-}$are both Borel functions, and that $v^{-} \leqq$ $v^{+}$.

A point $x \in \boldsymbol{R}^{N}$ is called a regular point of $v$ if $v^{+}(x)$ and $v^{-}(x)$ are finite, and the set of all points of jump of $v$ is denoted by $\Gamma_{v}$, that is,

$$
\Gamma_{v}=\left\{x \in \boldsymbol{R}^{N} ; v^{-}(x)<v^{+}(x)\right\} .
$$

The set $\Gamma_{v}$ is a Borel set and negligible with respect to the Lebesgue measure.
For a $v \in B V\left(\boldsymbol{R}^{N}\right)$, it is known ([22], Theorem 5.9.6) that
(i) $-\infty<v^{-}(x) \leqq v^{+}(x)<\infty$ for $\mathscr{H}^{N-1}$-a.e. $x \in \boldsymbol{R}^{N}$.
(ii) $\Gamma_{v}$ is countably $(N-1)$-rectifiable, i.e., there exists a sequence of compact sets $\left(K_{n}\right)_{n=1}^{\infty}$ and a set $J$ with $\mathscr{H}^{N-1}(J)=0$ such that

$$
\Gamma_{v}=\left(\bigcup_{n=1}^{\infty} K_{n}\right) \cup J
$$

and each set $K_{n}$ is contained in a $C^{1}$-hypersurface.
(iii) For $\mathscr{H}^{N-1}$-a.e. $x \in \Gamma_{v}$, the measure-theoretic normal $n\left(x, A_{s}\right)$ to $A_{s}$ at $x$ exists whenever $v^{-}(x)<s<v^{+}(x)$, and $n\left(x, A_{s}\right)$ does not depend on the choice of $s$. In what follows, $-n\left(x, A_{s}\right)$ is denoted by $v_{v}(x)$ for such $x \in \Gamma_{v}$. We write $v_{v}^{i}$ for the $i^{\text {th }}$ component of $v_{v}$. Therefore $v_{v}=\left(v_{v}^{1}, \ldots, v_{v}^{N}\right)$.

For each $x \in \Gamma_{v}$ at which the assertion (iii) holds, it is known that
where

$$
\begin{gathered}
\lim _{r \downarrow 0}\left|B^{+}(x, r)\right|^{-1} \int_{B^{+}(x, r)}\left|v(y)-v^{+}(x)\right| d y=0, \\
\lim _{r \downarrow 0}\left|B^{-}(x, r)\right|^{-1} \int_{B^{-}(x, r)}\left|v(y)-v^{-}(x)\right| d y=0 \\
B^{+}(x, r)=\left\{y \in B(x, r) ;(y-x) \cdot v_{v}(x)>0\right\}
\end{gathered}
$$

$$
B^{-}(x, r)=\left\{y \in B(x, r) ;(y-x) \cdot v_{v}(x)<0\right\} .
$$

As shown in [20] the restrictions of the measure $D v$ and its total variation to $\Gamma_{v}$ admit the following representations: For each Borel set $E \subset \boldsymbol{R}^{N}$, we have

$$
\begin{equation*}
\operatorname{Dv}\left(E \cap \Gamma_{v}\right)=\int_{E \cap \Gamma_{v}}\left[v^{+}-v^{-}\right] v_{v} d \mathscr{H}^{N-1} \tag{3.5}
\end{equation*}
$$

$$
\begin{equation*}
|D v|\left(E \cap \Gamma_{v}\right)=\int_{E \cap \Gamma_{v}}\left[v^{+}-v^{-}\right] d \mathscr{H}^{N-1} . \tag{3.6}
\end{equation*}
$$

Further, the chain rule for the distributional derivative of the composite function is formulated as follows ([1], Theorem 2.1): If $\Psi$ is a locally Lipschitz continuous function on $\boldsymbol{R}^{1}$ and $v \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$, then $D[\Psi(v)]$ is a vectorvalued Radon measure on $\boldsymbol{R}^{N}$ with finite total variation, $\Gamma_{\Psi(v)} \subset \Gamma_{v}$ and for each Borel set $E \subset \boldsymbol{R}^{N}$,

$$
\begin{equation*}
D[\Psi(v)]\left(E \cap \Gamma_{\Psi(v)}\right)=\int_{E \cap \Gamma_{v}}\left[\Psi\left(v^{+}\right)-\Psi\left(v^{-}\right)\right] v_{v} d \mathscr{H}^{N-1} \tag{3.7}
\end{equation*}
$$

For a regular point $x \in \boldsymbol{R}^{N}$ of a Borel function $v$, the Vol'pert's averaged superposition of $f \in C\left(\boldsymbol{R}^{1}\right)$ and $v$ is defined by

$$
\begin{equation*}
\hat{f}(v)(x)=\int_{0}^{1} f\left(\theta v^{+}(x)+(1-\theta) v^{-}(x)\right) d \theta \tag{3.8}
\end{equation*}
$$

In a similar way, for a regular point $x \in \boldsymbol{R}^{N}$ of a Borel function $v$, the average value of $v$ at $x$ is defined by

$$
\begin{equation*}
\bar{v}(x)=2^{-1}\left[v^{+}(x)+v^{-}(x)\right] . \tag{3.9}
\end{equation*}
$$

Notice that $\bar{v}(x)=v^{+}(x)=v^{-}(x)$ at any regular point $x \in\left(\Gamma_{v}\right)^{c}$ and

$$
\begin{equation*}
\bar{v}=v \quad \text { a.e. with respect to the Lebesgue measure } . \tag{3.10}
\end{equation*}
$$

Furthermore it is seen from the definitions that the following relation

$$
\begin{equation*}
\hat{f}(v)=f(\bar{v})=\overline{f(v)} \tag{3.11}
\end{equation*}
$$

holds at the regular points of $v$ outside of $\Gamma_{v}$.
By means of the above-mentioned functions, the following formulas concerning superpositions and products are obtained: For $v, w \in B V\left(\boldsymbol{R}^{N}\right) \cap$ $L^{\infty}\left(\boldsymbol{R}^{N}\right)$,

$$
\begin{array}{cc}
D \Psi(v)=\widehat{\Psi}^{\prime}(v) D v & \text { in the sense of measures } \\
D(v w)=\bar{w} D v+\bar{v} D w & \text { in the sense of measures } \tag{3.13}
\end{array}
$$

Here, the right-hand sides of (3.12), (3.13) are interpreted in the sense of (3.2).
Finally, we prepare the following two lemmas which will be effectively used in the subsequent discussions.

Let $\rho$ be a Lebesgue measurable function satisfying the following conditions:

$$
\rho \in L^{\infty}\left(\boldsymbol{R}^{N}\right)^{+}, \quad \operatorname{supp} \rho \subset\left\{x \in \boldsymbol{R}^{N} ;|x| \leqq 1\right\}, \quad \int \rho(x) d x=1 .
$$

The corresponding averaging kernel is defined by $\rho_{\delta}=\delta^{-N} \rho(\cdot / \delta), \delta>0$. In the case that the kernel function $\rho$ is radial, the averaging kernel is said to be symmetric. Then the average value is characterized in the following way ([20], p. 182 Theorem 1):

Lemma 3.1. Let $v$ be a Borel function defined on an open set $\Omega \subset \boldsymbol{R}^{N}$ and $v \in L_{\text {loc }}^{1}(\Omega)$. If $x \in \Omega$ is a regular point of $v$, then

$$
\left[\rho_{\delta} * v\right](x) \equiv \int_{\Omega} \rho_{\delta}(x-y) v(y) d y \rightarrow \bar{v}(x) \quad \text { as } \delta \downarrow 0
$$

for any symmetric averaging kernel $\rho_{\delta}, 0<\delta<d(x, \partial \Omega)$.
Lemma 3.2. Let $v=\left(v^{1}, \ldots, v^{N}\right) \in B V\left(\boldsymbol{R}^{N} ; \boldsymbol{R}^{N}\right)$ and $\varphi \in C_{0}^{1}\left(\boldsymbol{R}^{N}\right)$. Then

$$
\int D(\varphi v)\left(\equiv \int \sum_{i=1}^{N} D_{i}\left(\varphi v^{i}\right)\right)=0 .
$$

Proof. We choose a sequence $\left(v_{k}\right)_{k=1}^{\infty} \subset C^{\infty}\left(\boldsymbol{R}^{\boldsymbol{N}} ; \boldsymbol{R}^{\boldsymbol{N}}\right)$ in such a way that

$$
\left\|v_{k}^{i}-v^{i}\right\|_{1} \rightarrow 0 \quad \text { and } \quad\left\|D v_{k}^{i}\right\|_{M} \rightarrow\left\|D v^{i}\right\|_{M} \quad \text { as } k \rightarrow \infty
$$

by the approximation theorem for $B V$ functions ([22], Theorem 5.3.3). Since $\left\{D v_{k}^{i}, k \geqq 1\right\}$ is bounded in $L^{1}\left(\boldsymbol{R}^{N}\right)^{N}\left(\subset M\left(\boldsymbol{R}^{N}\right)^{N}\right)$, we may assume that $D_{i} v_{k}^{i}$ converges weakly in $M\left(\boldsymbol{R}^{N}\right)$ to $D_{i} v^{i}$ as $k \rightarrow \infty$. Hence we have

$$
\begin{aligned}
\int D(\varphi v) & =\langle v, \nabla \varphi\rangle+\sum_{i} \int \varphi D_{i} v^{i} \\
& =\lim _{k \rightarrow \infty}\left(\left\langle v_{k}, \nabla \varphi\right\rangle+\sum_{i}\left\langle\varphi, D_{i} v_{k}^{i}\right\rangle\right)=\lim _{k \rightarrow \infty} \int \sum_{i} D_{i}\left(\varphi v_{k}^{i}\right) d x .
\end{aligned}
$$

Since $\operatorname{supp} \varphi$ is compact, the integral of $\sum_{i} D_{i}\left(\varphi v_{k}^{i}\right)$ over $\boldsymbol{R}^{N}$ is zero for each $k$ by the classical divergence theorem. Thus we obtain the desired assertion.

Using these powerful properties of functions of bounded variation, we can prove the next proposition that is essential to establish our main theorem via the approximation theory for nonlinear semigroups. The idea of its proof is based on the result due to Yin [21].

Proposition 3.3. The operator $B_{0}$ defined by (1.14) is dissipative in $L^{1}\left(\boldsymbol{R}^{N}\right)$; i.e.

$$
\begin{equation*}
\|v-w\|_{1} \leqq\left\|\left(I-\lambda B_{0}\right) v-\left(I-\lambda B_{0}\right) w\right\|_{1} \quad \text { for } v, w \in D\left(B_{0}\right), \lambda>0 \tag{3.14}
\end{equation*}
$$

Proof. First we assert that $\mathscr{H}^{N-1}\left(\Gamma_{v}\right)=0$ for $v \in D\left(B_{0}\right)$. Since $\beta$ is locally Lipschitz continuous and $v \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$, it follows that $D_{i} \beta(v) \in$
$M\left(\boldsymbol{R}^{N}\right)$ for $i=1, \ldots, N$ (see [1], Theorem 2.1). Applying formula (3.7) to $D \beta(v)$, the following identity is valid:

$$
\int_{E \cap \Gamma_{\beta}(v)} f D_{i} \beta(v)=\int_{E \cap \Gamma_{v}} f\left[\beta\left(v^{+}\right)-\beta\left(v^{-}\right)\right] v_{v}^{i} d \mathscr{H}^{N-1}
$$

for each Borel set $E \subset \boldsymbol{R}^{N}$ and each Borel function $f$ which is bounded with respect to Hausdorff measure $\mathscr{H}^{N-1}$. Taking $f=\operatorname{sgn} v_{v}^{i}$ in the above identity and adding up both sides with respect to $i$ from 1 to $N$, we obtain

$$
\begin{equation*}
\sum_{i=1}^{N} \int_{E \cap \Gamma_{\beta}(v)} \operatorname{sgn} v_{v}^{i} D_{i} \beta(v)=\int_{E \cap \Gamma_{v}}\left[\beta\left(v^{+}\right)-\beta\left(v^{-}\right)\right] \sum_{i=1}^{N}\left|v_{v}^{i}\right| d \mathscr{H}^{N-1} \tag{3.15}
\end{equation*}
$$

Now by the definition of $B_{0}, v \in D\left(B_{0}\right) \subset B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right) \subset L^{2}\left(\boldsymbol{R}^{N}\right)$ and

$$
\left|A^{i}(v)-A^{i}(0)\right| \leqq \sup \left\{\left|a^{i}(s)\right| ;|s| \leqq\|v\|_{\infty}\right\}|v|
$$

Therefore $A^{i}(v)-A^{i}(0) \in L^{2}\left(\boldsymbol{R}^{N}\right)$ and $D_{i} A^{i}(v) \in H^{-1}\left(\boldsymbol{R}^{N}\right)$, where $H^{s}\left(\boldsymbol{R}^{N}\right), s \in \boldsymbol{R}^{1}$, denotes the Sobolev spaces defined via the Fourier transform. This together with the relations $B_{0} v \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right) \subset L^{2}\left(\boldsymbol{R}^{N}\right)$, we have

$$
\Delta \beta(v)=B_{0} v+\nabla A(v) \in H^{-1}\left(\boldsymbol{R}^{N}\right)
$$

Notice that $\beta(v)-\beta(0) \in L^{2}\left(\boldsymbol{R}^{N}\right)$, we have $D_{i} \beta(v) \in L^{2}\left(\boldsymbol{R}^{N}\right)$. From this we see that $D_{i} \beta(v) \in M\left(\boldsymbol{R}^{N}\right) \cap L^{2}\left(\boldsymbol{R}^{N}\right) \subset L^{1}\left(\boldsymbol{R}^{N}\right)$, and hence that the measure $D_{i} \beta(v)$ dose not have a singular part with respect to the Lebesgue decomposition. This implies that the following identity holds:

$$
\left[D_{i} \beta(v)\right](E)=\int_{E} D_{i} \beta(v) d x \quad \text { for each Borel set } E \subset \boldsymbol{R}^{N}
$$

Therefore (3.15) can be rewritten in the following form:

$$
\begin{equation*}
\sum_{i=1}^{N} \int_{E \cap \Gamma_{\beta}(v)} \operatorname{sgn} v_{v}^{i} D_{i} \beta(v) d x=\int_{E \cap \Gamma_{v}}\left[\beta\left(v^{+}\right)-\beta\left(v^{-}\right)\right] \sum_{i=1}^{N}\left|v_{v}^{i}\right| d \mathscr{H}^{N-1} \tag{3.16}
\end{equation*}
$$

Since $v^{+}>v^{-}$holds $\mathscr{H}^{N-1}$-a.e. on $\Gamma_{v}$ and $\beta$ is strict increasing, it follows that $\beta\left(v^{+}\right)>\beta\left(v^{-}\right)$holds $\mathscr{H}^{N-1}$-a.e. on $\Gamma_{v}$. Also, $\sum_{i=1}^{N}\left|v_{v}^{i}(x)\right|>0$ holds for $\mathscr{H}^{N-1}$-a.e. $x \in \Gamma_{v}$ from $v_{v}(x) \in S^{N-1}$. Combining these results, we see that the integrand of the right-hand side of (3.16) is strictly positive $\mathscr{H}^{N-1}$-a.e. on $\Gamma_{v}$. On the other hand, since $\left|\Gamma_{\beta(v)}\right|=0$, the left-hand side of (3.16) is equal to zero. Therefore it follows that $\mathscr{H}^{N-1}\left(E \cap \Gamma_{v}\right)=0$. Now Borel sets $E \subset \boldsymbol{R}^{N}$ are arbitrary, the property (ii) of $\Gamma_{v}$ yields $\mathscr{H}^{N-1}\left(\Gamma_{v}\right)=0$.

Next we show (3.14). Set $v^{\prime}=B_{0} v, w^{\prime}=B_{0} w$. By definition,

$$
\begin{equation*}
\left\langle v^{\prime}-w^{\prime}, \psi\right\rangle=-\langle\nabla \beta(v)-\nabla \beta(w), \nabla \psi\rangle-\int \psi D[A(v)-A(w)] \tag{3.17}
\end{equation*}
$$

for each $\psi \in C_{0}^{\infty}\left(\boldsymbol{R}^{\boldsymbol{N}}\right)$. We then introduce a family of functions $\left\{\Phi_{j} ; j=\right.$ $1,2, \ldots\} \subset C^{2}\left(\boldsymbol{R}^{1}\right)$ which is analogous to the family of functions employed in Crandall [9] so as to approximate some discontinuous functions:

$$
\Phi_{j}(s)=\left\{\begin{array}{cc}
-(j \pi / 2)^{-1} \cos [(j \pi / 2) s]+j^{-1} & \left(|s| \leqq j^{-1}\right), \\
|s| & \left(|s| \geqq j^{-1}\right)
\end{array}\right.
$$

The following can be easily verified:

$$
\begin{align*}
& \lim _{j \rightarrow \infty} \Phi_{j}(s)=|s|, \quad \lim _{j \rightarrow \infty} \Phi_{j}^{\prime}(s)=\operatorname{sgn} s, \quad \lim _{j \rightarrow \infty} s \Phi_{j}^{\prime \prime}(s)=0  \tag{3.18}\\
& \Phi_{j}^{\prime \prime}(s) \geqq 0, \quad \operatorname{supp} \Phi_{j}^{\prime \prime}=\left[-j^{-1}, j^{-1}\right], \quad\left|s \Phi_{j}^{\prime \prime}(s)\right| \leqq \pi / 2 \tag{3.19}
\end{align*}
$$

In view of the duality mapping of $L^{1}\left(\boldsymbol{R}^{N}\right)$, we substitute the test function $\psi$ in (3.17) for $\operatorname{sgn}(v-w)$. To this end, we take any cut-off function $\varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{N}\right)$ with $0 \leqq \varphi \leqq 1$ on $\boldsymbol{R}^{\boldsymbol{N}}$, and then define the desired test functions by

$$
\psi_{j, \delta}=\rho_{\delta} *\left[\Phi_{j}^{\prime}(\beta(v)-\beta(w)) \varphi\right] \quad \text { for } \delta>0, j=1,2, \ldots
$$

Apparently, each function $\psi_{j, \delta}$ satisfies $\psi_{j, \delta} \in C_{0}^{\infty}\left(\boldsymbol{R}^{N}\right),\left\|\psi_{j, \delta}\right\|_{\infty} \leqq 1$ and

$$
\psi_{j, \delta} \rightarrow \Phi_{j}^{\prime}(\beta(v)-\beta(w)) \varphi \quad \text { in } H^{1}\left(\boldsymbol{R}^{N}\right) \text { as } \delta \downarrow 0
$$

notice that $\Phi_{j}^{\prime}(\beta(v)-\beta(w)) \in H^{1}\left(\boldsymbol{R}^{N}\right)$. Hence

$$
\left\langle v^{\prime}-w^{\prime}, \psi_{j, \delta}\right\rangle \rightarrow\left\langle v^{\prime}-w^{\prime}, \Phi_{j}^{\prime}(\beta(v)-\beta(w)) \varphi\right\rangle
$$

and

$$
\begin{aligned}
&-\left\langle\nabla \beta(v)-\nabla \beta(w), \nabla \psi_{j, \delta}\right\rangle \\
& \rightarrow-\left\langle\nabla \beta(v)-\nabla \beta(w), \nabla\left[\Phi_{j}^{\prime}(\beta(v)-\beta(w)) \varphi\right]\right\rangle \\
&=-\int|\nabla \beta(v)-\nabla \beta(w)|^{2} \Phi_{j}^{\prime \prime}(\beta(v)-\beta(w)) \varphi d x \\
&-\left\langle\nabla \beta(v)-\nabla \beta(w), \Phi_{j}^{\prime}(\beta(v)-\beta(w)) \nabla \varphi\right\rangle \\
& \leqq\left\langle\Phi_{j}(\beta(v)-\beta(w)), \Delta \varphi\right\rangle \quad \text { as } \delta \downarrow 0 .
\end{aligned}
$$

Next, in order to handle the second term on the right-hand side of (3.17), we have to observe the pointwise behavior of $\psi_{j, \delta}$ as $\delta \downarrow 0$. Since $z_{j} \equiv \Phi_{j}^{\prime}(\beta(v)-$ $\beta(w))$ lies in $B V\left(\boldsymbol{R}^{N}\right)$, we have $\mathscr{H}^{N-1}(I)=0$, where $I=\left\{x \in \boldsymbol{R}^{N} ; x\right.$ is not a regular point of $z_{j} \varphi$ ( see [22] p. 254). Applying Lemma 3.1 to $z_{j} \varphi$, we have

$$
\psi_{j, \delta}(x) \rightarrow \overline{\left[z_{j} \varphi\right]}(x) \quad \text { as } \delta \downarrow 0 \text { for } x \in I^{c}
$$

Notice that $D[A(v)-A(w)](I)=0$ by (3.4). It then follows from the dominated convergence theorem that

$$
\begin{equation*}
\int \psi_{j, \delta} D[A(v)-A(w)] \rightarrow \int \overline{z_{j} \varphi} D[A(v)-A(w)] \quad \text { as } \delta \downarrow 0 \tag{3.20}
\end{equation*}
$$

Since $\overline{z_{j} \varphi}=\Phi_{j}^{\prime}(\beta(\bar{v})-\beta(\bar{w})) \varphi$ holds for $\mathscr{H}^{N-1}$-a.e. on $\left(\Gamma_{v} \cup \Gamma_{w}\right)^{c}$ by (3.11), together with $\mathscr{H}^{N-1}\left(\Gamma_{v}\right)=\mathscr{H}^{N-1}\left(\Gamma_{w}\right)=0$ and (3.4), we obtain

$$
\int \overline{z_{j} \varphi} D[A(v)-A(w)]=\int \Phi_{j}^{\prime}(\beta(\bar{v})-\beta(\bar{w})) \varphi D[A(v)-A(w)] .
$$

Therefore, substituting $\psi_{j, \delta}$ for $\psi$ in (3.17) and then passing to the limit as $\delta \downarrow 0$, we have

$$
\begin{aligned}
& \left\langle v^{\prime}-w^{\prime}, \Phi_{j}^{\prime}(\beta(v)-\beta(w)) \varphi\right\rangle \leqq\left\langle\Phi_{j}(\beta(v)-\beta(w)), \Delta \varphi\right\rangle \\
& \quad-\int \Phi_{j}^{\prime}(\beta(\bar{v})-\beta(\bar{w})) \varphi D[A(v)-A(w)]
\end{aligned}
$$

Using the properties of $\Phi_{j}$ and letting $j \rightarrow \infty$ in the above inequality,

$$
\begin{aligned}
& \left\langle v^{\prime}-w^{\prime}, \operatorname{sgn}(\beta(v)-\beta(w)) \varphi\right\rangle \leqq\langle | \beta(v)-\beta(w)|, \Delta \varphi\rangle \\
& \quad-\int \operatorname{sgn}(\beta(\bar{v})-\beta(\bar{w})) \varphi D[A(v)-A(w)]
\end{aligned}
$$

Since $\beta$ is strictly increasing, $\operatorname{sgn}(\beta(\bar{v}(x))-\beta(\bar{w}(x)))=\operatorname{sgn}(\bar{v}(x)-\bar{w}(x))$ for $\mathscr{H}^{N-1}$-a.e. $x$, and so the above inequality can be rewritten as

$$
\begin{aligned}
& \left\langle\operatorname{sgn}(v-w)\left[v^{\prime}-w^{\prime}\right], \varphi\right\rangle \\
& \quad \leqq\langle | \beta(v)-\beta(w)|, \Delta \varphi\rangle-\int \operatorname{sgn}(\bar{v}-\bar{w}) \varphi D[A(v)-A(w)]
\end{aligned}
$$

Using the above estimate, we have

$$
\begin{align*}
\langle | v-w|, \varphi\rangle= & \left\langle\operatorname{sgn}(v-w)\left[\left(v-\lambda v^{\prime}\right)-\left(w-\lambda w^{\prime}\right)\right], \varphi\right\rangle  \tag{3.21}\\
& +\lambda\left\langle\operatorname{sgn}(v-w)\left[v^{\prime}-w^{\prime}\right], \varphi\right\rangle \\
\leqq & \langle |\left(v-\lambda v^{\prime}\right)-\left(w-\lambda w^{\prime}\right)|, \varphi\rangle+\lambda\langle | \beta(v)-\beta(w)|, \Delta \varphi\rangle \\
& -\lambda \int \operatorname{sgn}(\bar{v}-\bar{w}) \varphi D[A(v)-A(w)]
\end{align*}
$$

for each $\lambda>0$. It now remains to show the following identity:

$$
\begin{equation*}
\int \operatorname{sgn}(\bar{v}-\bar{w}) \psi D[A(v)-A(w)]=-\langle\operatorname{sgn}(v-w)[A(v)-A(w)], \nabla \psi\rangle \tag{3.22}
\end{equation*}
$$

for all $\psi \in C_{0}^{\infty}\left(\boldsymbol{R}^{\boldsymbol{N}}\right)$. Indeed, suppose that (3.22) holds for all $\psi \in C_{0}^{\infty}\left(\boldsymbol{R}^{\boldsymbol{N}}\right)$. Choose any function $\varphi_{0} \in C_{0}^{\infty}\left(\boldsymbol{R}^{N}\right)$ satisfying $0 \leqq \varphi_{0} \leqq 1, \varphi_{0}(x)=1$ for $|x| \leqq 1$
and $\varphi_{0}(x)=0$ for $|x| \geqq 2$, and define $\varphi_{k}=\varphi_{0}(\cdot / k)$. Then

$$
\begin{gather*}
\int f \varphi_{k} d x \rightarrow \int f d x \quad \text { for all } f \in L^{1}\left(\boldsymbol{R}^{N}\right),  \tag{3.23}\\
\left\|D \varphi_{k}\right\|_{\infty},\left\|D^{2} \varphi_{k}\right\|_{\infty} \rightarrow 0 \quad \text { as } k \rightarrow \infty \tag{3.24}
\end{gather*}
$$

Putting $\varphi=\varphi_{k}$ in (3.21) and then letting $k$ tend to the infinity, we obtain the desired assertion (3.14) from (3.22) through (3.24).

We then demonstrate that (3.22) holds. As seen in the first step of this proof, $\mathscr{H}^{N-1}\left(\Gamma_{v}\right)=\mathscr{H}^{N-1}\left(\Gamma_{w}\right)=0$ since $v, w \in D\left(B_{0}\right)$. Using this fact, Lemma 3.2, (3.11), (3.13) and by integration by parts, we have

$$
\begin{align*}
& \int \Phi_{j}^{\prime}(\bar{v}-\bar{w}) \psi D[A(v)-A(w)]  \tag{3.25}\\
&=\int \overline{\Phi_{j}^{\prime}(v-w) \psi} D[A(v)-A(w)] \\
&=\int D\left(\Phi_{j}^{\prime}(v-w) \psi[A(v)-A(w)]\right)-\int \overline{[A(v)-A(w)]} D\left[\Phi_{j}^{\prime}(v-w) \psi\right] \\
&=-\int[A(\bar{v})-A(\bar{w})] D\left[\Phi_{j}^{\prime}(v-w) \psi\right] \\
&=-\int[A(\bar{v})-A(\bar{w})] \psi D \Phi_{j}^{\prime}(v-w)-\left\langle[A(v)-A(w)] \Phi_{j}^{\prime}(v-w), \nabla \psi\right\rangle
\end{align*}
$$

Again, we apply (3.11) and (3.12) to transform the first term of the extreme right-hand side of (3.25) as follows:

$$
\begin{align*}
-\int & {[A(\bar{v})-A(\bar{w})] \psi \widehat{\Phi_{j}^{\prime \prime}}(v-w) D[v-w] }  \tag{3.26}\\
& =-\int\left(\int_{0}^{1} a(\theta \bar{v}+(1-\theta) \bar{w}) d \theta\right) \psi[\bar{v}-\bar{w}] \Phi_{j}^{\prime \prime}(\bar{v}-\bar{w}) D[v-w] .
\end{align*}
$$

Here we have used the fact that $\mathscr{H}^{N-1}\left(\Gamma_{v}\right)=\mathscr{H}^{N-1}\left(\Gamma_{w}\right)=0$. Notice that it is essential in this argument to take the average values $\bar{v}$ and $\bar{w}$. In view of (3.18), the right-hand side of (3.26) tends to zero as $j \rightarrow \infty$ by applying the dominated convergence theorem. Therefore letting $j \rightarrow \infty$ in (3.25), we obtain the desired assertion (3.22).

## 4. Proof of Theorem

In this section, we give the proof of main theorem. In order to prove the assertion (a), it is sufficient to show the following two propositions by
virtue of Proposition 2.1 and Lemma 2.2 (i):
Proposition 4.1. $\quad R(I-\lambda B)=L^{1}\left(\boldsymbol{R}^{N}\right)$ for each $\lambda>0$ and

$$
\left(I-\lambda B_{h}\right)^{-1} v \rightarrow(I-\lambda B)^{-1} v
$$

as $h \downarrow 0$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$ for each $v \in L^{1}\left(\boldsymbol{R}^{N}\right)$.
Proposition 4.2. $D(B)$ is dense in $L^{1}\left(\boldsymbol{R}^{N}\right)$.
The proof of convergence as $h \downarrow 0$ of $\left(I-\lambda B_{h}\right)^{-1} v$ for a general element $v \in L^{1}\left(\boldsymbol{R}^{N}\right)$ can be reduced to the case of $v \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$ since this intersection is dense in $L^{1}\left(\boldsymbol{R}^{N}\right)$. In what follows, we set

$$
v_{h}^{\lambda}=\left(I-\lambda B_{h}\right)^{-1} v \quad \text { for } v \in L^{1}\left(\boldsymbol{R}^{N}\right) .
$$

Notice that

$$
B_{h} v_{h}^{\lambda}=\lambda^{-1}\left(v_{h}^{\lambda}-v\right) .
$$

Lemma 4.3. Suppose that the positive numbers $h$ and $\varepsilon$ satisfy (1.11). Let $\delta>0$ be such that $0<\varepsilon<1$ whenever $0<h<\delta$. Then we have:
(i) For each $\lambda>0$ and each $v \in L^{1}\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$, the set $\left\{v_{h}^{\lambda} ; h \in(0, \delta)\right\}$ is precompact in $L^{1}\left(\boldsymbol{R}^{N}\right)$.
(ii) Let $v \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$ and let $v^{\lambda}$ be any cluster point of the net $\left\{v_{h}^{\lambda} ; 0<h<\delta, h \downarrow 0\right\}$. Then $v^{\lambda} \in D\left(B_{0}\right)$ and $\lambda^{-1}\left(v^{\lambda}-v\right)=B_{0} v^{\lambda}$. Therefore $R\left(I-\lambda B_{0}\right) \supset B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$ and

$$
v_{h}^{\lambda} \rightarrow\left(I-\lambda B_{0}\right)^{-1} v \quad \text { in } L^{1}\left(\boldsymbol{R}^{N}\right) \text { as } h \downarrow 0 .
$$

Proof. (i) For $\lambda, h>0$ and $y \in \boldsymbol{R}^{N}$, Lemma 2.3 implies

$$
\begin{equation*}
\left\|v_{h}^{\lambda}\right\|_{p} \leqq\|v\|_{p}, \quad p=1, \infty, \quad\left\|\tau_{y} v_{h}^{\lambda}-v_{h}^{\lambda}\right\|_{1} \leqq\left\|\tau_{y} v-v\right\|_{1} . \tag{4.1}
\end{equation*}
$$

Therefore the Fréchet-Kolmogorov theorem can be applied to prove the assertion, if it is proved

$$
\begin{equation*}
\lim _{\rho \uparrow \infty} \sup _{h \in(0, \delta)} \int_{|x|>\rho}\left|v_{h}^{\lambda}\right| d x=0 . \tag{4.2}
\end{equation*}
$$

In order to show (4.2), we first note that if $v \in L^{1}\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$, then estimate (2.6) with $k=0$ is still valid for any bounded continuous function $\varphi \geqq 0$ with bounded continuous derivatives up to the order 2 . Take any such $\varphi$ and fix it, then the application of (2.6) with $v=v_{h}^{\lambda}$ and $k=0$ implies

$$
\begin{align*}
& \lambda^{-1}\langle | v_{h}^{\lambda}|, \varphi\rangle-\lambda^{-1}\langle | v|, \varphi\rangle \leqq\left\langle\operatorname{sgn}\left(v_{h}^{\lambda}\right) B_{h} v_{h}^{\lambda}, \varphi\right\rangle  \tag{4.3}\\
& \quad \leqq h^{-1} \int\left\langle\operatorname{sgn}\left(v_{h}^{\lambda}\right) F_{\varepsilon}\left(v_{h}^{\lambda}, \xi\right), \varphi(\cdot+h \xi)-\varphi\right\rangle d \xi
\end{align*}
$$

$$
\begin{aligned}
= & \int\left\langle\operatorname{sgn}\left(v_{h}^{\lambda}\right) F_{\varepsilon}\left(v_{h}^{\lambda}, \xi\right) \xi, \nabla \varphi\right\rangle d \xi \\
& +h \sum_{i, j} \int_{0}^{1} d \theta(1-\theta) \int \xi_{i} \xi_{j}\left\langle\operatorname{sgn}\left(v_{h}^{\lambda}\right) F_{\varepsilon}\left(v_{h}^{\lambda}, \xi\right), D_{i j} \varphi(\cdot+\theta h \xi)\right\rangle d \xi \\
= & I_{1}+I_{2} .
\end{aligned}
$$

We estimate the extreme right-hand side term by term. The first term $I_{1}$ can be written as

$$
I_{1}=\left\langle\operatorname{sgn}\left(v_{h}^{\lambda}\right)\left[A\left(v_{h}^{\lambda}\right)-A(0)\right], \nabla \varphi\right\rangle=\int_{0}^{1}\langle | v_{h}^{\lambda}\left|a\left(\sigma v_{h}^{\lambda}\right), \nabla \varphi\right\rangle d \sigma,
$$

and so it follows that

$$
\left|I_{1}\right| \leqq \sum_{i=1}^{N} \sup \left\{\left|a^{i}(s)\right| ;|s| \leqq\|v\|_{\infty}\right\}\|D \varphi\|_{\infty}\|v\|_{1} .
$$

Next, by a change of variables, $I_{2}$ is transformed into

$$
\begin{aligned}
I_{2}= & h \sum_{i, j} \int_{0}^{1} d \theta(1-\theta) \iint\left[\xi_{i}+a^{i}(s)\right]\left[\xi_{j}+a^{j}(s)\right] \\
& \cdot\left\langle\operatorname{sgn}\left(v_{h}^{\lambda}\right) F\left(v_{h}^{\lambda}, s\right), D_{i j} \varphi(\cdot+\theta h(\xi+a(s)))\right\rangle \chi_{\varepsilon}(\xi, s) d \xi d s \\
= & h \varepsilon^{-2} \sum_{i, j} \int_{0}^{1} d \theta(1-\theta) \iint\left[\beta_{\varepsilon}^{\prime}(s)^{1 / 2} \eta_{i}+\varepsilon a^{i}(s)\right]\left[\beta_{\varepsilon}^{\prime}(s)^{1 / 2} \eta_{j}+\varepsilon a^{j}(s)\right] \\
& \cdot\left\langle\operatorname{sgn}\left(v_{h}^{\lambda}\right) F\left(v_{h}^{\lambda}, s\right), D_{i j} \varphi\left(\cdot+\theta h \varepsilon^{-1}\left[\beta_{\varepsilon}^{\prime}(s)^{1 / 2} \eta+\varepsilon a(s)\right]\right)\right\rangle \chi(\eta) d \eta d s
\end{aligned}
$$

Using the fact that $\operatorname{supp} \chi \subset\left\{\eta \in \boldsymbol{R}^{N} ;|\eta| \leqq 1\right\}$, we have

$$
\begin{aligned}
\left|I_{2}\right| \leqq & h \varepsilon^{-2} \sum_{i, j} \int_{0}^{1} d \theta(1-\theta) \iint \sup \left\{\beta_{\varepsilon}^{\prime}(s)^{1 / 2}+|a(s)| ;|s| \leqq\|v\|_{\infty}, \varepsilon>0\right\}^{2} \\
& \cdot\langle | F\left(v_{h}^{\lambda}, s\right)\left|,\left\|D^{2} \varphi\right\|_{\infty}\right\rangle \chi(\eta) d \eta d s \\
\leqq & {\left[N^{2} h /\left(2 \varepsilon^{2}\right)\right] \sup \left\{\beta_{\varepsilon}^{\prime}(s)^{1 / 2}+|a(s)| ;|s| \leqq\|v\|_{\infty}, \varepsilon>0\right\}^{2}\left\|D^{2} \varphi\right\|_{\infty}\|v\|_{1} . }
\end{aligned}
$$

Thus we obtain the following estimate:

$$
\begin{align*}
& \lambda^{-1}\langle | v_{h}^{\lambda}|, \varphi\rangle \leqq \lambda^{-1}\langle | v|, \varphi\rangle+\left(\sum_{i=1}^{N} \sup \left\{\left|a^{i}(s)\right| ;|s| \leqq\|v\|_{\infty}\right\}\|D \varphi\|_{\infty}\right.  \tag{4.4}\\
& \left.\quad+\left[N^{2} h /\left(2 \varepsilon^{2}\right)\right] \sup \left\{\beta_{\varepsilon}^{\prime}(s)^{1 / 2}+|a(s)| ;|s| \leqq\|v\|_{\infty}, \varepsilon>0\right\}^{2}\left\|D^{2} \varphi\right\|_{\infty}\right)\|v\|_{1} .
\end{align*}
$$

We now take any function $g \in C^{\infty}\left(\boldsymbol{R}^{1}\right)$ with the properties

$$
g(s)=1 \quad \text { for } s \geqq 1, \quad g(s)=0 \quad \text { for } s \leqq 0, \quad 0 \leqq g \leqq 1 \text { on } R^{1},
$$

and for any pair $\rho, \tau$ with $\rho>\tau>0$, we define

$$
g_{\rho, \tau}(s) \equiv g\left[(|s|-\tau)(\rho-\tau)^{-1}\right] \quad \text { for } s \in \boldsymbol{R}^{1}
$$

Then it is easy to check that

$$
\begin{gathered}
g_{\rho, \tau}(s)=1 \text { for }|s| \geqq \rho, \quad g_{\rho, \tau}(s)=0 \text { for }|s| \leqq \tau \\
\left\|g_{\rho, \tau}^{\prime}\right\|_{\infty} \rightarrow 0, \quad\left\|g_{\rho, \tau}^{\prime \prime}\right\|_{\infty} \rightarrow 0 \quad \text { as } \rho \uparrow \infty .
\end{gathered}
$$

If we set $\varphi_{\rho, \tau}(x)=\sum_{i=1}^{N} g_{\rho, \tau}\left(x_{i}\right)$, then we have

$$
\begin{equation*}
0 \leqq \varphi_{\rho, \tau} \leqq N, \quad \varphi_{\rho, \tau}(x) \geqq 1 \quad \text { for } \quad|x| \geqq \rho N^{1 / 2}, \quad \varphi_{\rho, \tau}(x)=0 \quad \text { for } \quad|x| \leqq \tau, \tag{4.5}
\end{equation*}
$$

$$
\begin{equation*}
\left\|D \varphi_{\rho, \tau}\right\|_{\infty} \rightarrow 0, \quad\left\|D^{2} \varphi_{\rho, \tau}\right\|_{\infty} \rightarrow 0 \quad \text { as } \rho \uparrow \infty \tag{4.6}
\end{equation*}
$$

Thus the function $\varphi_{\rho, \tau}$ is bounded, continuous and has bounded continuous derivatives up to the order 2. Thus we can substitute $\varphi_{\rho, \tau}$ for $\varphi$ in (4.4) to get

$$
\begin{align*}
& \lambda^{-1} \int_{|x|>\rho N^{1 / 2}}\left|v_{h}^{\lambda}\right| d x \leqq \lambda^{-1}\langle | v_{h}^{\lambda}\left|, \varphi_{\rho, \tau}\right\rangle  \tag{4.7}\\
& \quad \leqq \lambda^{-1}\langle | v\left|, \varphi_{\rho, \tau}\right\rangle+\left(\sum_{i=1}^{N} \sup \left\{\left|a^{i}(s)\right| ;|s| \leqq\|v\|_{\infty}\right\}\left\|D \varphi_{\rho, \tau}\right\|_{\infty}\right. \\
& \left.\quad+\left[N^{2} h /\left(2 \varepsilon^{2}\right)\right] \sup \left\{\beta_{\varepsilon}^{\prime}(s)^{1 / 2}+|a(s)| ;|s| \leqq\|v\|_{\infty}, \varepsilon>0\right\}^{2}\left\|D^{2} \varphi_{\rho, \tau}\right\|_{\infty}\right)\|v\|_{1}
\end{align*}
$$

by (4.5). Therefore (4.5), (4.6), and the relation $h \varepsilon^{-2}=$ const. together imply

$$
\limsup _{\rho \uparrow \infty} \sup _{h \in(0, \delta)} \int_{|x|>\rho N^{1 / 2}}\left|v_{h}^{\lambda}\right| d x \leqq N \int_{|x|>\tau}|v| d x
$$

Since $\tau$ is arbitrary, we finally obtain (4.2).
(ii) For simplicity in notation we write $h \downarrow 0$ for the convergence of a null sequence $(h(k))_{k=1}^{\infty}$ of positive numbers. Thus we write $v_{h}^{\lambda} \rightarrow v^{\lambda}$ for the convergence of a subsequence $\left(v_{h(k)}\right)_{k=1}^{\infty}$ to a cluster point $v^{\lambda}$. We may assume without loss of generality that $v_{h}^{\lambda} \rightarrow v^{\lambda}$ as $h \downarrow 0$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$ and a.e. in $\boldsymbol{R}^{N}$. First we will show that the function $v^{\lambda}$ satisfies the equation

$$
\begin{equation*}
\lambda^{-1}\left(v^{\lambda}-v\right)=\triangle \beta\left(v^{\lambda}\right)-\nabla A\left(v^{\lambda}\right) \quad \text { in } \mathscr{D}^{\prime}\left(\boldsymbol{R}^{N}\right) \tag{4.8}
\end{equation*}
$$

To this end, for any $\varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{N}\right)$, we see from direct calculations that

$$
\begin{align*}
\lambda^{-1}\left\langle v_{h}^{\lambda}-v, \varphi\right\rangle & =h^{-1} \int\left\langle F_{\varepsilon}\left(v_{h}^{\lambda}, \xi\right), \varphi(\cdot+h \xi)-\varphi\right\rangle d \xi  \tag{4.9}\\
& =\int\left\langle F_{\varepsilon}\left(v_{h}^{\lambda}, \xi\right) \xi, \nabla \varphi\right\rangle d \xi+(h / 2) \sum_{i, j} \int \xi_{i} \xi_{j}\left\langle F_{\varepsilon}\left(v_{h}^{\lambda}, \xi\right), D_{i j} \varphi\right\rangle d \xi
\end{align*}
$$

$$
\begin{aligned}
& +h \sum_{i, j} \int_{0}^{1} d \theta(1-\theta) \int \xi_{i} \xi_{j}\left\langle F_{\varepsilon}\left(v_{h}^{\lambda}, \xi\right), D_{i j} \varphi(\cdot+\theta h \xi)-D_{i j} \varphi\right\rangle d \xi \\
& =J_{1}+J_{2}+J_{3} .
\end{aligned}
$$

We wish to check each term on the right-hand side of (4.9). First we see with the aid of (4.1) that

$$
\begin{equation*}
J_{1}=\left\langle A\left(v_{h}^{\lambda}\right), \nabla \varphi\right\rangle \rightarrow\left\langle A\left(v^{\lambda}\right), \nabla \varphi\right\rangle \quad \text { as } h \downarrow 0 \tag{4.10}
\end{equation*}
$$

Next, $J_{2}$ can be transformed into

$$
\begin{gathered}
J_{2}=(h / 2) \sum_{i, j} \iint\left[\xi_{i}+a^{i}(s)\right]\left[\xi_{j}+a^{j}(s)\right]\left\langle F\left(v_{h}^{\lambda}, s\right), D_{i j} \varphi\right\rangle \chi_{\varepsilon}(\xi, s) d \xi d s \\
=\left[h /\left(2 \varepsilon^{2}\right)\right] \sum_{i, j} \iint\left[\beta_{\varepsilon}^{\prime}(s)^{1 / 2} \eta_{i}+\varepsilon a^{i}(s)\right]\left[\beta_{\varepsilon}^{\prime}(s)^{1 / 2} \eta_{j}+\varepsilon a^{j}(s)\right] \\
\cdot\left\langle F\left(v_{h}^{\lambda}, s\right), D_{i j} \varphi\right\rangle \chi(\eta) d \eta d s .
\end{gathered}
$$

Since $\chi$ is assumed to be a radial function, it is easy to show that

$$
\int \eta_{i} \chi(\eta) d \eta=0, \quad \int \eta_{i} \eta_{j} \chi(\eta) d \eta=N^{-1} \int|\eta|^{2} \chi(\eta) d \eta \delta_{i j}
$$

Using these facts, one can rewrite $J_{2}$ as follows:

$$
\begin{aligned}
J_{2}= & {\left[h /\left(2 \varepsilon^{2}\right)\right] \sum_{i, j} \int \beta_{\varepsilon}^{\prime}(s)\left(N^{-1} \int|\eta|^{2} \chi(\eta) d \eta \delta_{i j}\right)\left\langle F\left(v_{h}^{\lambda}, s\right), D_{i j} \varphi\right\rangle d s } \\
& +(h / 2) \sum_{i, j} \int a^{i}(s) a^{j}(s)\left\langle F\left(v_{h}^{\lambda}, s\right), D_{i j} \varphi\right\rangle d s \\
= & J_{21}+J_{22} .
\end{aligned}
$$

Applying the relation (1.11) between $h$ and $\varepsilon$, we see that

$$
\begin{equation*}
J_{21}=\int \beta_{\varepsilon}^{\prime}(s)\left\langle F\left(v_{h}^{\lambda}, s\right), \Delta \varphi\right\rangle d s \rightarrow\left\langle\beta\left(v^{\lambda}\right), \Delta \varphi\right\rangle \quad \text { as } h \downarrow 0, \tag{4.11}
\end{equation*}
$$

and that

$$
\begin{align*}
\left|J_{22}\right| & \leqq(h / 2) \sum_{i, j} \int \sup \left\{|a(s)| ;|s| \leqq\|v\|_{\infty}\right\}^{2}\langle | F\left(v_{h}^{\lambda}, s\right)\left|,\left\|D^{2} \varphi\right\|_{\infty}\right\rangle d s  \tag{4.12}\\
& \leqq\left[\left(N^{2} h\right) / 2\right] \sup \left\{|a(s)| ;|s| \leqq\|v\|_{\infty}\right\}^{2}\|v\|_{1}\left\|D^{2} \varphi\right\|_{\infty} \rightarrow 0 \quad \text { as } h \downarrow 0 .
\end{align*}
$$

The last term $J_{3}$ is rewritten in the following way:

$$
\begin{aligned}
J_{3}= & h \varepsilon^{-2} \sum_{i, j} \int_{0}^{1} d \theta(1-\theta) \iint\left[\beta_{\varepsilon}^{\prime}(s)^{1 / 2} \eta_{i}+\varepsilon a^{i}(s)\right]\left[\beta_{\varepsilon}^{\prime}(s)^{1 / 2} \eta_{j}+\varepsilon a^{j}(s)\right] \\
& \cdot\left\langle F\left(v_{h}^{\lambda}, s\right), D_{i j} \varphi\left(\cdot+\theta h \varepsilon^{-1}\left[\beta_{\varepsilon}^{\prime}(s)^{1 / 2} \eta+\varepsilon a(s)\right]\right)-D_{i j} \varphi\right\rangle \chi(\eta) d \eta d s .
\end{aligned}
$$

Since supp $F\left(v_{h}^{\lambda}(x), \cdot\right)$ is contained in $E \equiv\left\{s \in \boldsymbol{R}^{1} ;|s| \leqq\|v\|_{\infty}\right\}$ and $\left|F\left(v_{h}^{\lambda}(x), s\right)\right| \leqq$ $1_{E}(s)$ for a.e. $x \in \boldsymbol{R}^{N}$ by the definition of $F,\left|J_{3}\right|$ is estimated as

$$
\begin{align*}
&\left|J_{3}\right| \leqq {\left[\left(N^{2} h\right) / \varepsilon^{2}\right] \sup \left\{\beta_{\varepsilon}^{\prime}(s)^{1 / 2}+|a(s)| ;|s| \leqq\|v\|_{\infty}, \varepsilon>0\right\}^{2} \int_{0}^{1} d \theta(1-\theta) }  \tag{4.13}\\
& \cdot \iint\left\langle 1_{E}(s),\right| D_{i j} \varphi\left(\cdot+\theta h \varepsilon^{-1}\left[\beta_{\varepsilon}^{\prime}(s)^{1 / 2} \eta+\varepsilon a(s)\right]\right)-D_{i j} \varphi| \rangle \chi(\eta) d \eta d s \\
& \leqq {\left[\left(N^{2} h\right) / \varepsilon^{2}\right] \sup \left\{\beta_{\varepsilon}^{\prime}(s)^{1 / 2}+|a(s)| ;|s| \leqq\|v\|_{\infty}, \varepsilon>0\right\}^{2}\|v\|_{\infty} } \\
& \cdot \sup \left\{\left\|D^{2} \varphi\left(\cdot+\theta h \varepsilon^{-1}\left[\beta_{\varepsilon}^{\prime}(s)^{1 / 2} \eta+\varepsilon a(s)\right]\right)-D^{2} \varphi\right\|_{1} ;\right. \\
&\left.\quad|s| \leqq\|v\|_{\infty}, \quad|\eta| \leqq 1, \quad 0 \leqq \theta \leqq 1\right\} \rightarrow 0 \quad \text { as } h \downarrow 0 .
\end{align*}
$$

Therefore, letting $h \downarrow 0$ in (4.9) and using (4.10) through (4.13), we obtain (4.8). Finally, we show that $v^{\lambda} \in D\left(B_{0}\right)$. It is obvious from (4.1) that $v^{\lambda} \in$ $L^{\infty}\left(\boldsymbol{R}^{N}\right)$. On the other hand, it follows from the estimate

$$
\left\|\tau_{y} v^{\lambda}-v^{\lambda}\right\|_{1} \leqq \liminf _{h\rfloor 0}\left\|\tau_{y} v_{h}^{\lambda}-v_{h}^{\lambda}\right\|_{1} \leqq\left\|\tau_{y} v-v\right\|_{1}
$$

and the condition $v \in B V\left(\boldsymbol{R}^{N}\right)$ that $v^{\lambda} \in B V\left(\boldsymbol{R}^{N}\right)$. Furthermore, by (4.8),

$$
\Delta \beta\left(v^{\lambda}\right)-\nabla A\left(v^{\lambda}\right)=\lambda^{-1}\left(v^{\lambda}-v\right) \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)
$$

which means $v^{\lambda} \in D\left(B_{0}\right)$ and $v^{\lambda}=\left(I-\lambda B_{0}\right)^{-1} v$. Notice that our argument stated above remains valid even if we start with any subsequence of $\left(v_{h(k)}^{\lambda}\right)_{k=1}^{\infty}$. This shows that any subsequence of $\left\{v_{h}^{\lambda} ; h>0\right\}$ contains a subsequence which converges in $L^{1}\left(\boldsymbol{R}^{N}\right)$ and its limit point is uniquely determined (as $\left.\left(I-\lambda B_{0}\right)^{-1} v\right)$. Thus we can conclude that $v_{h}^{\lambda}$ itself converges to $\left(I-\lambda B_{0}\right)^{-1} v$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$ as $h \downarrow 0$.

Proof of Proposition 4.1. Let $\left(v_{k}\right)_{k=1}^{\infty}$ be a sequence of functions in the class $B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$ such that $v_{k} \rightarrow v$ as $k \rightarrow \infty$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$. If we set

$$
v_{h, k}^{\lambda}=\left(I-\lambda B_{h}\right)^{-1} v_{k}, \quad v_{k}^{\lambda}=\left(I-\lambda B_{0}\right)^{-1} v_{k} \quad \text { for } \lambda, h>0,
$$

then it follows that $v_{h, k}^{\lambda} \rightarrow v_{k}^{\lambda}$ as $h \downarrow 0$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$ for each $k$ by Lemma 4.3 (ii). Hence Lemma 2.3 (i) implies

$$
\left\|v_{k}^{\lambda}-v_{l}^{\lambda}\right\|_{1} \leqq \liminf _{h\rfloor 0}\left\|v_{h, k}^{\lambda}-v_{h, \|_{1}^{\lambda}}^{\lambda}\right\|_{1} \leqq\left\|v_{k}-v_{l}\right\|_{1} .
$$

This means that the sequence $\left(v_{k}^{\lambda}\right)_{k=1}^{\infty}$ in $D\left(B_{0}\right)$ is Cauchy in $L^{1}\left(\boldsymbol{R}^{N}\right)$, and hence that converges in $L^{1}\left(\boldsymbol{R}^{N}\right)$ to some element $v^{\lambda} \in L^{1}\left(\boldsymbol{R}^{N}\right)$. From this and the

$$
\lambda^{-1}\left[u^{\lambda}(t)-u^{\lambda}(t-\lambda)\right]=\Delta \beta\left(u^{\lambda}(t)\right)-\nabla A\left(u^{\lambda}(t)\right)
$$

holds in $\mathscr{D}^{\prime}\left(\boldsymbol{R}^{N}\right)$ for $t \in[s, \infty)$.
Let $\rho_{n} *$ be the usual Friedrichs mollifier with support $\left\{x \in \boldsymbol{R}^{N} ;|x| \leqq n^{-1}\right\}$ defined for positive integer $n$ by a radial function $\rho$. In what follows, we denote $\rho_{n} * v$ by $v_{n}$ for a $v \in L_{\text {loc }}^{1}\left(\boldsymbol{R}^{N}\right)$. Then it is easily seen that

$$
\begin{equation*}
\lambda^{-1}\left[u^{\lambda}(t)-u^{\lambda}(t-\lambda)\right]_{n}=\Delta \beta\left(u^{\lambda}(t)\right)_{n}-\nabla\left[A\left(u^{\lambda}(t)\right)-A(0)\right]_{n} \tag{4.17}
\end{equation*}
$$

holds in the classical sense. Multiplying both side of (4.17) by $\left[\beta\left(u^{\lambda}(t)\right)-\beta(0)\right]_{n}$, and then integrating over $\boldsymbol{R}^{\boldsymbol{N}}$, we have

$$
\begin{align*}
\left\|\nabla \beta\left(u^{\lambda}(t)\right)_{n}\right\|_{2}^{2} \leqq & \lambda^{-1}\left\|u^{\lambda}(t)-u^{\lambda}(t-\lambda)\right\|_{1}\left\|\beta\left(u^{\lambda}(t)\right)-\beta(0)\right\|_{\infty}  \tag{4.18}\\
& +C(\kappa) \sum_{i}\left\|A^{i}\left(u^{\lambda}(t)\right)-A^{i}(0)\right\|_{2}^{2}+\kappa\left\|\nabla \beta\left(u^{\lambda}(t)\right)_{n}\right\|_{2}^{2}
\end{align*}
$$

where the constant $C(\kappa)$ depends only on $\kappa \in(0,1)$. Therefore

$$
\begin{aligned}
(1-\kappa)\left\|\nabla \beta\left(u^{\lambda}(t)\right)_{n}\right\|_{2}^{2} \leqq & \lambda^{-1}\left\|u^{\lambda}(t)-u^{\lambda}(t-\lambda)\right\|_{1} \cdot \sup \left\{\beta^{\prime}(\sigma) ;|\sigma| \leqq r\right\} r \\
& +C(\kappa)\left\|u^{\lambda}(t)\right\|_{1} r \cdot \sum_{i} \sup \left\{\left|a^{i}(\sigma)\right| ;|\sigma| \leqq r\right\}^{2}
\end{aligned}
$$

where $r=\left\|u_{0}\right\|_{\infty}$. Thus, for each fixed $\lambda>0$, the family $\left\{\nabla \beta\left(u^{\lambda}\right)_{n} ; n \geqq 1\right\}$ is bounded in $L^{\infty}\left(s, \infty ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$; in particular, it is bounded in $L^{2}\left(s, T ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$. On the other hand, the sequence $\nabla \beta\left(u^{\lambda}\right)_{n}$ itself converges to $\nabla \beta\left(u^{\lambda}\right)$ in $\mathscr{D}^{\prime}\left(\boldsymbol{R}^{N} \times(s, T)\right)^{N}$ as $n \rightarrow \infty$, and so it is easily seen that $\nabla \beta\left(u^{\lambda}\right) \in L^{2}\left(s, T ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$.

Now suppose that $u_{0}$ also belongs to $\hat{D}(B)$, hence

$$
\left|B u_{0}\right| \equiv \liminf _{v \downarrow 0} v^{-1}\left\|(I-v B)^{-1} u_{0}-u_{0}\right\|_{1}<\infty .
$$

By virtue of the above observation, we can show that $\nabla \beta(u) \in L^{2}\left(0, T ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$ for each $T>0$. This will be proved via a compactness argument to the set $\left\{\nabla \beta\left(u^{\lambda}\right) ; \lambda \in(0, s)\right\}$ in the space $L^{2}\left(s, T ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$. Therefore we necessitate showing the following assertion:

$$
\begin{equation*}
\lambda^{-1}\left\|u^{\lambda}(t)-u^{\lambda}(t-\lambda)\right\|_{1} \leqq\left|B u_{0}\right| \quad \text { for } t \in[s, T] \tag{4.19}
\end{equation*}
$$

To this end, for each $v>0$ and integer $j, k$, with $j \leqq k$

$$
\begin{aligned}
& \|(I-\lambda B)^{-k}(I-v B)^{-1} u_{0}-(I-\lambda B)^{-j}(I-v B)^{-1} u_{0} \|_{1} \\
&=\lim _{h \downarrow 0}\left\|\left(I-\lambda B_{h}\right)^{-k}\left(I-v B_{h}\right)^{-1} u_{0}-\left(I-\lambda B_{h}\right)^{-j}\left(I-v B_{h}\right)^{-1} u_{0}\right\|_{1} \\
& \leqq \lim _{h \downarrow 0} \sum_{i=j+1}^{k}\left\|\left(I-\lambda B_{h}\right)^{-i}\left(I-v B_{h}\right)^{-1} u_{0}-\left(I-\lambda B_{h}\right)^{-i+1}\left(I-v B_{h}\right)^{-1} u_{0}\right\|_{1} \\
& \leqq \lim _{h \downarrow 0} \sum_{i=j+1}^{k}\left\|\left(I-\lambda B_{h}\right)^{-1}\left(I-v B_{h}\right)^{-1} u_{0}-\left(I-v B_{h}\right)^{-1} u_{0}\right\|_{1} \\
& \quad=\lim _{h \downarrow 0}(k-j)\left\|\left(I-\lambda B_{h}\right)^{-1}\left(I-v B_{h}\right)^{-1} u_{0}-\left(I-\lambda B_{h}\right)^{-1}\left(I-\lambda B_{h}\right)\left(I-v B_{h}\right)^{-1} u_{0}\right\|_{1} \\
& \leqq \lim _{h \downarrow 0}(k-j) \lambda v^{-1}\left\|\left(I-v B_{h}\right)^{-1} u_{0}-u_{0}\right\|_{1} . \\
&=(k-j) \lambda v^{-1}\left\|(I-v B)^{-1} u_{0}-u_{0}\right\|_{1}
\end{aligned}
$$

by Lemma 2.3 (i) and Proposition 4.1. Hence, taking limits inferior as $v \downarrow 0$,

$$
\begin{equation*}
\lambda^{-1}\left\|(I-\lambda B)^{-k} u_{0}-(I-\lambda B)^{-j} u_{0}\right\|_{1} \leqq(k-j)\left|B u_{0}\right| . \tag{4.20}
\end{equation*}
$$

Putting $k=[t / \lambda], j=[(t-\lambda) / \lambda]$ in the above inequality, we obtain (4.19). Since $\nabla \beta\left(u^{\lambda}\right)_{n}$ converges weakly in $L^{2}\left(s, T ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$ to $\nabla \beta\left(u^{\lambda}\right)$ as $n \rightarrow \infty$,

$$
\begin{aligned}
(1- & \kappa) \int_{s}^{T}\left\|\nabla \beta\left(u^{\lambda}(t)\right)\right\|_{2}^{2} d t \\
& \leqq \liminf _{n \rightarrow \infty}(1-\kappa) \int_{s}^{T}\left\|\nabla \beta\left(u^{\lambda}(t)\right)_{n}\right\|_{2}^{2} d t \\
& \leqq\left(\left|B u_{0}\right| \cdot \sup \left\{\beta^{\prime}(\sigma) ;|\sigma| \leqq r\right\}+C(\kappa)\left\|u_{0}\right\|_{1} \cdot \sum_{i} \sup \left\{\left|a^{i}(\sigma)\right| ;|\sigma| \leqq r\right\}^{2}\right) r T
\end{aligned}
$$

Therefore $\left\{\nabla \beta\left(u^{\lambda}\right) ; \lambda \in(0, s)\right\}$ is bounded in $L^{2}\left(s, T ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$. Since $u^{\lambda}(t) \rightarrow$ $u(t)$ as $\lambda \downarrow 0$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$ uniformly for bounded $t$, we see easily that $\nabla \beta(u) \in$ $L^{2}\left(s, T ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$ and

$$
\begin{aligned}
& (1-\kappa) \int_{s}^{T}\|\nabla \beta(u(t))\|_{2}^{2} d t \\
& \quad \leqq\left(\left|B u_{0}\right| \cdot \sup \left\{\beta^{\prime}(\sigma) ;|\sigma| \leqq r\right\}+C(\kappa)\left\|u_{0}\right\|_{1} \cdot \sum_{i} \sup \left\{\left|a^{i}(\sigma)\right| ;|\sigma| \leqq r\right\}^{2}\right) r T
\end{aligned}
$$

Since the right-hand side of the above inequality does not depend on $s$ and $s$ can be taken arbitrarily, it follows that $\nabla \beta(u) \in L^{2}\left(0, T ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$.

To conclude that $u$ is a $B V$ solution of the problem (M) provided $u_{0} \in$ $B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right) \cap \hat{D}(B)$, it remains to show that $u \in B V\left(\boldsymbol{R}^{N} \times(0, T)\right)$ for each $T>0$. But this is obvious from

$$
\|D u(t)\|_{M} \leqq \liminf _{h \downarrow 0}\left\|D u_{h}(t)\right\|_{M} \leqq\left\|D u_{0}\right\|_{M} \quad \text { for } t \geqq 0,
$$

and the following estimate which is obtained by (4.20) with $k=[t / \lambda], j=[\mathrm{s} / \lambda]$ :

$$
\begin{equation*}
\left\|u^{\lambda}(t)-u^{\lambda}(s)\right\|_{1} \leqq([t / \lambda]-[s / \lambda]) \lambda\left|B u_{0}\right| \quad \text { for } 0<s<t \tag{4.21}
\end{equation*}
$$

Proof of (ii). We first show that a $B V$ solution $z$ in the sense of Yin satisfies the following identity: For each $T>0$ and $\varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{N}\right)$,

$$
\begin{align*}
&\langle\Psi(z(t)), \varphi\rangle-\langle\Psi(z(s)), \varphi\rangle  \tag{4.22}\\
&-\int_{s}^{t}\langle A(z(\tau))-A(0), \nabla([\beta(z(\tau))-\beta(0)] \varphi)\rangle d \tau \\
&=-\int_{s}^{t}\langle\nabla \beta(z(\tau)), \nabla([\beta(z(\tau))-\beta(0)] \varphi)\rangle d \tau
\end{align*}
$$

holds for a.e. $t$, $s$ with $0<s<t<T$ where $\Psi(r)=\int_{0}^{r}[\beta(\sigma)-\beta(0)] d \sigma$.
fact that $B_{0} v_{k}^{\lambda}=\lambda^{-1}\left(v_{k}^{\lambda}-v_{k}\right)$ converges to $\lambda^{-1}\left(v^{\lambda}-v\right)$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$, it follows that $v^{\lambda} \in D(B)$ and $B v^{\lambda} \ni \lambda^{-1}\left(v^{\lambda}-v\right)$; notice that $B$ is the closure of $B_{0}$. Hence this shows that $R(I-\lambda B)=L^{1}\left(\boldsymbol{R}^{N}\right)$ and $v^{\lambda}=(I-\lambda B)^{-1} v$. Further, it follows from Lemma 2.3 (i) and Lemma 4.3 (ii) that

$$
\begin{aligned}
& \limsup _{h \downarrow 0}\left\|\left(I-\lambda B_{h}\right)^{-1} v-(I-\lambda B)^{-1} v\right\|_{1} \\
& \quad \leqq \lim \sup _{h \downarrow 0}\left[\left\|\left(I-\lambda B_{h}\right)^{-1} v-\left(I-\lambda B_{h}\right)^{-1} v_{k}\right\|_{1}+\left\|v_{h, k}^{\lambda}-v_{k}^{\lambda}\right\|_{1}+\left\|v_{k}^{\lambda}-v^{\lambda}\right\|_{1}\right] \\
& \quad \leqq\left\|v-v_{k}\right\|_{1}+\left\|v_{k}^{\lambda}-v^{\lambda}\right\|_{1} .
\end{aligned}
$$

Passing to the limit as $k \rightarrow \infty$, we obtain the desired assertion.
Proof of Proposition 4.2. Clearly, it suffices to show that $B V\left(\boldsymbol{R}^{N}\right) \cap$ $L^{\infty}\left(\boldsymbol{R}^{N}\right) \subset \overline{D\left(B_{0}\right)}$. Let $v \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$ and $v^{\lambda}=\left(I-\lambda B_{0}\right)^{-1} v$ for $\lambda>0$. Then Lemma 4.3 (ii) asserts that $v_{h}^{\lambda} \rightarrow v^{\lambda}$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$ as $h \downarrow 0$. Hence we have

$$
\begin{equation*}
\left\|v^{\lambda}\right\|_{p} \leqq\|v\|_{p}, \quad p=1, \infty, \quad\left\|\tau_{y} v^{\lambda}-v^{\lambda}\right\|_{1} \leqq\left\|\tau_{y} v-v\right\|_{1} \quad\left(y \in \boldsymbol{R}^{N}\right) \tag{4.14}
\end{equation*}
$$

from (4.1). Moreover, passing to the limit as $h \downarrow 0$ in (4.7), we obtain

$$
\begin{align*}
& \lambda^{-1} \int_{|x|>\rho N^{1 / 2}}\left|v^{\lambda}\right| d x  \tag{4.15}\\
& \quad \leqq N \lambda^{-1} \int_{|x|>\tau}|v| d x+\left(\sum_{i=1}^{N} \sup \left\{\left|a^{i}(s)\right| ;|s| \leqq\|v\|_{\infty}\right\}\left\|D \varphi_{\rho, \tau}\right\|_{\infty}\right. \\
& \left.\quad+\text { const. } \sup \left\{\beta_{\varepsilon}^{\prime}(s)^{1 / 2}+|a(s)| ;|s| \leqq\|v\|_{\infty}, \varepsilon>0\right\}^{2}\left\|D^{2} \varphi_{\rho, \tau}\right\|_{\infty}\right)\|v\|_{1}
\end{align*}
$$

For any positive number $\lambda_{0}$ (4.6) implies that

$$
\limsup _{\rho \uparrow \infty} \sup _{\lambda \in\left(0, \lambda_{0}\right)} \int_{|x|>\rho N^{1 / 2}}\left|v^{\lambda}\right| d x \leqq N \int_{|x|>\tau}|v| d x
$$

Therefore the set $\left\{v^{\lambda} ; \lambda \in\left(0, \lambda_{0}\right)\right\}$ is precompact in $L^{1}\left(\boldsymbol{R}^{N}\right)$. So we can choose a null sequence $\left(\lambda_{n}\right)_{n=1}^{\infty}, v^{0} \in L^{1}\left(\boldsymbol{R}^{N}\right)$ so that $v^{\lambda_{n}} \rightarrow v^{0}$ as $n \rightarrow \infty$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$. On the other hand, we see from the definition of $B_{0}$ that

$$
\begin{equation*}
v^{\lambda}-v=\lambda\left[\triangle \beta\left(v^{\lambda}\right)-\nabla A\left(v^{\lambda}\right)\right] \quad \text { in } \mathscr{D}^{\prime}\left(\boldsymbol{R}^{N}\right) . \tag{4.16}
\end{equation*}
$$

Substituting $\lambda=\lambda_{n}$ in (4.16) and letting $n \rightarrow \infty$, we see that the right-hand side of (4.16) converges to 0 in $\mathscr{D}^{\prime}\left(\boldsymbol{R}^{N}\right)$, since (4.14) and $\lambda_{n} \downarrow 0$. Hence $v=v^{0} \in$ $\overline{D\left(B_{0}\right)}$.

The rest of the paper is devoted to show that the limit function $T(\cdot) u_{0}$ obtained through the convergence (1.16) (with $v$ replaced by the given initialvalue $u_{0}$ ) is the desired solution of (M). We first observe that if $u_{0} \in L^{1}\left(\boldsymbol{R}^{N}\right) \cap$ $L^{\infty}\left(\boldsymbol{R}^{N}\right)$, the function $u(\cdot) \equiv T(\cdot) u_{0}$ lies in $L^{\infty}\left(\boldsymbol{R}^{N} \times(0, \infty)\right) \cap C\left([0, \infty) ; L^{1}\left(\boldsymbol{R}^{N}\right)\right)$.

Indeed, by virtue of (1.16), we see that $u_{h}(t) \equiv S_{h}^{[t / h]} u_{0} \rightarrow u(t)$ as $h \downarrow 0$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$, uniformly for bounded $t$. This, together with the fact that $u_{h} \in C\left([0, \infty) ; L^{1}\left(\boldsymbol{R}^{N}\right)\right)$ and $\left\|u_{h}(t)\right\|_{\infty} \leqq\left\|u_{0}\right\|_{\infty}$ implies that $u \in L^{\infty}\left(\boldsymbol{R}^{N} \times(0, \infty)\right) \cap$ $C\left([0, \infty) ; L^{1}\left(\boldsymbol{R}^{N}\right)\right)$.

Next we will show that $u$ is a distribution solution to the problem (M). Choose any $\varphi \in C_{0}^{\infty}\left(\boldsymbol{R}^{N} \times(0, \infty)\right)$ and recall that $h^{-1}\left[u_{h}(t+h)-u_{h}(t)\right]=$ $B_{h} u_{h}(t)$ by the definition of $u_{h}$. Multiplying both sides by $\varphi$, and then integrating the resultant equality with respect to $(x, t)$ over $\boldsymbol{R}^{N} \times(0, \infty)$, we obtain

$$
\begin{aligned}
\int_{0}^{\infty} & \left\langle h^{-1}\left[u_{h}(t+h)-u_{h}(t)\right], \varphi(\cdot, t)\right\rangle d t \\
& =\int_{0}^{\infty} d t \int h^{-1}\left\langle F_{\varepsilon}\left(u_{h}(t)(\cdot-h \xi), \xi\right)-F_{\varepsilon}\left(u_{h}(t), \xi\right), \varphi(\cdot, t)\right\rangle d \xi .
\end{aligned}
$$

Recalling that $\operatorname{supp} \varphi$ is compact in $\boldsymbol{R}^{\boldsymbol{N}} \times(0, \infty)$, we have

$$
\begin{aligned}
-\int_{h}^{\infty} & \left\langle u_{h}(t),(-h)^{-1}[\varphi(\cdot, t-h)-\varphi(\cdot, t)]\right\rangle d t \\
& =\int_{0}^{\infty} d t \int\left\langle F_{\varepsilon}\left(u_{h}(t), \xi\right), h^{-1}[\varphi(\cdot+h \xi, t)-\varphi(\cdot, t)]\right\rangle d \xi
\end{aligned}
$$

for sufficiently small $h>0$. Therefore, in a way similar to the derivation of Lemma 4.3 (ii), we obtain

$$
-\int_{0}^{\infty} \int u \varphi_{t} d x d t=\int_{0}^{\infty} \int[\beta(u) \Delta \varphi+A(u) \nabla \varphi] d x d t
$$

We will prove that (i): $u$ is a $B V$ solution of the problem (M) provided that $u_{0} \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right) \cap \hat{D}(B)$, and then that (ii): $u$ is a weak solution of the problem (M) provided that $u_{0} \in L^{1}\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$.

Proof of (i). First we define, for $\lambda>0$, an $L^{1}\left(\boldsymbol{R}^{N}\right)$-valued function:

$$
u^{\lambda}(t)=(I-\lambda B)^{-[t / \lambda]} u_{0} \quad \text { for } t \geqq 0 .
$$

Notice that $u^{\lambda}(t) \rightarrow u(t)$ as $\lambda \downarrow 0$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$ uniformly for bounded $t$ by the exponential formula. Therefore it is seen that if $u_{0}$ belongs to $B V\left(\boldsymbol{R}^{N}\right) \cap$ $L^{\infty}\left(\boldsymbol{R}^{N}\right)$, then $\left\{\nabla \beta\left(u^{\lambda}\right) ; \lambda \in(0, s)\right\} \subset L^{2}\left(s, T ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$ for each $s, T$ with $0<$ $s<T$. Indeed, the restriction of the operator $(I-\lambda B)^{-1}$ to $B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$ coincides with $\left(I-\lambda B_{0}\right)^{-1}$ by Proposition 4.1 and Lemma 4.3 (ii). From this it follows that

$$
u^{\lambda}(t)=\left(I-\lambda B_{0}\right)^{-1} u^{\lambda}(t-\lambda) \quad \text { for } t \in[s, \infty)
$$

since $u^{\lambda}(t-\lambda) \in B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right)$. According to the definition of $B_{0}$,

We now proceed our argument in a way similar to [18], Proposition 5. By the definition of $B V$ solution in the sense of Yin, it is easily seen that for each $\psi \in C_{0}^{\infty}\left(\boldsymbol{R}^{N} \times(0, T)\right)$

$$
\begin{align*}
& \int_{R^{N} \times(0, T)} \psi(\partial z / \partial \tau)-\int_{0}^{T}\langle A(z(\tau))-A(0), \nabla \psi(\tau)\rangle d \tau  \tag{4.23}\\
& \quad=-\int_{0}^{T}\langle\nabla \beta(z(\tau)), \nabla \psi(\tau)\rangle d \tau .
\end{align*}
$$

Now, applying the same argument as in the proof of Proposition 3.3, we will substitute (at least formally) the test function $[\beta(z)-\beta(0)] \varphi 1_{[s, t]}$ for $\psi$ in (4.23), where $1_{[s, t]}$ means the characteristic function of the interval $[s, t]$. For this purpose, let $j \in C_{0}^{\infty}\left(\boldsymbol{R}^{1}\right)$ with $j \geqq 0, \operatorname{supp} j \subset[-1,1], \int_{-\infty}^{\infty} j(\sigma) d \sigma=1$ and define for $v>0$

$$
\alpha_{v}(\tau)=\int_{-\infty}^{\tau} j_{v}(\sigma) d \sigma \quad \text { for } \tau \in \boldsymbol{R}^{1},
$$

where $j_{v}(\sigma)=v^{-1} j\left(v^{-1} \sigma\right)$. Since $\operatorname{supp}\left[\alpha_{v}(\cdot-s)-\alpha_{v}(\cdot-t)\right] \subset[s-v, t+v], \zeta_{v} \equiv$ $\varphi\left[\alpha_{v}(\cdot-s)-\alpha_{v}(\cdot-t)\right]$ belongs to $C_{0}^{\infty}\left(\boldsymbol{R}^{N} \times(0, T)\right)$, provided $0<v<\min \{s, T-t\}$. We then extend $[\beta(z)-\beta(0)] \zeta_{v}$ as the zero-extention on $\boldsymbol{R}^{N} \times \boldsymbol{R}^{1}$. Then the desired test functions are defined as follows:

$$
\psi_{v, \delta}=\rho_{\delta} *\left([\beta(z)-\beta(0)] \zeta_{v}\right) \quad \text { for } \delta>0
$$

where $\rho_{\delta} *$ is the usual $(N+1)$-dimensional Friedrichs mollifier with support $\left\{(x, \tau) \in \boldsymbol{R}^{N+1} ;|(x, \tau)| \leqq \delta\right\}$ defined for positive number $\delta$ by a radial function $\rho$. Since $\psi_{v, \delta} \in C_{0}^{\infty}\left(\boldsymbol{R}^{N} \times(0, T)\right)$ for sufficiently small $\delta$, (4.23) is valid for $\psi_{v, \delta}$ replaced by $\psi$. On the other hand, $[\beta(z)-\beta(0)] \zeta_{v} \in B V\left(\boldsymbol{R}^{N} \times(0, T)\right)$ and $\nabla\left([\beta(z)-\beta(0)] \zeta_{v}\right) \in L^{2}\left(0, T ; L^{2}\left(R^{N}\right)^{N}\right)$, and so we can take the limit as $\delta \downarrow 0$ in (4.23) with $\psi_{v, \delta}$ in the same way as in the derivation of (3.20);

$$
\begin{align*}
& \int_{R^{v} \times(0, T)} \varphi\left[\alpha_{v}(\cdot-s)-\alpha_{v}(\cdot-t)\right] \overline{[\beta(z)-\beta(0)]}(\partial z / \partial \tau)  \tag{4.24}\\
& \quad-\int_{0}^{T}\left[\alpha_{v}(\tau-s)-\alpha_{v}(\tau-t)\right]\langle A(z(\tau))-A(0), \nabla([\beta(z(\tau))-\beta(0)] \varphi)\rangle d \tau \\
& \quad=-\int_{0}^{T}\left[\alpha_{\nu}(\tau-s)-\alpha_{v}(\tau-t)\right]\langle\nabla \beta(z(\tau)), \nabla([\beta(z(\tau))-\beta(0)] \varphi)\rangle d \tau .
\end{align*}
$$

Owing to the result due to Yin ([21], Lemma 2.3), the set of jump points
of $z$, i.e. $\left\{(x, \tau) \in \boldsymbol{R}^{N} \times(0, T) ; z^{-}(x, \tau)<z^{+}(x, \tau)\right\}$, is negligible with respect to the Hausdorff measure of dimension $N$. This implies the identities

$$
\partial \Psi(z) / \partial \tau=[\hat{\beta}(z)-\beta(0)](\partial z / \partial \tau)=\overline{[\beta(z)-\beta(0)]}(\partial z / \partial \tau)
$$

in the sense of measures. Hence the first term on the left-hand side of (4.24) is transformed as follows:

$$
\begin{aligned}
& \int_{R^{\wedge} \times(0, T)} \varphi\left[\alpha_{v}(\tau-s)-\alpha_{v}(\tau-t)\right](\partial \Psi(z) / \partial \tau) \\
& \quad=-\int_{0}^{T}\langle\Psi(z(\tau)), \varphi\rangle(d / d \tau)\left[\alpha_{v}(\tau-s)-\alpha_{\nu}(\tau-t)\right] d \tau \\
& \quad=\int_{0}^{T}\left[j_{v}(\tau-t)-j_{v}(\tau-s)\right]\langle\Psi(z(\tau)), \varphi\rangle d \tau
\end{aligned}
$$

Therefore we obtain (4.22) for Lebesgue points $t$, $s(0<s<t<T)$ of the function $\langle\Psi(z(\cdot)), \varphi\rangle$ by letting $v \downarrow 0$ in (4.24).

We then prove the assertion (ii). For a general element $u_{0} \in L^{1}\left(\boldsymbol{R}^{N}\right) \cap$ $L^{\infty}\left(\boldsymbol{R}^{N}\right)$, we can apply Proposition 4.2 to choose a sequence $\left(u_{0 m}\right)_{m=1}^{\infty}$ contained in $D\left(B_{0}\right)\left(\subset B V\left(\boldsymbol{R}^{N}\right) \cap L^{\infty}\left(\boldsymbol{R}^{N}\right) \cap \hat{D}(B)\right)$ so that $u_{0 m} \rightarrow u_{0}$ in $L^{1}\left(\boldsymbol{R}^{N}\right)$ as $m \rightarrow \infty$ and $\left\|u_{0 m}\right\|_{\infty} \leqq\left\|u_{0}\right\|_{\infty}$. Set $u_{m}(\tau) \equiv T(\tau) u_{0 m}$ for $\tau \geqq 0$. Then, as shown in (i), $u_{m}$ is a $B V$ solution (in the sense of Definition in Section 1) with $u_{m}(0)=u_{0 m}$ for $m \geqq 1$. Since each $u_{m}$ is the semigroup solution, it is obvious that $u_{m} \in$ $C\left([0, \infty) ; L^{1}\left(\boldsymbol{R}^{N}\right)\right.$ ). Hence for each $f \in L^{\infty}\left(\boldsymbol{R}^{N}\right)$, the function $\tau \in[0, \infty) \rightarrow$ $\left\langle\Psi\left(u_{m}(\tau)\right), f\right\rangle$ is continuous, more precisely Lipschitz continuous by (4.22). Thus, as seen before, each function $u_{m}$ satisfies (4.22) for all $t, s$ with $0<s<$ $t<T$.

Therefore we obtain

$$
\begin{aligned}
& \int_{s}^{t} d \tau \int\left|\nabla \beta\left(u_{m}(\tau)\right)\right|^{2} \varphi d x \\
& \quad \leqq \int_{s}^{t}\left\|\nabla \beta\left(u_{m}(\tau)\right)\right\|_{2}\|\nabla \varphi\|_{\infty}\left\|\beta\left(u_{m}(\tau)\right)-\beta(0)\right\|_{2} d \tau+\left\|\Psi\left(u_{m}(t)\right)-\Psi\left(u_{m}(s)\right)\right\|_{1}\|\varphi\|_{\infty} \\
& \quad+\int_{s}^{t}\left\|A\left(u_{m}(\tau)\right)-A(0)\right\|_{2}\left(\left\|\nabla \beta\left(u_{m}(\tau)\right)\right\|_{2}\|\varphi\|_{\infty}+\left\|\beta\left(u_{m}(\tau)\right)-\beta(0)\right\|_{2}\|\nabla \varphi\|_{\infty}\right) d \tau
\end{aligned}
$$

for all $t$, $s$ with $0<s<t<T$. Substituting $\varphi_{k}$ for $\varphi$, where $\left(\varphi_{k}\right)_{k=1}^{\infty}$ is the sequence of smooth functions as defined in the Section 3, and then letting $k$ tend to infinity, we obtain the following estimate for the energy term by using (3.23) and (3.24):

$$
\begin{aligned}
& \int_{s}^{t}\left\|\nabla \beta\left(u_{m}(\tau)\right)\right\|_{2}^{2} d \tau \\
& \leqq\left\|\Psi\left(u_{m}(t)\right)-\Psi\left(u_{m}(s)\right)\right\|_{1}+\int_{s}^{t}\left\|A\left(u_{m}(\tau)\right)-A(0)\right\|_{2}\left\|\nabla \beta\left(u_{m}(\tau)\right)\right\|_{2} d \tau \\
& \leqq \sup \left\{|\beta(\sigma)-\beta(0) ;|\sigma| \leqq r\}\left\|u_{m}(t)-u_{m}(s)\right\|_{1}\right. \\
& \quad+\int_{s}^{t}\left(C(\kappa)\left\|A\left(u_{m}(\tau)\right)-A(0)\right\|_{2}^{2}+\kappa\left\|\nabla \beta\left(u_{m}(\tau)\right)\right\|_{2}^{2}\right) d \tau
\end{aligned}
$$

where $r=\left\|u_{0}\right\|_{\infty}, 0<\kappa<1$, and a constant $C(\kappa)$ depends only on $\kappa$. Hence

$$
\begin{aligned}
&(1-\kappa) \int_{s}^{t}\left\|\nabla \beta\left(u_{m}(\tau)\right)\right\|_{2}^{2} d \tau \\
& \leqq \\
& \quad 2 \sup \{|\beta(\sigma)-\beta(0)| ;|\sigma| \leqq r\} \cdot \sup \left\{\left\|u_{0 m}\right\|_{1} ; m \geqq 1\right\} \\
&+C(\kappa) r \cdot \sup \left\{\left\|u_{0 m}\right\|_{1} ; m \geqq 1\right\}(t-s) \sum_{i} \sup \left\{\left|a^{i}(\sigma)\right| ;|\sigma| \leqq r\right\}^{2}
\end{aligned}
$$

Thus $\left\{\nabla \beta\left(u_{m}\right) ; m \geqq 1\right\}$ is bounded in $L^{2}\left(s, t ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$. Since $u_{m}(\tau)$ converges in $L^{1}\left(\boldsymbol{R}^{N}\right)$ to $u(\tau)$ as $m \rightarrow \infty$ uniformly for bounded $\tau$, we obtain $\nabla \beta(u) \in$ $L^{2}\left(s, t ; L^{2}\left(\boldsymbol{R}^{N}\right)^{N}\right)$. Thus $u$ is a weak solution of the problem (M).
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