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0. Introduction and summary. It is very difficult to obtain exact distri-
butions of most of the test statistics used in the multivariate analysis.
Therefore, some statisticians have hitherto obtained asymptotic expansion of
test criteria instead of the exact distributions. This paper is divided into
five parts and deals with the problem of asymptotic expansions of test criteria
on variances and covariances in normal populations. In Part I we compare a
modified likelihood ratio test (Bartlett [βj) with the asymptotically UMP
invariant test (Lehmann [13]) for testing homogeneity of variances of k
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normal populations under the local alternativs. Comparison of the two tests
is done by first expanding asymptotically the test statistics under the assu-
mption of local alternatives approaching the null hypothesis. Such an asym-
ptotic expansion in other problem was first used by Sugiura [24]. In our
previous paper [27], the two tests were compared under fixed alternative.
Part II deals with the asymptotic expansions of sphericity test criterion by
using the result of Part I under local alternatives and with numerical power.
Part III is concerned with multivariate Bartlett's test, the limiting distribu-
tion of which under fixed alternative was shown to be normal by Sugiura
[23]. We shall give the asymptotic expansion in Part III. Part IV is to give
the asymptotic expansions of some test criteria for testing the equality of
two covariance matrices. Some desirable properties of the above tests were
discussed by Anderson and Das Gupta [2] and Giri [6]. Part V treats a
modified likelihood ratio test for eigenvalues and eigenvectors of covariance
matrix. The unbiasedness and the asymptotic expansion of the test criterion
will be given.

PART I. BARTLETT'S TEST AND LEHMANN'S TEST

1. Preliminaries. Let Xn,Xi2, , XiNt be a random sample from a normal
distribution with mean μ{ and variance G*(ί = l,2, - ,k). For testing the
hypothesis H: G\ = =G\ against all alternatives K: G^^GJ for some ί and
j (^y) with unspecified μ^ the L test criterion due to Lehmann [13] is given
by

(1.1) L = ̂ -Σka = ιn

where Sj = Σai1(XJa-Xj)2 with %j = N]LΣ$ίiXja and nj=Nj-l with n =
Σιi=Lna' The M test criterion due to Bartlett [3], without correction factor,
is given by

(1.2) M = nlog(Σka = iS«/n)-Σk« = inalog(Sa/na)

with the same notation as above. The L (or M) test rejects the hypothesis
H, when the observed value of L(or M) is larger than a preassigned constant.

In our previous paper [27], the L test and the M test were compared
from the following points: (1) Unbiasedness (2) Limiting distribution under
local alternatives (3) Asymptotic expansion under fixed alternative. The M
test has also been investigated by many authors. (Mahalanobis [14],tNayer
[18], Bishop and Nair [4], Nair [17], Hartley [10], Thompson and Merrington
[28], Box [5], Pearson [19], Harsaae [9], etc.) However as far as the author
is aware, Sugiura and Nagao [27] are the first ones to consider the L test.
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We could not compute the power by using (3) of our previous paper [27]
when the alternative hypothesis is near to the null hypothesis. We shall
give the asymptotic expansions of the L test and M test under specical sequ-
ences of alternatives converging to the null hypothesis with the rate of n~8,
where n means the total degrees of freedom. As we have already seen in
our previous paper [27], the limiting distributions of the L (or M) are (a) no-
rmal for 0<δ<^ (b) non-central x2 for δ = -- (c) x2 for S>-^-.

Δ Δ Δ

2. Asymptotic expansions of Lehmann's test under local alternatives.

2. a. Asymptotic distribution for S = -j-. Without loss of generality,

we may assume β\ = l under the alternative hypotheses. First we shall con-
1_

sider the sequence of alternatives Ka : βl = 1 + n 4 θa (a = l, 2, . , k). By the

fact that the statistic Ta = [_(Sa/(7%) — ncίJ/yj2na has asmptotically the stan-
dard normal distribution as na tends to infinity, the statistic L is expressed
in terms of Tu Γ2, •••, Tk as

βa ( σ α —

which was used in getting the asymptotic expansion of the L under the fixed
alternative by Sugiura and Nagao [27], where σa = \ogΰ2

a and σ = Σ&= 1pα

•logσl with fixed pa = na/n. Under Ka, we can rewrite the expression of L in
(2.a.l) as

(2.a.2) L = -J- 2 Σka=ιPa(θa-θ)2--™-4 Σ^Pa(θa

where, putting θβ=Σika=ιPaθa with 9i = B,

(2.a.3)
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4 ^a=1™

From the expression of (2.a.2), we can see that the statistic n~~^L! converges

in law to the normal distribution with mean zero and variance
1

τ\ = 2Σka=ιPa(θa-β)\ where L'=L- \ 2 Σka=ιPa(θa-θY + ~n ^Σ*=iP«
Li Li

(βa — 0){θ2

a —θ2), which was shown in our previous paper [27].
Now we shall derive, more precisely, the distribution of the L test. The

_ 1

characteristic function of n 4 ΊJ/τL(τL>§) is expressed as

1 1

[^LitCL rkJ KJ L\") \

By using the formulae (3.a.6) given in Section 3.a, we obtain each term of

(2.a.4). Letting aa = \j2pa(θa — ̂ it/rz, in ίo(Γ), we have

(2.a.5) ^Ce^'oCΓ)/^ = e~

Noting Σα=iVfαaα = 0, we can write each expectation in (2.a.4) as

(2.a.6)

(2.a.7) £[7 2(Γ) e i« ( τ ) ' ^ = β"ΐ{- |-Σέ-W2p««?S-8 3 )a a - Σ

and

(2.a.8) EU\{T)ehI^τ^J = e~T [ {Σfc* ! } 2 - ΣftΣft
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~o~Lja = lVa\ua~

i^2pa(θl-θ2)aa + k2 -1+

1_

Thus the characteristic function of n 4 V/τL can be expanded asymptotica-

lly as follows:

(2.a.9)

it k

where the coefficients g α are given by (2.a.lO).

-h?
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(2.a.lO) g3=

Inverting this characteristic function, we have the following theorem.

L

THEOREM 2.a. Under the sequence of alternatives Ka: (ϊ% = l + n 4 θa(ct =
1 1

n 2 _ n 4

1, 2, ••-, A), ίΛe distribution of the statistic L' ~L— ~^Σί=iPa(θ(X— θ) + -g-

•Σα=iPα(<9« — θ){θl — β2) is expanded asymptotically as follows:

Σ k

where r2

L^=2Σka=ιPa{0a — θ)2, θβ = Σka=\Paθa with Θ1 = θ and Φu\x) means the
j-th derivative of the standard normal distribution function Φ(x).
The coefficients ga are given by (2.a.lO).

2.b. Asymptotic distribution for d = ~^' T h e statistic L can be rewrit-

ten as follows:
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By expressing the L with Ta (α = l, 2, ••-, k) as in Section 2.a5 we gave the
1_

limiting distribution under the sequence Kb : σ% = l + n 2 θa (a = 1, 2, • , k)

in our previous paper [27]. However we can not obtain the asymptotic ex-

pansion of the L by the same method.

Instead, we consider the distribution of yΛ = j/?-^-logSα/rcα:5 which is gi-

ven by (2.b.2).

(2.b.2) cΛ βσ«Λ«exp[^«. ya

where cn= (n/2y^in~1]\r\ ~ \\ . Then we can express the characteristic

function of L as

(2.b.3)

,pYJ
•exp

1_

Under the sequence i^6 : σ2

a = l + n 2 #Λ(<^ = 13 2, ..., A;), the second enpone-

ntial part in the above integrand is expanded asymptotically for large n as

follows:
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Therefore we have

(2.b.5) CL(t)--

where the functions h{y) and Z2(j) are given below.

(2.b.6) lι(y)=^Σί=iOay*-^Σi^p;θlya

(2.b.7) /2(j) ^ ί

After some calculation, the exponential part of the integrand in (2.b.5) can

be written as follows :

(2.b.8)

where Σ = (βaβ) w i t h σaβ = (δaβ-2it\lpapβ)(l-2ity\ TJ = (TJU • ••, ?*)' w i t h

L —2it)~ 1 and y = ( j i , ••-, yu)'- The symbol δaβ denotes

Kronecker delta. Hence (2.b.5) is expressed as CL(i) = CLl(i) CL2(i), where

CLX(P) and CL2(t) are given as follows:

(2.b.9)

(2.b.lO)
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where E denotes the expectation with respect to the A -variate normal distrib-

ution with mean vector η and covariance matrix Σ. So we shall first calcula-

te the first factor (2.b.9). The symmetric matrix Σ has a simple characteri-

stic root equal to 1 and (A -l)-ple root equal to (l-2it)~1. Applying Stirling's

formula logΓ(x) = \og\l~2πΓ-f (x — -^-jlogx — ̂  + -τo— + O(x~2) to the coefficient
\ Li / \X

c,,a in (2.b.9), we get

where δi = ~

In order to calculate the second factor CLz(t), the moments with respect to

ya are needed.

(2.b.l2) y γ

Putting aaβ = (daβ-^~ί^3),baβ = <JPapβ, ca = ^a(θa

we can express σaβ and ηa as σα^ = αα / 9(l — 2\ty1 + baβ and τ/a = ca(l — 2it)"x

-f da- Thus we obtain the following table by substituting the above σaβ and

rja into each termin (2.b.l2), which is essential in order to simplify (2.b.lO).
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Table 1 (continued)
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β = Σί=ι(θ*-S)β- Then by using Table 1 and Σ«=W,o^cα = O, we ob-
tain the following formulae, which are also applied to the M test in the latter
section.

(2.b.l3)

(2.b.l4)

(2.b.l5)

(2.b.l6)

(2.b.l7)

(2.b.l8)

(2.b.l9)

it)~1 + ~
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(2.b.20)

(2.b.21)

(2.b.22)

- 3

~θi

(2.b.23) E{Σka=iyl/^aΣ
h^ι4paθlya)=
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v2 [ -£ + -§-(* +1) θ2 + S(k -1)

(2.b.24)

where the coefficients ma are given as follows:

(2.b.25)

(2.b.26)
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where-the coefficients pa are given as follows:

(2.b.27)

Thus, by the above formulae, second factor CLl(t) is given by

(2.b.28) C l2(ί) = l + ^ "

where the coefficients g2a (a—0, 1, 2, , 6) are given by

1 , 1 . 1 2 1 2

+ < - v 8 - - i - v 2

1 3 / 7 ff 1 \ 5 1
+ ^ V 3 +-24-V2- - g - d J + l

7

2 V 2 ~ 8 ζ l - 36

3 ff 3 l 1 2 1 1
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3 / 1 Ά fl3 Q

Multiplying the two factors (2.b.ll), (2.b.28) together and arranging the ter-

ms according to the power of (1 — 2it)~1, we can get the asymptotic formula

for the characteristic function of L under Kb as

(2.b.30)

where

7 / 1 1 , < 9 3 ^ 5 \ [ 3 θ
4

(2.b.31)

A α , 2 J^r2 A r i i J_ JL A

4 ^ + ^ | 4 ζ i 4 2̂ 4 - 2

 + 3 + 12

3 /5 3 3 5



Asymptotic Expansions of Some Test Criteria for Homogeneity of Variances 169

/ 3 / v3 , 5 _ 3 . 1 _ \ u θ2 , 3

3»
—τ-β

Inverting this characteristic function, we conclude the following
theorem:

ι_
THEOREM 2.b. Under the sequence of alternatives Kh\ a2

a = l + n 2 θa

(a = l, 2, ..-, A), £λe asymptotic expansion of the L test given by (1.1) ccm be

expressed as

(2.b.32)

ΐ) <χ)\

where the symbol x}(δ2

L) means the non-central %2 variate with f=k — l degrees

of freedom and noncentrality parameter d2

L = —£-v2- The coefficients h2a(ct = 0

1,2, .-.,6) aregivenby (2.b.31) with vβ = Σka=ι9a {θa-θ)β,ζβ^Σa^ι{θa-θy

2.c. Asymptotic distribution for 5 = 1. We shall give the asymptotic

expansion of the statistic L by the same method as in 2.b. under Kc: σ | = l

+ n~1θa (a = l, 2, ..-, k). The characteristic function of L is given by (2.b.3).

Under Kc, the expansion of the exponential part corresponding to (2.b.4) is

given by
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y 12 a pa 2 a j

which yields the characteristic function under Kc: σ | = 1 + n"1θa

(1,2, ...,A):

{ £ Γ 7 l Ί ) * 1 Γ - * / 1

ΠcB(TάMβexp -o~2" K27r)"2~|2fΓ2"jξ: 1 + ̂  T ^ j *
α = l α L ^tfαjj L \V 2

where Σ = (σaβ) with ^^^^(ia;^ — 2itVpαp/3)(l — 2it)~1 and ̂  denotes the expec-

tation with respect to the A -variate normal distribution with mean zeroand

covariance matrix Σ. Here we have the same covariance matrix as under

Kb but different mean vector.

Now applying Stirling's formula to the first factor of CL(t),

we get

(2.C.3)

Since all product moments of odd degree from normal population with mean

zero vanish, we can see that the terms of order n~112 and n~^12 of the expect-

ation part in (2.C.2) are zero. So putting τyα = O and σaβ = (daβ — 2itVpαp/?) (1

— 2it)~1 in (2.b.l2), we can easily get the following formulae with the same

notations as in Section 2.b.

(2.C.4)
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— 2it)-2 + 18(/t —1)(1 — 2it)"1 +15.

Thus the expectation part in (2.C.2) is given by

(2.C.5) 1 + τr^—^j-(3A2 + 6/fc —4 —5p)(l-2it)-3 + \(k2 + 2k-2- p-2ζ1)(l

Multiplying (2.C.3) to (2.C.5), we obtain the asymptotic formula for the char-

acteristic function (2.C.2) under Kc as follows:

(2.C.6)

Inverting this characteristic function, we conclude the following theorem:

THEOREM 2.C. Under the sequence of alternatives Kc: ff^ — l + n~1θa

(a — I, 2, •••, k), the distribution of the L test can be expanded asymptotically

with fixed βa = na/n(a = l, 2, •••, k) as

(2.C.7)

2p-3p2)P(x}<x)} +O(n~2),

where f=k-l and V2 = Σa=ιPa(θa-θ)2, ζι = Σί=i(θa-θ) with θ =
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3. Asymptotic expansions of Bartlett's test under local alternatives.

3.a. Asymptotic distribution for £ = 1/4. Using the correction

factor c — l — (Σiί^ιΠa1 — n~1)/S(k — l), we can rewrite (1.2) as

where ma = cna, πι = Σka=ιma. As in the Ztest, we may assume σf = 1 under the

alternative hypotheses. Consider the sequence of alternatives Ka: <r! = 1
1_

+ θam
 4 (α = l, 2, ..., k). By the well-known result that Ua = [_(Sa/σl) — ma~]

/^2ma has asymptotically the standard normal distribution as τna tends to

infinity, the statistic cM is expressed in terms of E/i, U2, , Uk as

(3.a.2) cM=mQogσ-σ) +m^Σl

which was given in deriving the asymptotic expansion of the cM under the

fixed alternative in our previous paper [27], where <ϊ = Σa=iPa<ϊa,

Now we can give the expression of cM in (3.a.2) under Ka: σ% =

a(a = l, 2, -.., k) as

(3.a.3)

where the coefficients qo(U), qι(U) and q2{U) are given by

(3.a.4)
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L i_ f

From the expression of (3.a.3), we can easily see that m 4 M' = m 4 <cM
_1 1

~ΊΊ=Γ (̂ 2 — S2) + ̂ - (θ3 — θ3) \converges in law to the normal distribution with

mean zero and variance r2

M = 2Yλ

k

a=1Qa{θa — θ)2, which was shown in Sugiura

and Nagao[27]. Further we shall give the asymptotic expansion of the M

test. The characteristic function of m 4 M/τM is given by

(3.a.5)

We state the following formulae which were used to obtain the asymptotic

expansion of the M test under the fixed alternative in Sugiura and Nagao

[27].

(3.a.6)

where J = —^~(n — m). The above formulae corresponding to Ta are obtained
Li

by putting J = 0? which were used in Section 2.a. Setting ba =
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'(θa — S)it/τM in qo(U), we easily have

(3.a.7)

(3.a.8)

(3.a.9)

(3.a.lO)

2 ) ,

'{Σί=ι^a(θa-β)ba}
2-

+o(m ή .

Thus the characteristic function of m *"M'/rM can be expanded asymptoti-

cally as

(3.a.ll) CM (ί) = e~^[l + mΓ*\[k t2

M

m
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where

(3.a.l2) +-γ

Inverting this characteristic function, we have the following theorem:

THEOREM 3.a. Under the sequence of alternatives Ka: (J2

a =

_i_ _χ

(α = l, 2, .-., k), the distribution of the statistic M/^=cM——^(θ2— θ2) + /7V-

'(Θ3 — S3) is expanded asymptotically for large m = cn with c = l — ( Σ L i

(3.a.l3) P(m""

where vlί = 2Σίa=ιPa(θa — θ)2 and the coefficients ga are given by (3.a.l2).

3.b. Asymptotic distribution for d = -Q-. In Sugiura and Nagao [27], we

obtained the limiting distribution of the statistic M by the method in 3.a, by

which, however, we could not obtain the asymptotic expansion of M by the

same method.

So we put Ya = JJ7hί(\ogSa/ma — \ogσ2a) (a = l, 2, ..., k), which has asy-

mptotically normal distribution with mean zero and variance 1.

Then we can express (3.a.l) in terms of the statistics Ya (α = l,2,...,&) under

Kb: σ2a = l + m 2 Oa(a = l, 2, •••, k) a s f o l l o w s :
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(3.b.l) cM = qo(Y) +m~*qι(Y)+Op(m-1),

where

(3.b.2) qi(Y) =Σί=

Pa

Thus we can give the characteristic function of cM as (3.b.3).

(3.b.3)

In order to calculate (3.b.3), we require the distribution of

_ / m^\ogSa/ma, which is given by

(3.b.4) c'm (T«*--2if«exp JJ^za + Δa

where cf

ma = ( ψ) * ̂ " ' ^^{r^+z/. ] } " 1 and Δa =\(na-ma). We shall

note that the distributions (2.b.2) and (3.b.4) are the same when Ja = 0.

Thus we can rewrite qo(Y) and qi(Y) in terms of za (α = l, 2, ..., k) under

Kb. Then we have

(3.b.5) q'o (Z) = Σ "a^zl - (Σ *«-l Jβ-Za)2 + ̂  {

-Σ%=Λ~β~z«Σk«=ιP«θ2

a} +0(m- 1) J

(3.b.6) gi(*) = V T Σ & ( ^
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{Σ W } +O(T?1 2

Hence the expected value E[}t9o(Y)Ί is given by

(3.b.7) Ete'^J = \Ac'ma σάm -2Jj Jexp [itΣ i^z% - it(Σ

_
i

2

z \dz dzk.a \dzι
J

1_

Under Kb: G% = l + m 2 Θa(a = l, 2, ..., k\ the second exponential part in the

above integrand is expanded asymptotically for large m as (3.b.8).

a Til a

 a **

-2Ί 1

Thus we can rewrite (3.b.7) as follows

(3.b.9) EteW'η

L / it it
771 2 ( JTΣ*=lVpαfl«^α-7^=

1
2 X"1 k a=Hpa
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where Δ = ~^-{n — m). Since the exponential part of the integrand in (3.b.9)

is the same as in the case of Z, we can express, with the same notations as

in Section 2.b.

(3.b.lO) ~

Hence we can put E[eitq'MΊ = Eι(t)E2(t\ where

(3.b.l2) E2(t) =
K \V ^ V Li

1
yk

The symbol j£ in (3.b.l2) denotes the expectation of (zu ..., ^̂ ) with respect to

the A -variate normal distribution with mean -η and covariance matrix Σ.

Since |2Ί 2 = (1 —2it) 2

 5 the first factor (3.b.ll) is calculated as follows:

L r 2it Ί ( ί-/ 1 1

(3.b.l3) (1 -2i t)" 2 exp[ ( 1 _ ^ t ) δM J |1 + m 2(^v, + θv2 + ~^θ2-Aθ

where ^ ^ ^ Σ ^ i P ^ α - ^ ) 2 , vjβ = Σi-1P«(β«-ί f/, f=k-l and βf=Σi= 1

pΛ<9Λ. The first term in (3.b.l3) shows that cM is asymptotically non-central

x2 with / degrees of freedom and the noncentrality parameter d2

M under Kb,
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which is well-known. By using (2.b.l3), (2.b.l5), (2.b.l8) and

(3.b.l4) E(Σi-ι<1p~a*«) = ^ ,

we can obtain the expectation in (3.b.l2) as follows.

(3.b.l5) l + 7 W " " |

( ^ ^ ) - 2 i t ) - 1 -

where ζ.β = Σa^(da-β)β. Thus, multiplying (3.b.l3) with (3.b.l5), we have

(3.b.l6) Eleh^γ^ = (l-2it)~^exp[ ( 1 *%t) δj, ][l + m~^| --y|<l -2it)~3

- 1

Also we have

(3.b.l7) E[_itqί(z)ekίlί^ = HE £q[(z)J + 0 (ί(z)ekίlί^ = H "*"

where the expectation in the left is under the distribution (3.b.4) and the ex-

pectation in the right is under the normal distribution with mean η and co-

variance Σ. Using Table 1, we can easily get the following formulae:

(3.b.l8)

(3.b.l9) ^ 2 ^

By using (2.b.l3), (2.b.l8) and the above formulae, we have

S_

(3.b.20) i ~
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<1

Hence the characteristic function of cM under the sequence of alternatives
L

Kb : σ | = l + ττι 2 θa (α = l, 2, ..., k) is given by

o it ΊΓ ί r 1

(3.b.21) CM(i) = (l-2it)~ ^ exp^^—g^-ί^ J[l + ττi~ 2 |-g-v3(l-2it)-

Inverting this characteristic function, we have the following theorem:
1_

THEOREM 3.b. Under the sequence of alternatives Kh\ βl — l + m 2 θa (a =

1, 2, . •, k\ the asymptotic expansion of the M test given by (3.a.l) can be expr-

essed as follows:

(3.b.22) P(cM<x) = P(x%δ%)<x) + m~^ί[-6

3-P(xj+,(δ2

M)<x)

where δlί = —/r-Σί=1pa(θa — θ)2 and c = l~(Σί=inct1 — n 1)/3(A; — 1), m = cn

and Vβ = Tx

ka=ιQa(Ocί — θ)β-

3. c. Asymptotic distribution for 5 = 1. In this section, we shall give the

asymptotic expansion of the M test under the sequence of alternatives Kc:

β2a — \-\-m~λda (α = l, 2, ..., k). By the method used in Section 3.a, we can not

get the asymptotic expansion though we can get the limiting distribution as

in Sugiura and Nagao [27].
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Since5α has σ|x^ ? the characteristic function of cM is given by

where Δa =~^(na — ma) and the coefficient K is given by

Since σl = l + m~1θa (α = l, 2, • ••, k\ we can put σ«2 = l — m~1Aa

(a = l, 2, ..-, A), where

(3.C.3) J ^

Thus we have

(3.C.4) CM(t)=K\(Σί=iSa)
mitΏ Sa~2- exp

Π Aί'

π ιa\

where the range of summation is Z« = 0,l, 2, ... (α = 1, 2,•••,&).

By the reproductive property of x2 distributions, we can rewrite the above

integral, obtaining

(3.c.5)

5
exp| — -s-

-Σk

a=1l ιa ( k Γ m

I TT Γ\ (1 — 2 i
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- + Σa. l '« + <<

where J=—n~(n — m). Putting

(3.C.6)

and

(3.C.7)

π

4
Π

1 1 TTlα α ,

we have CM(t) = Cι(t)C2(t). The first factor CΊ(ί) gives the characteristic fun-

ction of cM under the hypothesis, which can be expanded asymptotically with

fixed Qa = πιa/m (a = l,2, ..., k) (Anderson [1]) as

(3.C.8)

where f=k — 1.

Under i£ c: σi^

is given by

(3.C.9)

(a = l, 2, ..., jfc), the term Π

where Ŝ  = Σα:=iPα^α with 8i = θ. To calculate the summation terms in (3.c.

7), we shall use the following abbreviated notations.
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Σϊ-il«, ac2(l)=Σl-i(l«)2+ ΣUβ,
ct^β

(3.C.10)

+ 6

1
P a

1

Pa

{la

da.

Ύ

)2,

) 4 -

ajzl βly

+ Σ-
a^β ^

+

v
- L

1

Σ

Z«)2(

Pa

h)2

βhh,

1

_L 9 V r /

Pa Pa

where (Zα)/3 = Zα(Zo: —l) (Zα —/9 + 1). Thus the summation in (3.C.7) is expre-

ssed as follows:

Σ
h

Σ

where 50(0, qι(l) and g2(0 are given by

(3.C.12) qΰ (I) = —all)+-|~α3(0 + 2J(a3(l) + az(l)) + 2 J2α;2(Z),

(3.C.13) qi(l)=/?4(/) - «ί(0+4C&CJ) - «s(0) + 2(^2(0 -
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(3.C.14)

First we let

(3.C.15)

where ^(/(O) = Σ/r"Σ»/Π u Y 1 U(ρaAa/2)'«f(.l)

and

(3.C.16) 5 = - ^ - ^ τ w - 1 0 2 + -^Γm-2(93 + O(ϊ7i-3).

To calculate (3.C.11), the following formulae are used, which can be proved

easily.

(3.C.17)

^ (/9s(0) = -g" {^2+OCm"1
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By using the above formulae, we can easily calculate (3.C.11). Hence, multi-

plying three factors (3.c.8), (3.C.9), (3.C.11) together and arranging the terms

according to the power of (1 — 2it)~1, we obtain the asymptotic formula for

the characteristic function of cM under Kc as follows:

(3.C.18) Cj/(ί) = (l-2it) 2

where the coefficients h0, h2, h4 are given by

(3.C.19) h2 = -^(θ2-θ2)2 + dθ2-~

7 JL ^ ^ ~ o N o JL ,̂ X ^ ^ , J L ^ , o X ^ , o _L ,̂ JLI , ^ o ~ \

€>ΔJ \J ΔJ O £ι £* £*

Inverting this characteristic function, we have the following theorem:

THEOREM 3.C. Under the sequence of alternatives Kc\ σ2

x = lJrm'1θa (a =

1, 2, •, k) the distribution of the Mtest given by (3.a.l) can be expanded asymp-

totically for large m = cn with fixed pa = na/n (α = l, 2, ••-, k) as

(3.C.20) P m

+ -^Σ2« = θh2*P {%Ua<x) + Λ d - k) J2

Hi Hi

-P(x}<x)}+O(m~3\

where f=k — l and the correction factor c = l — (Σί=:1naι — n~1

The coefficients h2Jia = Qi 1, 2) are given by (3.C.19) with Δ=—^{n — m)^ θβ =

Σl=ι9a0βa and Θ1 = θ.

The result corresponding to this theorem in a multivariate two-sample

case is proved by Sugiura [24Γ\.
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4. Numerical examples. We shall give some numerical values of the asy-

mptotic power of Lehmann's test ( = i ) and Bartlett's test ( = cM) when alt

ernatives are near to the null hypothesis in the following special cases.

EXAMPLE 4.1. When k = 2 and m = n2, the L test is shown to be equivar-

ent to the M test by our previous paper [27]. Hence the two powers should

be equal within the accuracy of the percentage points. The 5% points of L

and cM in case n1 = n2 = 50 are given as 3.929 and 3.841, respectively, by our

previous paper [27]. Also it was remarked by Sugiura [24] that the asymp-

totic powers should be computed by the different formulae according to the

departure of the alternative hypothesis K from the null hypothesis and that

the non-centrality parameters δ2

L and d2

M may be used as a measure of the

distance of K from the hypothesis. For the alternatives K: β\ = Δΰ\, case 1(J

= 1.05) is computed by the formulae (2.C.7) and (3.C.20), as well as case 2(Δ

= 1.2) and 3(J = 1.4) by the formulae (2.b.32), (3.b.22) and (2.a.ll), (3.a.l3) re-

spectively.

Δ

non-centrality

first term

second term

third term

approx. power

P (L>3. 929)

1.05

0.0156

0. 0474

0. 0060

0.053

1.2

0.2500

0.1047

-0.0118

0.0044

0.097

1.4

1.0000

0.1673

0.0601

-0.0247

0.203

P(cM>3.841)

1.05

0.0155

0.0500

0.0035

0.0003

0.053

1.2

0.2475

0.1084

-0.0119

0.096

1.4

0. 9900

0. 1729

0. 0578

0. 0200

0.211

EXAMPLE 4.2. When k = 2 and 7&i = 4, n2 = 20 the exact values of the

power of the M test for some alternatives have been given by Ramachandran

[21] in his Table 744a. Using the h% point of cM 3.801 in our previous

paper [27], and specifying the alternatives K: ΰ\ — Δύ\, we have the following

approximate powers of the cM test:
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Pκ(cM>3.80\)
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formula

Δ

first term

second term

third term

approx. power

exact power

(3. c. 20)

10/9

0.0512

0.0022

0. 0018

0.052

0.052

(3. b. 22)

10/7

0. 0843

-0.0188

0.066

0.068

(3.α. 13)

5/2

0.0361

0. 0997

0. 0237

0.160

0. 158

Thus our formulae give a reasonable approximation in this case.

EXAMPLE 4.3. When k = 3 and ^i = 50, ^ 2 = 100? π,3 = 150, the approximate

596 points of L and cM are 6.109 and 5.991 respectively, which were given

by our previous paper H27], For the alternatives K: ΰ\ — ΰ\ — Δβ\^ we have

the following powers.

formula

Δ

first term

second term

third term

approx. power

P(L>6. 109)

(2. c. 7)

0.995

0.04715

0. 00249

0. 0496

(2. b. 30)

1.3

0.2063

-0.0402

0.0035

0.170

P ( c M > 5 . 991)

(3. c. 20)

0.995

0.05001

0.00016

-0.00001

0. 0502

(3. b. 22)

1.3

0.2127

-0.0668

0.146
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PART II. SPHERICITY TEST

5. Asymptotic expansions under local alternatives. As in Sugiura and

Nagao C26], the modified LR criterion for testing the sphericity hypothesis,

based on a random sample of size N= n + 1 from a p-variate normal popula-

tion, is given by

(5.1) λ*= I S I Λ / 2(—trs)-"*' 2,

where S has a Wishart distribution WP(Σ, n). By the transformation S->

cHSHίoi some orthogonal pXp matrix iJand scalar c, we may assume 2 =

A = dmg (1, λ2, ••-, λp) without loss of generality. In this part we shall con-

sider the sequence of alternatives K8: λa = lJrθam~8 for £ = 1/2 and ί = l,

where m = pn with

(5.2)

and derive the asymptotic expansions of — 2plogΛ* directly from those of

cM given in Section 3. The relationship between Bartlett's test and the

sphericity test λ* was used by Gleser [7] to prove the unbiasedness of

the latter.

5.1. Asymptotic distribution for 5 = 1/2. The characteristic function of

— 2plogΛ* is given by

(5.1.1) C ^ C O ^ . ^ / Γ ^ M S I ^

•etrf

where the coefficient cp>n is given by

nP 1 p(p-l) P

i2 * Π(5.1.2)

1 1

Transform the variable 5 to D and R by S=D 2 RD 2 such that the matrix

D is diagonal and composed of the diagonal elements of 5. Then
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\dS/d(D,R)\ = \D\ 2-{p Ώ and tΐΛ^S^trΛ^D, so we have

(5.1.3) " 1+2J) dR\p-pm'n\D\~"ύt(trD)mpit

P

Π
- 2it) + -g-(l - a) + Δ

where J = - o - ( » —zre) and CM(i) is given by

(5.1.4) CM(t) =

ΓP Ψr
which may be seen as the characteristic function of Bartlett's test of p

ple case with equal sample sizes N. Thus, by Stirling's formula the first

factor of (5.1.3) is expanded as

(5.1.5)

On the other hand, replacing k, pay ma, m and θa with p, p~ι, m, pm and \!pQa

in (3.b.21), respectively, the characteristic function (5.1.3) is given by

(5.1.6)

2 „

where <?2 = (^ 2-—ίfj/4, @ = diag(0, θ2, ...,θp\ tj = W a n d / = ^ + l ) / 2 - l .

Inverting this characteristic function, we have the following theorem:
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THEOREM 5.1. Under the sequence of alternatives Kx : Λ = I+m 2 Θ, the

distribution of the modified LR criterion given by (5.1) can be expanded

asymptotically for large m = pn as follows:

(5.1.7)

where the correction factor p is given by (5.2) and tj = trΘJ. The symbol %}(d2)

denotes the noncentral x2 variate with f—p(p + l)/2 — 1 degrees of freedom and

non-centrality parameter δ2 = (t2 — t\ j/4.

5.2. Asymptotic distribution for ί = l . In this section we give the asy-

mptotic expansion of — 2plog/l* under K2: Λ = I-\-m~1®.

By (5.1.3) and (3.C.5), the characteristic function of — 2plogΛ* is given by

(5.2.1)
P

-pm\tτr

Γ

P

π
- 2it) + ~(1 - a) +

\A\
In

where Aa = θa-m-1βl + m-2θl+O{m^). The first factor of Cλ.(ί) in (5.2.1) is

the characteristic function of — 2plogΛ* under the hypothesis, which is exp-

anded as follows (see Anderson \_l~J):



Asymptotic Expansions of Some Test Criteria for Homogeneity of Variances 191

(5.2.2) (l

where f=p(p +1/2 — 1 and the coefficient ω2 is given by

(5.2.3) ω2 ^

Using the following table, which shows the relationship between Bartlett's

test and the sphericity test,

Bartlett

ma

m

θa

Δa

Δ

Pa

Sphericity

771

pm

pθa

Δ

pΔ

P'1

the second factor in (5.2.1) is expanded asymptotically as

(5.2.4)

where the coefficients h'o, h'2, h^ are given by

1/ 1 ( 1 ,V , 1ho --32{t2-—n) +-3
1 ,

1 _ , 1 / 1 1

(5.2.5) + J ( t 2 - — i f ) ,

Δ ( 1
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with tj = trΘj. Hence, multiplying (5.2.2) and (5.2.4), we have the following

theorem:

THEOREM 5.2. Under the sequence of alternatives K2\ Λ = I+m~1Θ, the di-

stribution of the modified LR criterion given by (5.1) can be expanded asymp-

totically for large m — pn as

(5.2.6)

- P(x}<χ)} + ω2 {P(x}+A<x) - P(x}<χ)}

where f=~2-p(p + l) — 1 and the correction factor p is given by (5.2).

The coefficients h^ h2, h;

A and ω2 are given by (5.2.5) and (5.2.3), respectively,

with J = —2~(n — m).

6. Numerical examples. Evaluating the asymptotic formula (5.2.2) for the

characteristic function under the hypothesis more precisely, we obtain

(6.1) P( -2plogλ*<*)=P(x}<χ) + ̂ 2 {P(xj+,<χ)-P(x}<χ)}

+ ^{P(x}+6 <x)-P(x}<χ)} + ~^ίω4{P(x}+8<χ)

where ω2 is defined by (5.2.3) and

(6.2)
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Applying the inverse expansion formula due to Hill and Davis [11] to the

above expression, we obtain the following asymptotic formula for the 100a %

point of — 2plog/ί*:

(6.3) + VvfίjA 2)ζ?S)(7T6) {"' + </+«)"' + (/+ 6X/+ 4).

j f 2)2

where & is defined such that P(xj'>u) = a and/=/?(/? +l)/2—l.

EXAMPLE 6.1. When zi = 50 andp=25 the asymptotic formula (6.3) gives

the following approximate 596 point.

first 1

term

term

term

term

of

of

of

approx.

order

order

order

value

in'2

m-3

5.99147

0.00000

0.00000

0.00000

5.9915

When p=2, making use of the exact distribution under the hypothesis, as

seen in Anderson pLJ, we can get the exact h% point as 5.9915. Our asy-

mptotic formula (6.3) gives good approximation for the percentage point.

Sugiura H23J gave the asymptotic expansion under the alternative K as

(6.4) P(L-2plogΛ*-77zlog{(tr2y^
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where tj —pJ~\tτΣj)/ (tvΣ)\r2 = 2p(t2 — l) and the coefficients g2a are given by

(6.5)

EXAMPLE 6.2. When ^ = 2 and ^ = 50, the approximate h% point of —2

•plog/l* is given by Example 6.1 as 5.9915. The asymptotic powers should be

computed by the different formulae according to the departure of the altern-

ative hypothesis K from the hypothesis. Let us specify the alternatives K

as Λi = l ; λ2 = l + Λ. The following case 1(4 = 1) is computed by formula (6.4)

due to Sugiura [23] and the case 2 (4 = 0.4) and 3 (4 = 0.05) by the formulae

(5.1.7) and (5.2.6) respectively.

approximate powers, when p — 2 and 7i = 50

4 1 0.4 0.05

first term 0.4812 0.2217 0.0500

second term 0.0856 -0.0758 0.0023

third term -0.0003 -0.0002

approx. power 0.567 0.146 0.052
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PART III. MULTIVARIATE BARTLETT'S TEST

7. Preliminaries. In this section, we shall give fundamental formulae used

in part III, IV.

THEOREM 7.1. Let S(pXp) be distributed according to the Wishart distr-

ibution W(Σ, n). Then for any pXp matrix Z?, we have

(7.1)

(7.2) E[tΐ B S2B/J = ntrBΣ2B/ + ntτΣtτBΣB' + n2trBΣ2B/.

PROOF. Since S is distributed as XX' where the columns of X {p x n)

are independent, each with normal distribution JV(O, Σ), we have

(7.3) E [t

Let Γbe an orthogonal matrix such that TΣT=Λ = diag(λu λ2, • •-, λp).

Put TX— Y=(γia\ so the Jacobian is 1. Thus (7.3) is rewritten as

(7.4) (2ττ)" |Λ | ~~Ύ~\tγC(YY/)etr(-~γΛ-1YY/)dY,

where TB T= C=(ci3). The term trC( YYr) in the integral (7.4) is rewritten as

(7.5) tτC(YY')= Σ Σ ciiy
2

ia+ Σ Σ^ijyiayj^

Since the variables yia(ί = l, 2, - ,p, a=l, 2, ••, ̂ ) are mutually independent

and yia is a normal distribution with mean zero and variance Λ, (Λ = 1, 2, • ,

ra), by taking the expectation of (7.5), we have

P n P
/π β\ ZΓT f τ» D C Ί V1 V 1 ^ 2 T Ί V ^ J -^

(i.b; JLltYnoJ— 2_J ZJ c ί M ι — n 2-i Ciiλi — n
i=l a=ι i=l

By the same argument, we have
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(7.7) [ t γ S ^ ( ) \ \ [
J

where T/B'BT=C=(cij). Since the term t r C ( r r ) 2 in the integrand (7.7) is

rewritten as

(7.8) IYC(YY/)2= Σ ΣcuyU + Σ Σ ciσiay*ja + Σ ΣcayUy)*

n n

+ Σ Σ Cijy3

iayJa+ Σ Σ Cijyiaylayjcc

Σ

Σ Σ Cίίjfαjί^yyα^+Σ Σ Cyy2

iaγi

Σ ΣΣ

taking the expectation, we have

(7-9) %Σ β Σ Cid2i + Σ α Σ cuλtλj+Σ Σβcnλ2i

P P P P

ί = i ' ί = i " l ί = i " ^ ί = i

= ntγAtγΛC+ n2tγΛ2C+ ntγΛ2C.

Hence we have the desired conclusion.

From the formula (7.1) in Theorem 7.1, the following corollary is obta-

ined immediately.

COROLLARY 7.2. For any pXp matrix B, if Sa and Sβ are independently

distributed according to the Wishart distributions W(Σa, na) and W(Σβ, nβ)

respectively', we have

(7.10)

Now we define the statistic Y as follows.



Asymptotic Expansions of Some Test Criteria for Homogeneity of Variances 197

(7.11) γ=Σ-±SΣ-±-mIt

V 2m

where S has the Wishart distribution W(Σ, n) and m = pn with arbitrary

number p = l + o(l). The above statistic Y is a generalization of the statistic

i%\— n)/\l 2 n. We shall now give some asymptotic formulae with respect to Y.

THEOREM 7.3. Suppose Sa and S$ are independently distributed according

to the Wishart'distributions W(Σa,na)and W(Σβ, nβ) respectively. Let Ya

and Yβ be matrices defined by (7.11). Then the following asymptotic form-

ulae hold for the symmetric matrices Ωa, Ωβ and non-singular matrices By Φa

and Φβ.

(7.12) E[etτΩa Ya~} = e t r ^ - ^ ^ 1 + — L ^ t r ^ l + Δa

τn

(7.13) E[trB(Φ'aYaΦa)
2B'etτ(ΩaYa)l =

~rtrB(Φ'aΦaf B'

trB(Φ'aΩaΦaχΦ'aΩ
2

aΦa)B'

JatrΩatrB(Φ'aΩaΦa)
2B

2B'
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+ ΔatΐB{Φ'aΩaΦa){Φ'aΦa)B'+-f

+ 4y-tΐΩatΐB(Φ'aΦafB'\ Ί + 0(m-a

ι\

(7.14) E[tΐB(Φ'a YaΦaXΦ'β YβΦβ)B'βtΐ(Ωa Y

m

+ tΐB{ΦLΩlΦa)(Φ'βΩ βΦβ)B' + AatΐΩatvB(ΦLΩaΦa)ψ'βΩ βΦβ)B'

+ AatΐB(Φ'aΦa)(Φ'βΩ βΦ β)

where Aa = ~n~ (nε — mε), mε = pnε is—a, β) with p = l + o(l), and ma, mβ are

assumed to be the same order for large nε.

PROOF. Since Sa is distributed according to the Wishart distribution

a, na),

Π 1<V) FVcirQ 7 1 - r \cfrΩ v '* Jg^« —'"a*-) ic
V 2ma

Put JΓ= î Λ 2 Sa Σa

 2, so the Jacobian is equal to 195^/9 ΪΓ | = | Σa \

Thus the expectation (7.15) is given by

(7.16) cp,netτ\ - ^ Ω a \\\ ψ\ * — etr| -^i-^=Ωa )W\dW
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where Aa = -^{na — ma). Since the following asymptotic formula

(7.17)

holds for any symmetric matrix Z, (7.12) follows from (7.16).

Next we shall prove (7.13). By the same argument as above, we may

assume Σa = /. Therefore we have

(7.18)

^ Ωa Λ\ψa\ 2 E[tγB(Φ/

aSaΦa)
2B/-2matrB(Φ/

aSaΦa)
V 2 J

where ¥a = (I— s]2Ωa/^~jn^)~1 and the expectation is taken with respect to the

Wishart distribution W(Ψa, na). Therefore, by (7.1), (7.2) in Theorem 7.1,

we have

(7.19) E[tτB(Φ'a YaΦa)
2B'etr {Ωa Ya)J = 2r^etτ[ ^jψΩa\ ! ψ « ] 2

For any symmetric matrix Z, the following formula holds:

(7.20)

Applying the formula (7.20) to the bracket in (7.19), we have
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(7.21) ~

4^=
V ma

+ JatτB(Φ'aΦaXΦ'aΩaΦa)Bf + Jat

Thus, multiplying (7.12), the formula (7.13) is shown. Finally we get

(722) E[tΐB(Φ'a YaΦa)(β'β YβΦβ)B'etr(Ωa Ya + ΩβYβ)3 = e t r [ - ^=--^«]

l ^ l ^ o , -1 E[tτB{Φ'aSaΦa)ψ'βSβΦβ)B'
^V τnaπiβ

where Ψa =( ΐ-^J=Ωa V1 and Ψβ =1l-^=2=Ωβ Y1 and the symbol E denotes
mβ

the expectation with respect to the Wishart distributions W(Ψa, na) and

^(^Γ^, Λ^). Applying (7.1) in Theorem 7.1 and Corollary 7.2 to the expectation

(7.22), we have

(7.23) e t r [ - ^ £ Λ ] e t r [ - ^ ^

<Φf

βΨβΦβ)Bf- natnβtτB(Φf

aΨaΦa){Φ'βΦβ) B'- manβXxB(Φ'aΦa){Φr

βΨβΦβ)B'

From (7.20), the bracket in (7.23) is expanded asymptotically as follows:
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(7.24) tτB(ΦίΩaΦa)(Φ/

/3ΩβΦβ)B/+^=tτB(ΦίΩ2

aΦa)(Φ/

βΩβΦβ)B/

tΐB(Φ'aΩaΦa)(Φ'βΦβ)B'

Making use of (7.12), we obtain the formula (7.14).

Now the limiting distribution of the statistic Y=(γaβ) defined by (7.11)

is a ~2 variate normal distribution with mean zero and covariance

(7.25)
0

1
"2 \

2 A

More precisely, the limiting distribution of a variable ( y n , ..., γpp, y12, •••,

γP-i,p) is given by

(7.26) c etrl - -jY^jdY,

where c=
\2

and dY=Yli<jdγij. By regarding t h a t the

random variable Y is distributed according to (7.26), we have the following

theorem:

THEOREM 7.4. Let a random matrix Y be distributed according to (7.26).

For symmetric matrix Ω and matrices A^ B and diagonal matrices Λ, K, Γ, Ψ,

the following formulae hold.

(7.27)

(7.28) E[trA YB Fetr (flΓ)] =
2 Ί jtr ΛΩBΩ + ~
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(7.29)

(7.30)

+ \xxAK\xAΩ + tτAAKΩ + tτAΆ KΩ\ ,

(7.31) E[trK(AY^/ί)3Ketr(^F)] = etrΓ~~Ω2λ\trK (AΩA)3 K + ^trK(A3ΩA3)K

(7.32) E[trAYKYtrTYΨFetr(flΓ)] = e t r Γ i S2

[_ Δ

•tr Γi^ri2 + -^tr TtτΨtτAΩKΩ + ̂ tτ TΨtτAΩKΩ + ̂ trAKtτ TΩΨΩ + 2tτAΨΩK TΩ

+ 2trΛ TΩKΨΩ + -jtrΛtrXtr Γtr^ + tr AK TΨ + ^

PROOF. Since

(7.33)

we have

(7.34) E[tτA YetvΩ Y] = e t r ^ γ ^ 2 ] ^ [ t r ^ F],

where the expectation of the right-hand side is taken by a normal distri-

bution with mean matrix Ω = (ωij) and covariance (7.25).

Thus we immediately get the formula (7.27).

In order to prove (7.28), we shall write tΐAYBY:

( 7 . 3 5 ) t r A YBY= Σ Σ Σ Σ φ y j y Σ Σ
i j k I i j

• Σ Σ a>nbjjy2ij— Σ auhiyh + Σ
i j i (jk)^f
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Therefore, by taking the expectation with respect to a normal distribution

with mean matrix Ω and covariance (7.25) and multiplying

etr -o-i22 L we have

(7.36) etr [-

- Σaubu^ = etr [γ^ 2]\tr AΩBΩ + ~

Next we consider the expectation E[tγAYtτBYetτ(ΩY)^\. Then

(7.37) trA YtrB Y=ΣΣΣ Σaφuynyui = Σ Σaφ^y^
i j k I i j

+ Σ Σaijbjiγjj— Σaabnγh + Σ
i j i U,j)Mk,l)

By the same argument as above, we have

(7.38) etr [~Ω2~j\tΐAΩtΐBΩ + Σ Σaijbi^jίL+ Σ Σ ^ yδy/

Hence the formula (7.29) is proved. Similarly

(7.39)

Σ
M

Therefore we have

(7.40) etr[j^22][tr(/U2^^

= etr \^
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+ trΛΛKΰ +tΐΛA'KΩ\.

Moreover we require the following expectation E[tτK(ΛYΛ)3Ketΐ(ΩY)~]

(7.41)

+ Σ

Using the formulae (2.b.l2) with respect to the moment, we have

(7.42) etr ϊ~Ω2ΎtrK(ΛΩΛyκ±SΣΦ^u + ΣΦUfoii+\ ΣΦUj^ή

'C+ ~2~trK(Λ3ΩΛ3)K+ γtΐ(KΛ) 2trΛ2ΩA

+ tτΛ2tτK(Λ2ΩΛ2)κ\.

Finally we shall prove the formula (7.32).

(7.43)

By taking the expectation, we have

(7.44) etr [γΩ2j[tΐ(ΛΩKΩ)tv( TΩΨΩ) + Σ Σ ΣΣλ

o

1 2 l
^ i j i j l J Δ i j

+ Σλirifciφij.

Arranging this result, we have the desired formula (7.32).
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8. Asymptotic expansion under fixed alternative. L e t Xn, X^ • •-, XiNi be

a random sample from a p-variate normal distribution with mean vector β{

and covariance matrix Σ{ (i = l, 2, ••, k). For testing the hypothesis H: Σι —

•" = Σk against all alternatives K: Σ^Σj for some ί and/ (i\j) with unspe-

cified jUi, the multivariate Bartlett's test is given by

(8.1) M=mlog\Σk« = ιSa/m\-Σl=imalog\Sa/ma\,

where Sa= Σfeitfaβ-XaXXaβ-Xaϊ, Xa = NaιΣNβϊιXaβ> na - Na- 1, ma

= pna,Σia=ιma = m and Σί=ina = n with correction factor

(8.2)

Using the statistic Γ defined in (7.11), we can express the statistic

M as follows:

(8.3) M = q q q

+ Op(m-1),

where the coefficients qo(Y), qi(Y) and qz(Y) are given by

(8.4)

JL L _I_
with pa = ma/m, Σ= Σa=ι PaΣa and Φa= Σa

2 Σ 2 . The matrices Σa

2 and

i_ JL_ _i_ L L ^

21 2 mean the symmetric matrices such that Σ a

2 ΣJ = Σa and Σ 2 21 2 = i ; .

Now putting M/ = M—m(log\Σ\ — Σika=ιPJ-θg\Σa\) in (8.3), we can easily

see that M'/im- Σ&=W2^tr(<M^-/)Fα = OpimΓ^). Hence the statistic
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M'/yJ~m converges in law to the normal distribution with mean zero and var-

iance r | ί = 2Σ«=iPα tr (ΦaΦa — I)2, which was shown by Sugiura [25]. Fur-

ther the characteristic function of M'/\l~mtM ( Γ M > 0 ) can be expressed as fol-

lows:

(8.5)

Applying formula (7.12) to the first term in (8.5), with the abbreviated nota-

tion Ba = s!2p~a(ΦaΦ
ra — I)ίt/τM in qo(Y), we have

(8.6)

where Δ = -^-(n — m), and the relation Σ*=W pa tτBa = 0 was used.

Next we compute the expectation E[_exp(itqo(Y)/-cM)qi(Y)^}- Using for-

mula (7.13) in Theorem 7.3 by putting B = Φa = I,we get

(8.7) ^ C Σ ^ t F | t ( Σ k ^ F J ] [ ^ ) j Σ ^ t 5 | +

From (7.13) and (7.14), we obtain

(8.8)
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a Φ'aBaΦa) (Φ'aΦaΦ'aBaΦa) + Σ £ = W Pa tΐ(Φ'aΦa)

Thus we have

(8.9)

As the third term in (8.5) is of order m~ι, we can regard the variable Ya as

the random matrix having a normal distribution with mean 0 and covariance

(7.25). Therefore making use of (7.27), (7.28) and (7.31) after some modifi-

cation, we have

(8.10)
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Similarly, from formula (7.31) we get

(8.11)

Therefore we easily obtain

(8.12)

^ +

Finally we shall compute the expectation E£_qf(Y)exp(itqo(Y)/τM)3

By formulae (7.28) and (7.32), we have

(8.13) £[(Σ i=itr Γ|)2etr(Σ l=1Ba Ya)J = exp[-γ-J j(tr Σl-iBl
(it) \2

By formulae in Theorem 7.4, it follows that

(8.14) 2



Asymptotic Expansions of Some Test Criteria for Homogeneity of Variances 209

Similarly we have

(8.15)

•Σέ./9-x

1

-Oim 2

Hence we get

(8.16)
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Therefore the characteristic function of Λf/V mxu is given by

(8.17)

where rfί = 2Σα=iP α t r(^ α — / ) 2 with Aa =

Λ6 are given by

(8.18)

aΣ-χ and the coefficients A2, h4 and

ka^Pa(Λa-1)2

- If +γ{Σί

•tr (^« + ^ + 4) {kP(p+1) - 2Σ i-iPβtr^ίS

xp k n (A 7 Λ 2 I __•



Asymptotic Expansions of Some Test Criteria for Homogeneity of Variances 211

Inverting this characteristic function, we have the following theorem:

THEOREM 8.1. Underίthe fixed alternative KiΣ^Σj for some ί,

the distribution of M/ = M—m(log\ Σ\ — Σί=^iPa^og\Σa|), where M is given

by (8.1) with Σ= Σa=ιPaΣa, can be expanded asymptotically for large m(=pn)

as (8.19).

(8.19)

where r2

M = 2Σί=iPatr(Aa — I)2 with Aa^ΣaΣ'1 andΦ°'\x) means the j-th der-

ivative of the standard normal distribution function Φ(x). The coefficients h2a

are given by (8.18).

This theorem was obtained in case p=l by Sugiura and Nagao [27].

Now we shall notice that the formula (8.19) is degenerate under the hy-

pothesis H. In two sample problem Sugiura [24] gave the asymptotic exp-

ansion under the sequence of alternatives Σa = ΣJtm~1Θa (cc=l, 2), first

term of which is chi-square distribution with -κ-p(p + ϊ) degrees of freedom.

9. Numerical examples. Under the hypothesis, we can get

(9.1) P (M<χ) = P(xj<x) + •% {P(x}+,<χ) - P(x}<χ)}
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lω2 {P(xj+a<χ)

w h e r e / = -γ(k—l)p(p + l). The coefficients u)2, ω3 and ωi are given by

(9.2) ω2 = -jgp(p -1)(P +1) (p + 2) (p2 - 1 ) - \ (k - l)p(p +1),

= γfo(6/ + 1 5 / - 1 0 / - mP+3) (p3 -1) - ^ (/»-1) (p +1) (p+2) (p2 -1)

- 1 0 / - 30^ + 3) (p 3 -1) + ̂ ( p - 1 ) ( p +1)(P + 2)(p 2-1)

where Δ— -κ(n — τrί) and Pβ=ΣΊt=iPaβ- The formula (9.1) is given by An-

derson [1] up to m"2. Since the asymptotic null-distribution of M has the sa-

me form as in the sphericity test given by (6.1), the asymptotic formula (6.3)

for the percentage point is available for our present purpose.

EXAMPLE 9.1. When case 1: p = 2, rei = 50, «2 = 100 and case 2:JD = 4, τiι

50, re2 = 100, we have the following approximations to the 5% point.

first term

term of order m~2

term of order m~3

term of order m'4

approx. value

case 1

7.8147

0.0002

0.0000

0.0000

7.8149

case 2

18.3070

0.0061

0.0000

0.0000

18.3131
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Evaluating the approximate power in two sample case, we may assume 2Ί =

diag(#i, £2> •••, δp) and Σ2 = I.

EXAMPLE 9.2. Using the h% point of case 1 obtained in Example 9.1, we

can get the approximate values of the power of the multivariate Bartlett's

test from the formula (8.19).

>7.8149)

term ^^^~^-^_^^

first

second

third

approx. power

β l = β i = 1.7

0.6134

0.1071

0. 0036

0.724

ί l = l . 5 ί i = 0 . 7

0. 2462

0. 1749

-0.0014

0.420

ί l = β i = 2.0

0. 8497

0. 0734

0. 0068

0.930

EXAMPLE 9.3. When k = 2, n1 = 50, π,2 = 100 andp=4, our asymptotic form-

ula (8.19) gives the following approximate power of the multivariate Bar-

tlett's test for the alternative K: di = d2 = d3 = d4 = 1.7, based on the 5 ^ point

of case 2 obtained in Example 9.1.

first term

0.5321

second term

0.3594

third term

-0.0080

approx. power

0.884

PART IV. SOME TEST CRITERIA FOR EQUALITY OF TWO

COVARIANCE MATRICES

10. Preliminaries. LetpX 1 vectors Xiu X, 2, > XiNt be a random sample

from p-variate normal distribution with mean vector μ{ and covariance mat-

rix Σi (i = l, 2). We wish to test the hypothesis H: Σχ = Σ2 against the alte-

rnatives K: Ti>l and ΣPi=ιϊi>p, where γι means the characteristic root of

ΣιΣ21(ί = 1, -">p) For this problem, many test criteria are proposed, that

is, \S2(S1 + S2y
1\'\ trS^ϊ1 andtr5i(5i-r52)-1, where Si=ΣSL1(Xia-Xd

•(ZίΛ — Xi)' with Xi = N^ΣxaiiXia- The hypothesis H is rejected when the



214 Hisao NAGAO

observed value of these test statistics is larger than a preassigned constant.

The monotonicity of the power functions of these tests was proved by An-

derson and Das Gupta [2] from a more general point of view. Giri [6]

also showed the test criterion trSi(Sι + S2)~ι is locally best invariant. The

purpose of this part is to compare the above three test criteria from the view

point of asymptotic expansions of the distributions.

11. Asymptotic expansion of I^OSi + ̂ )" 11 ^ e m a ^ a s s u m e without loss

of generality that Si has the Wishart distribution W(Γ> n{) and S2 has the

Wishart distribution Wil, n2) under the alternative^, where Γ = diag(ri, ϊ2,

..., γp) and na = Na — 1 (a=l, 2). Then the hypothesis iJcan be expressed by

Γ=L Put Yi=(r~^S^'^-nj)/^ and Y2 = (S2-n2I)/J2ΪΓ29 then -V7Γ

log I S2(Sι + S2y
11 can be expressed with the terms Yx and Y2 as

(11.1) - f ^

where Γ = piΓ + ρ2/and n = n1 + n2 with the fixed p1 = m/n and p2 = n2/n.

The coefficients ^o(^), qi(Y) and q2{Y) are given by

(11.2)

where Φ1=Γ~τf~^ and Φ2 = f" Γ

Now putting ^i--V^{log |5 2 (S 1 + S 2)- 1 |-log|p 2f- 1 | } in (11.1),

we can see that the statistic λι converges in law to the normal distribution

with mean zero and variance τ\ = 2{pitr$ί + p2tr(0! — p^1!)2}, which was sho-

wn by Sugiura [25] using Siotani and Hayakawa's lemma [22]. We shall

now give the asymptotic expansion. The characteristic function of λi/ti (rx

> 0) can be expressed as
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Put 2?i = V2pi0i&Vri and B2=^2ς>i(Φ\ — QlxI)n/xι, then we have from (8.6)

(11.4)

By putting ma — na in Theorem 7.3 we get

(11.5)

2pj 1

From Theorem 7.4, we obtain the following two formulae:

(11.6)
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and

(11.7)

Therefore the characteristic function of the statistic λi/τ% is given by

(11.8) C(ι) [ ^ J l + ~ ^ { ^ ( + l)

where AX = Φ\ and A2 = Φ\ — pi1I. The coefficients g2a are given by

(11.9) g2 = 2Σ2«=ι
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-(tr<Z>i)2}+^|-p(

2
a)2}

-8tr (Σl=ιPa

Inverting this characteristic function, we obtain the following theorem:

Theorem 11.1. Put λ1 = - JJι{\og\S2(S1 + S2)-ί\ -\og\p2f-
ι\} and r?=2

{pιtrΦ\ + f)2tr(Φ| — P21!)2}. Then under the alternative K, we have

(11.10)
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where Φι=Γ~2~f"Ύ,Φ2=f^^,Aι = Φ2

ιand A2 = Φ2

2-p2

ιI with Γ =

The coefficients g2a (cz = l, 2, 3) are given by (11.9).

Under the hypothesis, putting Γ — I in (11.10), we obtain the following

theorem:

THEOREM 11.2. Put λx = -V~rc{log| S2{Sι

J

Γ S2y
ι \ -p\ogρ2} and τ\ = 2pp1p2

ι.

Then we have, under the hypothesis H,

(11.11)

where the coefficients g2a are given by

(11.12)

Theorem 11.2 was given by Sugiura [25] using different method. He

also gave the asymptotic expansion under the sequence of alternatives. Now

the above result differs from that of multivariate Bartlett's test, namely, the

above result shows the continuity of the limiting distribution at the null hyp

othesis, whereas Bartlett's test has not.

12. Asymptotic expansion of trSιS2 \ The test statistic trSiS^1 is exp-

ressed by the statistics Fi and Y2 defined in Section 11 as

(12.1)

where
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(12.2) f~1 ~^

hΐΓ 2 FiΓ"2 Y2),

Putting λ2 = \Γn(tτSιS21 — tτpιP2

ιΓ) in (12.1), we can easily see that the stat-

istic λ2 converges in law to the normal distribution with mean zero and var-

iance rl = 2p1p2~HτΓ2. Hence the characteristic function of the statistic λ2/t2

is expressed as (12.3).

(12.3)

Put δi =V 2p p2

ιίt/r2 and b2=—\l2ρ1p2

 2 ίt/r2 in ^o(Ό Then the first term

is given by

(12.4)

By Theorem 7.3, we have

(12.5)
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We can calculate each expectation of n.~x in (12.3) using Theorem 7.4 as

(12.6) Etq

•trΓ4 + {y

and

(12.7)

+ PiP2

 36?δ|)(trΓ3)2 + (4pfp2"
46I + P l p j

Hence the characteristic function is given by

(12.8) C2(ί) =

where the coefficients g2a are given by

(12.9)
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which yields the following theorem:

THEOREM 12.1. Under the alternative K, the distribution of

•S21 — tΐpιΓ/p2} can be expanded asymptotically as follows:

(12.10) P(λ2/τ2<x) = Φ(x)-n~^ Lp2

2(P + l)tr

+ 0(n~ 2~

where v%=2β1β2

3trΓ2 and the coefficients g2a are given by (12.9).

Putting Γ = I in (12.10), we obtain the following asymptotic expansion

under the hypothesis.

THEOREM 12.2. Under the hypothesis H, the distribution of /i2 = V

S2

1 — PιP2

1p} can be expanded asymptotically as follows:

(12.11) Plλ2/τ2 < * ] = Φ (x) - n"^Lp2

2

P(p-\- ΐ)Φm(x)/v2 +p(ίpw2

z

+ 0(n~ 2 ) ,

where x\ = 2ppχpz~'i and the coefficients g2a are given by

(12.12)
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2/ 8 „ fi 16 „ 7 , 104 32 32 6 1 0

? =i> ( - - P P 6 + yP?P27 + -9-P1P28 + yPfP29 + -9-P1P210

13. Asymptotic expansion of trSi(Si + S2)~
1. In this section we shall

give the asymptotic expansion of the test statistic tr5i(5i + 52)~1. This sta-

tistic is expressed in terms of the random variables Yι and Y2 as follows:

(13.1)

where, using the same notations as in Section 11, the coefficients qo(Y), qι(Y)

and q2(Y) are given by

(13.2)

Now putting ^3 = \/^{tr5i(5i + 52)~1 — pitr0f} in (13.1), we can see that

the statistic Λ3 converges in law to the normal distribution with mean zero

and variance r | = 2{pitr(0f — piΦf)2 + p2trplΦfΦ2

i}. Further we shall give the

asymptotic expansion. The characteristic function of Λ3/r3 ( r 3 >0) can be

expressed as (13.3).

(13.3)
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Set B1 = \[Yρl(Φl~pιΦf)ίt/t3 and £ 2 =

Then from (8.6), we have

(13.4) £ [ e x p ( ^ 0 ( F ) / r 3 ) > e x p p ^

Applying Theorem 7.3 to second term in (13.3), with the abbreviated nota-

tions Ba = ΦaBaΦa (a = l9 2) and B=Σ2a=i*J(ϊaBa, we obtain

(13.5) Elqι(Y)exp(ίί?0(Y)As)] = exp[-(-|)--]2[p1tr<P? B2-^tτB.B

v 2

Z-J C

Similarly, by Theorem 7.4, we have

(13.6)
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and

(13.7)

-2p^~p1p2trΦ2

1B1B2{(trΦ2)2

Thus the characteristic function of λ3/τ3 can be expanded as follows:

(13.8) C3(t) =
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where Aλ=Φ\-pxΦ\,A2 = -PιΦ2Φ\, l a = ΦaAaΦa (α = l,2) and A =

The coefficients g2a are given by

(13.9)
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•tτΦ\Φl}

- 8p3

1p2tΐΦ
2

1A1A2 {(trΦf)2 + trΦ{},

ge = γ(Σ2a^Patr Al)2 +^PιΣl=ι

+ 8 {p^rΦl A2 -p^ΐAa}2.

Thus inverting this characteristic function, we get the following theorem

THEOREM 13.1. Under the alternative K, the distribution of λ3 = \l~^
1 — PitrΦ2} can be expanded asymptotically as follows:

(13.10)

-\xΦ\Φl -Pl (trΦ2)2- PltΐΦUΦw (x)/τ3 +

where r | = 2 Σ I = 1 p α t r ^ | with A1 = (Φl — p1Φ\), A2= — pιΦ\Φl and Aa = ΦaAaΦa

( α = l , 2), A= Σ2a=ιPaAa. The coefficients g2a are given by (13.9).

From the above theorem we obtain the following asymptotic expansion

under the hypothesis.



Asymptotic Expansions of Some Test Criteria for Homogeneity of Variances 227

THEOREM 13.2. Under the hypothesis H, the distribution of λ3 — ^~n

+ S2)~1 — Pip} can be expanded asymptotically for large n as

(13.11)

where τ2

3 = 2pp1p2 and g2 = ~Pιp2p(p + l), gi = 2pp1p2(pϊ + p2

2-3p1p2) and g'6 =

14. Numerical examples. Each test statistic Λf /r, (i = 1,2,3) of one-sided

tests has the following asymptotic expansion under the hypothesis.

(14.1)

To

with the different coefficients a's and b's depending on -̂/r,-. Applying the

general inverse expansion formula of Hill and Davis [11], we get the foll-

owing asymptotic formula for the upper a% point of λi/ti in terms of the

upper a96 point u of the standard normal distribution function.

(14.2) u + i ( α i J ϊ 0 (u) + a3H2(u)) - -Mδ2#i(*O + bAH3(u) + b6H5(u)
V n n i

11 a
^a\uH0(u)2 + ciia^u H0(u) H2(u) + -^

where Hj(u) is defined such that Φu+1)(u)=Hj(u)Φ^\u). For ; = 0, 1, 2, 3, 4, 5,

(14.3)

The above formula was also used by Sugiura [25].
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EXAMPLE 14.1. We shall consider two cases, namely, case 1: p = 2 and

7ii = 13, n2 = 63 case 2: p = i and nι = 50, ^ 2 = 100. Asymptotic formula (14.2)

for the upper 5 percent point gives:

λi/ri λ2/r2 λ3/v3

case 1 case 2 case 1 case 2 case 1 case 2

first term 1.6449 1.6449 1.6449 1.6449 1.6449 1.6449

second term 0.2366 0.2622 0.3592 0.5011 0.1140 0.0232

third term 0.0206 0.0322 0.0973 0.1312 -0.0388 -0.0273

approx. value 1.902 1.939 2.101 2.277 1.720 1.641

exact value 1.9069 2.1332 1.7154

The above exact values are given by Pillai and Jayachandran Q2(Γ]. This

example shows the approximate value of λ2/v2 is worse than those of Λi/Vi

and Λ3/r3.

EXAMPLE 14.2. We give each approximate power of the three criteria

based on the exact and the approximate percentage points in Example 14.1,

which is denoted by case A and case B respectively. Let chi(Σ1Σ2

1) = γi(i = l,

2,...,p) and let the alternative hypothesis be K: 7Ί = 1, 7*2 = 1.5.

first term

second term

third term -

approx. power

exact power

λ

case A

0.1767

0.0128

-0.0013

0.188

0.186

i/ri

case B

0.1777

0.0127

-0.0012

0.189

0.186

λ

case A

0.1516

0.0378

0.0032

0.193

0.192

2A2

case B

0.1575

0.0372

0.0032

0.198

0.192

case A

0.2010

-0.0130

-0.0046

0.183

0.194

r 3

case B

0.1998

-0.0129

-0.0046

0.182

0.194

EXAMPLE 14.3. We shall give the approximate powers in case 2 in Exa-

mple 14.1.

K: rλ = r 2 = 7-3 = 7-4 = l . l

λι/v1

λ2/v2

λz/τz

first term
0.1429

0.0921

0.2045

second term

0.0441

0.0743

-0.0087

third term
0.0040

0.0285

-0.0037

approx. power

0.1910

0.1949

0.1922
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PART V. TEST CRITERION FOR EIGENVALUES AND EIGENVECTORS

OF COVARIANGE MATRIX

15. Preliminaries. Let pxl vectors Xu X2y ,XN{N>p) be a random sa-

mple from a multivariate normal distribution with unknown mean vector μ

and unknown covariance martrix Σ. Let 0, (z" = l,2,...,p) be an eigenvalue of

Σ and le tpx 1 vector γi(ί = l,2, ,p) be an eigenvector of unit length corres-

ponding to an eigenvalue θi(ί = l,2,...,p). From this sample we wish to test

the hypothesis H: θi = θi0 and γi = γi0(i = l,2, ,k, &<p) against the alternatives

K: θi^θio or Tj^Tjo for some ί, j , where θi0 and γi0 are known constant and

known vector and mean μ is unspecified. The modified LR test for this prob-

lem is given by, as in Mallows [15] and R.P. Gupta [8],

(15.1) A— I S/n\^~ l<0-1 ~~2~l πsirn/-n I ~~£~*+Y\ _—/»τi v .ςτ\.Ί/Λ"

where 5 = Σ ^ = 1 ( Z α - X ) ( Z α - Z ) / , X=N-1Σ8=iX«, Θ0 = άmg(θ10, 02O, ,<<

•̂ io = (7Ίo5 T2θj 5T^o)5 n = N— 1 and a matrix Γ2 is so chosen that T=\^Γ10: Γ{]

is orthogonal. The statistic A is independent of the choice of Γ2. In case p

= k, we proved the unbiasedness of the test (15.1) in Sugiura and Nagao

[26], the monotonicity property of which was established by Nagao [16].

In our case k <p, we shall prove the unbiasedness by the method in Sugiura

and Nagao [26].

The acceptance region of the modified LR test is given by

(15.2) α) = j 5 | | 5 | 2 |®ol 2 \Γ'2SΓ2\
 2 etT^-^Θό'Γίo SΓ10J>ca^

where the constant ca is determined such that the level of this test is a.

THEOREM 15.1. For testing the hypothesis H\ θi = θi0, ri = TiO(i = l,2,---,k,

k<p) against the alternatives K: θj^Θi0 or Tj-^ψγjo for some i, j with unknown

mean μ, the modified LR test having the acceptance region (15.2) is unbiased.

PROOF. Under the alternative K, the statistic S has a Wishart distri-

bution W(Σ, n), so the probability Pκ(ω) of the acceptance region ω under

the alternative K is given by
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(15.3) \S\
Sβω

where the coefficient cp>n is given by

(15.4)

Put A= VST, where T= ( Γ l o : Γ 2). Then the Jacobian is given by

1dA/dS1=1. So we obtain

A€ω1

(15.5) Pκ(ω) =

where Ω— VΣT and the region ω± is given by

(15.6) <UI = \A\ \All-Al2A2-lA2l\
J*\eQ\~~2ret - ^ 1 An)>ca

The An is submatrix obtained from A as (15.7).

k p-k

(15.7) A =

A 21

112

A 22

•k

p-k

R. P. Gupta [8] gave the simple proof of independence of the statistics W=

A\χ — A12A22A21 and A12A2^A2ι when Ω12 = 0 in his appendix, where Ω12 is

submatrix similarly partitioned as A in (15.7). Based on Ω'1 expressed by

ώu, Ω12, ^22 and translating W= A±1 — A12A22

1A2u V—A^A^ he gave the

decomposition of a Wishart distribution as

(15.8) cPtH\W\

where ΩX1.2 = Ωlλ — Ω12Ω2\Ω2λ and B^

Therefore (15.5) is rewritten as
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(15.9) W\ etr --o-J A22\
 2

ί 2 2 |

•etrl --7Γ

where

(15.10) ω2=\(W9 V,A22)\\W\^ 22

v t>c

Put C = ® 0

2i2n. 2

2rώ 1 1. 22© 0

2 and F=6> 0

2 ώ 1 1 . 2

2 (F-β), so the Jacobian is gi-

v e n b y \d(W, V)/d(C, Y)\ = \Ωiι.2Θo1\ 2 ( ί + 1 >

Thus (15.9) is expressed as follows:

(15.11) Pκ(ω) = Cί

Λ22\
 2etr| -

etrΓ- g-

where ώ2=\(C, F, A22) ~ 2~CΘ~~ΎΩΛ. 2 Y+By A22) eω

So we have

(15.12) PH(ω)-Pκ

(C>Y,A22)eω2 (C,Y,A22)eω2
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— cP>t

(C,Y,Λ22)Cω2 - ω2ί\ω2 (C,Y,A22)Ca>2 - a>2Γ\ω2

Ω22\
 2 e t r -

A22\
 2 IA 2 2Since the integral\ \C\

Ω22A22 dCdYdA22 exists from (15.9) and (15.10), we have

1^
2

(15.13) PH(ω) - Pκ(ω) >cp,H ca

C\'

(C,Y,A22)Cω2

Γ-γΩ2Ϊ•etr

Two integrals in (15.13) are equal by calculating the Jacobian.

Hence PH(ω)>Pκ(ω).

Next we shall give Z-th moment of the statistic Λ given by (15.1), which

is useful for obtaining the asymptotic expansion of Λ.

THEOREM 15.2. The moment of the test Λ can be expressed as (15.14).

(15.14)

I " B " 2 1 Ω I ""216>o
11 - ( K + B W 2 1 Ω2I

where B=Ωί2Ω2^ and c ί j B is given by (15.4).

PROOF. The moment of the tes t is given by

(15.15) c P ι U I -1"12 (e/«)«*"2(e/«)«*"2\ | S | ' Σ\
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Put A = VST then we can write

( 1 5 . 1 6 ) EIΛ1-} = c P t n I Θ o I - n ί l \ e / n ) n k ί l 2 ^ \ A \ ^ " ^ | Ω |

• e t r ( - \ Ω ' X A ) \A \nl12 \ A22 \ -nll2etτ [ - —

Expressing the Wishart distribution JV(Ω, n) as (15.8), we can rewrite as

follows:

(15.17)

Integrating (15.17) with respect to W(kxk) over the region W>0,

we have

(15.18) E[_Λι2 = cPtn I Θo I -»"2(e/τOMΛ"21 ώn.21

2 " +*-*-i> i q221 -f

We consider the following integration with respect to F.

(15.19)
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where the range of the integration is over a k(p — &)-dimensional Euclidean
_ 1 _

space. Put Y= VA2\ - Then the range of Y is also a k(p — ̂ -dimensional

_k_

space and the Jacobian is given by \dY/dV\ = | A221
 2 So we can rewrite

(15.19) as follows:

(15.20) e t r^-y£^2#^2 2 ] | j e t r^-^^

Using the following well-known result for mXn matrices S, X and

(15.21)

where the range of the integral is a m^-dimensional space, we can express

(15.20) as

(15.22)

We, finally, consider the following integration with respect to ̂ 22.

1 c 1 -. n

1 JLK)%Liϋ ) KUΛIL) uu 1 1 , n \~ txy r\ \ y ί 2 2 " ^ 2 2

|d^22.

By noting that the matrix {Ω22

1 + BΉϊ}.2B-BΉϊ£.2(Ωϊl.2 + lΘoiy1Ωϊ} 2B} ί s

positive definite and that 2̂2 is distributed according to the Wishart distr-
ibution, we have

(15.24) ^ T O ^ ^ I β Γ i ^ + ^ o Ί ^ ^
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Hence the proof is completed.

Especially when $12 = 0, Mallows Q15] gave the above theorem.

16. Asymptotic expansion under hypothesis. Now we can obtain the as-

ymptotic expansion of the statistic— 21ogΛ under the hypothesis from The-

orem 15.2. R.P. Gupta [8] showed that the limiting distribution — 21ogΛ has

a chi-square distribution with f=k(kJrl)/2 + k(p — k) degrees of freedom un-

der the hypothesis. Under the hypothesis, Ω is reduced to

/β0 0

(16.1) Ω =

\ 0 Ω22

Thus the characteristic function of — 21ogΛ is given by

/ n\ k \nr(p + + -j)-ίtn

(16.2) (^) ^ 4 ^

From this expression (16.2), the distribution under the hypothesis is shown

to be independent of the nuisance parameter Ω22> We shall use the follow-

ing formula for the gamma function, which is given in Anderson [V\.

(16.3) logΓ[^ + hT\ = ̂ -Iog2τr + (x + h- γ)log x-x-Σ?= r ^ ^

This formula holds for large value % with fixed h. Br(h) is the Bernoulli pol-

ynomial of degree r. Some of these are listed below

(16.4)

Applying the formula (16.3) to each gamma function in (16.2), we have

(16.5) logC(0 = y l ^ | ^ f
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where

* 2 4
7? -A-ί

(16.6)

-(A + l)(A + 2)(A + 3)}+|g 5

Therefore we have

(16.7)

-2ίί)~1 + (351 + 453)}+β^{(45 4-45 25 3 + 51)(l-2ίί)^ - 3

+ 4B2BS

By inverting this characteristic function, we obtain the following theorem:

THEOREM 16.1. Under the hypothesis H, the asymptotic expansion of the

statistic —2logΛ defined in (15.1) is given by

(16.8) P(

^ - {(351 - 4B3)P(x}+i^x) - 6B2

2P(xj+2<χ)

+ (351 + 453)P(z^χ)} + \ {(454 - 45253
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•P(χ}+6<x) + B2(AB3 - 3B2

2)P(x}+i<x)

+ 3B2)P(xj+2<x) - (4£4 + AB2B3 + B\)

where f= -g-A;(A; + 1 ) + A;(jo — A;) and the constants Br are given by (16.6).

This theorem is reduced to ones given by Sugiura [_23J and Korin [12]

in case p — k.

17. Asymptotic expansion under fixed alternative. Now we consider the

-J--
characteristic function of — 2n 2 logyl under the alternative K. By Theorem

15.2, the characteristic function of — 2n 2 log A is given by

(17.1)

where

(17.2)

(17.3)
v a

Applying the asymptotic formula (16.3) to the first factor CΊ(ί)> we can exp-

and asymptotically as follows:

(17.5)

2k,. λ3] I f / . k2 k
x2
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Using the formula (7.17), we can express (17.3) as (17.6).

(17.6) logC2(i)=(γ-VΊΓΐt)log|0ii.2| + ίt^n 511-2

v ^

Applying the asymptotic formulae (7.17) and (7.20) to the third factor C3(ί),

we obtain

(17.7) logC3(ί) = ylog IΩ221 + ίίV"^trG(1) + (a) 2 {2trG(2) + trG(1)2}

+ 2tr Ĝ  x>2 G(2) + y tr G(1H + 0 (

where matrices GU) = F'CiF(j=l, 2, 3,4) denned by F=Ωιlf2BΩ2\ and C=Ω1\.ι

_i_

'®oιΩ1\.2. Thus we have (17.8) by adding up the expansions (17.5), (17.6) and

(17.7).

(17.8) \ogC(t) = j~nE1 + E2 + 4=E3 + — E4 + O(n~^),
V re w

where the coefficients Eu E2, E3 and £ 4 of each term are given by

(17.9) Eί =

(17.10) E2 = (ίt



(17.11) E3 = ί
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k2 , k\ , ,. xQ [2k , 4

(17.12) £ 4 = ( ί ί ) 2

+ 8trG ( 4 ) + 4trG ( 2 ) 2 + 8trG(1)G(3>

+ 2trG(1Λ.

i_

This shows that the statistic A* — — 2n 2 log A—V n {tΐiΘ^1 Ωn.2 — I) —

log I @~o îi-21 -HtrG(1)} converges in law to the normal distribution with mean

zero and variance r2 = 2tr(©ό1^u 2 - / ) 2 + 4trG(2) + 2trG(1)2and further it enable

us to expand the characteristic function of A*/τ up to order re"1, that is,

(17.13) C^,τ(ί)

where Aι and A2 are given by

(17.14) A1 = γτ~1( ^

- 6tr(@0-1Ω1 i. 2 ) 2 + 12trG ( 3 ) + 12trG ( 1 )G ( 2 ) + 4trG ( 1 ) 3}

(17.15) A2=-^(it)h\2 2 ^ y i

+ trG ( 1 ) 3} + 24trG^4> + 12trG ( 2 ) 2 + 24trG ( 1 )G ( 3 )
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Thus, inverting this characteristic function (17.13), we have the following

theorem:

THEOREM 17.1. The distribution of the statistic — 2\ogΛ defined by (15.1)

is expanded asymptotically by, under the fixed alternative,

(17.16) P\:n

Γt-1\:

= Φ(x)- n ~^"[γr-1(2pA;-k2 + k)Φm(x)

where r2 = 2tr(@ό1^ii 2 - / ) 2 + 4trG(2) + 2trG(1)2 with GU)^F'CjF, F=ΩlJ2BΩ~2ξ,

1 1

C = Ωί\.2Θ^1Ω1\.2. The coefficients g2,gi, gβ are given by

+ 12trG(1)G(2) + 4trG(1)3} + ~

(17.17)
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For the special case p = k, Sugiura[25] gave the above theorem.

18. Asymptotic expansions under local alternatives. Since the asymptotic

variance of — 21ogΛ given in Theorem 17.1 vanishes at the null hypothesis,

we shall consider the asymptotic expansion under the sequence of alternati-

ves Ks:Θ~o~Ωlι.2Θ~o~
Ύ = I+n-*Θι and BΩ~2\ = n~sΘ2(d>^). By Theorem

15.2, we get the characteristic function of — 21ogΛ under K$.

(18.1) CKs(t) - (~y« Π - L ^

I+n-2sΘ
2Θ

The first factor of CKe(t) in (18.1) is the characteristic function of — 2logΛ

under the null hypothesis, which is asymptotically expanded by (16.7). The

second factor, using (7.17) and (7.20), is given by

(18.2)

where ί; = tr®ί, rj = tr(Θ2

:Θό1Θ2y and sj = trθ/

2θ 0

 2θ{Θ0
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Multiplying (16.7) to (18.2), we can see that

(18.3) C*,(0 = ( l - 2 i ί ) " + o(l) when δ>γ

when δ= -g-,

which implies that the limiting distribution of — 2\ogΛ is %2 with f=^~k(k

Jrl)Jrk(p—k) degrees of freedom when £>^-and non-central %2 w i t h / deg-

rees of freedom and noncentrality parameter Δ2 = -τ-tτΘ\ + ytr@2^o1®2 when

tf = ~2~. Further we can get the asymptotic expansion of the characteristic

function of — 2\ogΛ when δ=~2 as follows:

(18.4) C*_i_(ΐ) = ( 1 - 2ί

where the coefficients g-2α are given by

3 , 1 1 \ , 1 / 1 , 1 \ 2

3 .3 _ _ 1 ^ \_fl VJL JL

3 1 \ , 1 / 1 \ 2 , /1 , 1 v 1 , 1
(18.5) gi=-

1 , 1 \ / 1 1 \ / 1
gβ = (j^t4 + ^52 J — ί -Qt3 + "2~Si Y "-ί3 + Si J,



Asymptotic Expansions of Some Test Criteria for Homogeneity of Variances 243

When δ — 1, we can get another asymptotic formula from (16.7) and (18.2) as

(18.6).

(18.6) CKl(t) = a-2it)~^[l + n-1\(^t2 + ~r1 + B2yi-2it)-1-(jt2 + ~

-2

where coefficients are given by

(18.7) g'2=-~^(t2 + 2n) - γ

( + 2 ) + +

Hence, inverting the characteristic functions (18.4) and (18.6), we have the

following theorem:

1_ 1_

THEOREM 18.1. Under the sequence of alternatives K8: ΘQ

 2 Ωn.2Θ0

 2 = /

-1- . 1
+ n~8θι and BΩ2l =n~8θ

(18.8) j

( ) ( ? (
 2) ) ( y ί 3 + ^
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1 9 1 1
where f = "n-k(k + l) + k(p — k) and Δ =~^tτΘ\ + -^~tτΘ2ΘQlΘ2^ tj=tτΘ{, r7 =

1_ , 1_

tτ(Θ/

2ΘQ1Θ2y\ Sj = tγΘ2Θ0

 2Θ{Θ0

 2 Θ2. The coefficients g2a and B2 are given by

(18.5) and (16.6) respectively. When δ = l, we have

(18.9) P(

where Ba(a = 2, 3) and the coefficients g2a are given by (16.6) and (18.7) resp-

ectively.

19. Numerical examples. Applying the general inverse expansion for-

mula of Hill and Davis Q1Γ] to the asymptotic null distribution of — 2logΛ

given by Theorem 16.1, we can get the asymptotic formula of 100a% point of

— 21ogΛ in terms of the 100a96 point of the %2 distribution with f=γk(k + l)

— k) degrees of freedom as follows:

(19.1) ^ + ^ ^ + ^

where u is chosen such that P(x}>u) = a and

(19.2) g l = ψ(f2B4

4
4 — 2fB2B3 —
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(f2

with B2, B3, BA in (16.6). This formula (19.1) is the same as that given by

Sugiura [24] in the case of p = k.

EXAMPLE 19.1. Whenp = 2, k = l and 72, = 50,the approximate 5% point of

— 21ogΛ can be obtained from (19.1).

first term
term of order re"1

term of order re"2

term of order re"3

approx. value

5.99147

0.10984

0.00249

0.00005

6.1039

Since the distribution under the null hypothesis is independent of θ0, 7~Ί0 and

Γ2, the above 5% point is of the null hypothesis β = diag (α, b) with known

constant α>0 and unknown constant b>0. For the specified hypothesis

H:Ω = diag (l5ό) against the alternative K:

(19.3)

the following approximate powers are computed by the different formulae

according to the value of Δ.

(17.6) (18.8) (18.9)

normal approximation; noncentral Approximation; χ2 approximation

Δ = 1 Δ = 0.2 Δ = 0.01

first term 0.4521 0.1283 0.0473

second term 0.0499 -0.0004 0.0035

third term 0.0001 0.0034 0.0001

approx. power 0.502 0.131 0.051
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