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In his paper [9, Theorem 1, p. 667] G. Peyser proved that when P is a hyper-

bolic differential polynomial with constant coefficients, P + Q is always hyper-

bolic for an arbitrary differential polynomial Q with constant coefficients of order

<m — d (0^d<m) if and only if the degree of degeneracy of P^d. Obviously

P is strictly hyperbolic if and only if d=0. We can extend the result to the case

where P is a hyperbolic differential polynomial with variable coefficients e ^

(Rn+ί) having constant leading coefficients and Q is an arbitrary differential poly-

nomial with variable coefficients &&(Rn + 1).

The main purpose of this paper is to obtain some refinements of our previous

paper [11] by taking into account the degree of degeneracy mentioned above.

Our method of approaching the Cauchy problem relies largely upon the L2-

estimates as developed in [11]. Section 1 is devoted to the preliminary discussions

by means of which our energy inequalities will be derived as shown in section 2.

It is to be noticed that the energy inequalities obtained here coincide with those

established in [11] provided that the degree of degeneracy in question equals

m — 1 . After recalling the Cauchy problem taken in the sense of M. Itano [3]

we shall establish in section 3 with the aid of the energy inequalities obtained above

the uniqueness and the existence of the solutions, which present generalizations

of the results in [11, Theorem 2.1, p. 453]. The final section deals with a generali-

zation of G. Peyser's result.

1. Preliminaries

m-ί

Let P be a differential polynomial in Rn+ί written in the form P=D"}+Σ

ΣX(f, x)D\ avεΞ@(Rn+ί), where D=(Dt9 Dx\ DX=(DU D2,...,/)„) withDf°=
| v |^m

—r--*-> ^J = ~~d—' J = 1> 2' ..., n9 and v denotes a multi-index v=(v 0, v')=(v 0,

v l v . . , vn). Throughout the present paper we shall assume that the principal

part Pm of P has constant coefficients and that P is hyperbolic with respect to t,

when each point (ί, x) is fixed. For simplicity we shall call "hyperbolic" instead
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of "hyperbolic with respect to f\ Let Pj9 j=0, 1,..., m, be the homogeneous

parts of order j of P and Pm(τ, ξ) be the polynomial associated with Pm, where

(τ, ξ)=(τ, ξί9 ξ2,..., £„) is a point of the dual Eucliean space Ξn+ί. We shall

then use the following notations:

(1)

P <fr(τ, ξ) =Pίk\τ9 ξ)l(τ - λr

where λj~k(ξ), 7 = 1, 2,..., m —/c, stand for the roots of polynomials P^iτ, ξ)

in τ, which are listed in non-decreasing order. From the definitions of P(

m

k) and

PUΓjι) w e n a v e

(2) ~ l

Letμ, v be multi-indices with |μ| = 2 μ / = m - l , |v| =m, and let

We can then write

(3) (DvuD»u -D»uDvu) = DtG0(D, D)uU + ΣDfiAD, D)uΰ9

I

where Gj(D, D)uϋ, j=Q, l,...,n, are Hermitian differential quadratic forms in

the derivatives of order m - 1 of u(t, x) [1, pp. 74-75, also 2, pp. 187-189].

From the relation (3) we have immediately

(4) Tt ^ Γ

with Hermitian differential quadratic forms ^ ^ ( M ) , 7=0, 1,..., n, in the deriva-

tives of order m — koίu. Then we can show that

where St* is a hyperplane ί = f in Rn+i.

In fact, since ^4^"fc(w) is written in the form 2 Σ ay~kDvuDμu, it
|v|=wi-fc |μ|=wι—k

follows from ParsevaΓs formula that

(5)

where

Σ
l
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Putting v(t, x) = ei<x>ξ>ύ(t, ξ), we have Am-k(v) = Km-k(ύ). Since Aj'k(v)9 ;' =

1, 2,..., n, are independent of x, the equation (4) means

(6) ^

On the other hand, in view of the relations (1) and (2), we see that

t9 ξ)ύ(t, ξ)-Ίψ(Dt, ξ)ύ(t9 ξ)

m-k+ί
= -Im £ (Dt-λy-*(ξ))P<*:/\Dt, ξ)ύ(t, ξ)-P%γ\Dt, ζ)ύ(t, ξ)

Ft^γ\Dt, ξ)ύ(t, ξ)\2.

Consequently, we obtain

m-k+ί
(7) AΓ»-*(fi)= Σ \PLkJ1)(D,,ξ)U(t,ξ)\2,

which completes the proof.

From the relation (2) it follows that

„ ξ)ύ(t9 ξψ^im-k+lfΣ^lPί'Ί^iD,, ξ)ύ(t9 ξ)\2.
j= i

Combining this with the relations (5) and (7) yields the following

LEMMA 1. Let u<=C<§(Rn+ί). Then

A>ξ-k(u)dx, fc = l, 2,..., m.

mί

Let Q=Dψ+ 2 Σ bvD
v be a differential polynomial with constant

v o = O | v | ^ m

coefficients. Owing to G. Peyser, β is called properly hyperbolic if

i) the roots of the polynomial βm(τ, ξ) in τ are all real for all ξ e Ξn,

ii) βm_fc(τ, ξ) are expressed as follows:
m-k+ί

(8) ρm_ k(τ, 0 = _Σ bkJ(ξ)Q%γ\τ, ξ), /c = l, 2,..., m

with bounded functions bkJ(ξ), ξ^Ξn, [5, p. 480]. Clearly, a properly hyper-

bolic operator is hyperbolic. S. L. Svensson has shown that a hyperbolic operator

Q is also properly hyperbolic [10, p. 154], which will be used in our later discus-

sion. Let Jί?(S)(Rn) be a Sobolev space [2, p. 45] with normi;->||u| | ( s ):
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Let SS(DX) (or simply 5s) be a convolution operator with a symbol Ss(ξ)

\ξ\2)s/2 Then, for any b<Ξ@(Rn) and any real σ, [fe]5 s-5 s[fc] is abounded

operator with norm ||[&]S*-S*[£>]||((T_>σ_s+1) from ^iσ){Rn) into ^(σ-s+l)(Rn)9

where we have used the notation [b~\ to denote the multipicator: φ->bφ [6, p. 389].

LEMMA 2. Let s be an arbitrary real number. Then there exists a constant

Cs independent of u such that

\Ss(Pm.ku)\2dx^Cs[ Λ>$-k(Ssu)dx, = l, 2,..., m.

PROOF. Let the operator P be frozen at a point (ί0, x0) and let Q denote

the associated differential polynomial with constant coefficients. Then we have

with a constant C independent of u

(9) \ \Qm-ku\2dx^c[ AZ~k(u)dx.

In fact, since Q is hyperbolic and β m = P w , it follows from (8) that

)\2£~Σ'ihjiξ^'Σ V ^ ° ( A , ί)ώ(*, ξ)\2

j=o y=o

m-k+l

Σ |/»ί*^>(D,, ξ)ώ(ί, 012

7 = 0

From (5), (7) and ParsevaΓs formula, we obtain (9).

Next, we can write with an integer JV

Pm_Λ(ί, x, D) = Σcj(t9 x)Pm-k(tp xj9 D), Cj^a(RH+1)9

where Pm_k(tj, xj9 D) denotes the operator frozen at (tj9 Xj). Since

(t, x)-cj(t, x)Ss)Pm.k(tj9 xj, D)u

Σj(t, x)Pm-k(tj, xj, D)Ssu9

and SsCj(t, x)-Cj(t9 x)Ss is a bounded operator from j f ( s _ υ (Λ n ) into JFi0)(Rn),

it follows that

JSt,
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^ Γ \Pm-k(tp xp D)S°u\2dx
j — 1 JSt'

\Pm-k(tp Xj, D)Ssu\2dx,

where Gs, G and C£ are constants such that

C' = max suρ|c. (ί, x)\2,
j t,x

and

CZ=max(C;,C).

From this estimate and (9), we have with CS = CC£

Jst>

as desired.

For our later need we recall the following (cf. [1, p. 72])

LEMMA 3. Let r(tf) and p(t') be two real valued functions defined in the
interval O^t' ^ Tand suppose that r(ί') is continuous and ρ(t') is non-decreasing.
Then the inequality

r(f) ^ C(p(tf) + Γ r(t)dt) (C is a constant)
Jo

implies

r(t')^Cect'p(t').

2. Energy inequalities

Let P be a hyperbolic differential polynomial with variable coefficients e <%
(Rn+ λ) having constant leading coefficients. We say that the degree of degeneracy
of P^d when the polynomial Pw(τ, ξ) in τ has the highest multiplicity of roots
^d+1 for any ξ^Ξn-{0}.

By making use of Lemmas 1, 2 and 3, first we show that the following Propo-
sition 1 which gives an extension of G. Peyser's result [8, Theorem 2.1, p. 484].

PROPOSITION 1. Let Tbe an arbitrary positive number. Then there exists
a constant Cτ independent of u but depending on s such that
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( \Ss(Pu)\2dxdt\

PROOF. Let υ = Ssu. Then, from the relation (6) and ParsevaΓs formula,
we have

St>

Since

JOjRn
dxdt

{
θ JR

JO JRn

it follows that

\k=lJSo

+ £{''{ \Pik)v\2dxdt).

Therefore, owing to Lemma 1 we now obtain

(10)

\Pmv\2dxdt

Σ[
k=lJSo

'[ \Pmv\2dxdt+E['[ A S-k(v)dxdt).
OJRn k=lJθJRn /

Σ{
k=lJSt

m

On the other hand, in view of the relation Pmv = Ss(Pu)—ΣSs(Pm-ku) together
k=l

with Lemma 2, we have with a constant Cs.

{ \\PmvVdxdt

['[ \S°(Pu)\2dxdt+£['[ \S°(Pm-ku)\2dxdt)
J0jRn k=lJOJRn /

Γ ( \S*(Pu)\2dxdt + Σ Γ ( A^-k(v)dxdt\
\J0JRn k=ίJθJRn /

Combining this estimate with (10) yields with a constant C3 =2m(m-f



On the Cauchy Problem for Linear Hyperbolic Differential Equations 425

t[ AΊ$-k{υ)dx^cJt[ A%-k(v)dx+^[ \Ss(Pu)\2dxdt

+ Σ Γ ( A$-k(v)dxdt\
k=lJ0jRn /

Ifweputr(r) = Σ ( A%-k'(v)dx and p(t') = Σ { A^'k(v)dx+[t [ \Ss(Pu)\2dxdt,
k=lJSt> k=lJSo JoJRn

then Lemma 3 shows that our proposition holds.

In the previous paper [11] we established an energy inequality of the form

\u(t\ x)\2dx<ίCτ( Σ [ \(D*u)(0,x)\2dx

\{Pu){t,[
OJR

for a hyperbolic differential polynomial P with constant coefficients, where Cτ

denotes a constant independent of u. Now, if we take into account the degree
of degeneracy of P, we can derive a more precise estimate. The following is a
modification of L. Gdrding's lemma [1, p. 76].

PROPOSITION 2. Let the degree of degeneracy of Pm^d. Then there exists
a constant C>0 independent of u such that

T() Σ [ \D"u(t',x)\2dx, 9 , ,
St> \v\=m-kjSt>

for a n y u€=C8(RH + ί ) .

PROOF. Since the degree of degeneracy of Pm <̂  d9 the polynomials P(

m*~ °(τ, ξ)
in τ, k = d+U d + 2, .., m, have simple real zeros for any ξεΞn-{0}, that is, there
exists a constant δ>0 such that

(Π) mfi\λΓk+Hξ)-λΓk+ι(ξ)\^δ9hΦj9

where λj~k+1(ξ), j = l, 2,..., m — k+l, are roots of the polynomial P\k~1){ξ).

Hence, as L. Garding showed in his paper [1, p. 76]

m-k+ί

(12) Dj«ύ(t,ξ)= Σ fi)%{i)P^Y\D" OHt, ξ), vo=0, 1, ..., m-k
7 = 1

for each ξ&Ξn — {0}. Here we have written

m-k+l
βγk(ξ) = |ξΓm + f c + v°α7" k + 1(ω))V 0/m(m-l)...(w
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where ω = ξ/\ξ\. This equality together with (11) yields a constant C(δ)>0 such

that

Consequently, in view of Cauchy-Schwarz's inequality and (12) we have

m + 1 " + V /, ξ)\2

J

m-k+l
2 \P(

m

kj1)(Dι, ξ)ύ(t, ξ)\2,

and therefore

vo=0

with a constant C = l/C(<5) independent of w. Then, owing to ParsevaΓs formula,

we can write

[ \(D*uXt',x)\dx,
|v|=m-Jkj5t,

which was to be proved.

Summing up Propositions 1 and 2, we can state the following.

THEOREM 1. Let P be a hyperbolic differential polynomial with variable

coefficients ^&(Rn+ί) having constant leading coefficients and the degree of

degeneracy of P^d. Then there exists a constant Cτ independent of u such that

=0 j=0

\\{Pu)(t, )\\ftydt),

Here we note that [E(sd)] gives a more precise estimate than the one obtained

in [11, p. 449], as clearly this is nothing less than [£ ( s , m - i ) ] .

3. The Cauchy problem for hyperbolic differential equations

Let us consider the Cauchy problem for P in R++1={(t9 x)^RxRn: t>0}

with initial hyperplane t =0. Here the Cauchy problem is understood in the sense

of M. Itano [3]: to find a solution e ^ ' 0 R + + 1 ) such that

(13) Pu=f inR:+ι
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(
tiO

for preassingned f ^@'(R++1) and α = ( α 0 , <xί9,.., α m _ i ) e ^ f ( R n ) x

3>'(Rn), where limw denotes the distributional boundary value of
ί i O

which is defined in [3] according to S. Lojasiewicz [7] as follows: Let
be arbitrarily chosen so that φ(t)^O and \φ(t)dt = l and let φε(t) = -φ(-\ ε>0.

j ε \ε/

If lim φεu exists in Sι'(Rn+1), then it must be of the form (5,(x)α. α is defined to be

limw. An important notion "canonical extension" was introduced by M. Itano.
ί i O

i t //\

φ(t')dt' and p ( ε ) = p ( - ) . If, for u G ^ ' ( i ? J + 1 ) , limp(ε)w exists in Q>'
0 \6/ ε |0

(K π + 1 ), the limit is called the canonical extension of w over ί = 0 and denoted by

u~ [3, p. 12]. To fix the idea, let us recall some results obtained there. If there

exists a solution M £ ^ ' ( i ? ί + 1 ) of (13), then u and /must have the canonical exten-

sions w~,/~ and the Cauchy problem (13) is rewritten with v=u^ in the form:
(14) Pv=f~+mΣ

where

i Σ
vo=fc+i

Here aVo(t, x, Dx) abbreviates Σ av(t, x)Dl for v o < m and am = l. Con-
I v' I ̂ m - v o

versely, any solution v G ^ ' ( R J + 1 ) of the equation (14) is the canonical extension

of a solution of (13).

According to L. Hδrmander [2, Chap. 2] we shall use the notations ^ ( σ , S )

(R++i),je{(TiS)(R++l) and the like. Let us denote by ^ ( < T j S ) ( R + + 1 ) the space of

distributions u <Ξ ̂ '(7^++ 1) such that φu belongs to J f (σ,S)(Rt+i) f°Γ all φ^ C%(R),

and let 3ffσtS)(R++1) be the adjoint space of Jf ( _ σ _ s ) ( R + + 1 ) with respect to an ex-

tension of the sesquilinearform from \ \ uvdxdt, u^C§(R++1), ί )GCj(i?J + 1 ).
JO JRn

The scalar product between them will be denoted by ( | ). It is to be noticed that

the space $ fσs) (Rn+1) consists of all the elements w e ^ P ( σ s ) ( R + + 1 ) with support

c [ 0 , T] xRn for some T>0, which may depend on u. As for these spaces, we

note that

i) If σ>y MG«Pf7

(σs)(JR++1) is considered as a continuous function of ί e

[0, oo) with values in Jf(s+σ_ί;2)(Rn) [4, Proposition 4, p. 410].

ii) If σ> — y the canonical extension u^ does exist for any u e Jίf (σ>s)(Rΐ+1)

[4, Proposition 5, p. 413].
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iii) Jf(σ,S)(Rΐ+ι) and « ^ ( ( T S ) ( ^ + 1 ) are identified for jσ |<-, and in this case

the canonical extension u^ belongs to J^((TtS)(RΊ;+1) for any u ε / ( ( J J S ) ( J R + + 1 ) [4,

Proposition 7, p. 146].

iv) If k is a positive integer, then limw = UmDtu = = l imZ^" ι u = 0 for any
ί l O tiO 110

l ie j r ( j k , f ) ( l ί ί+i) [4,_Corollary 3 i p . 419].

Similary for j r ( σ f β ) ( Λ ί + 1 ) and Jf((TiS) (K++ 1)

From now on we shall write H ( s ) = J f ( s + m _ 1 ) ( J R w ) x ^ ( s + m _ 2 ) ( K n ) x ••• x

^(ΛJandH^jf^^ We shall continue

to denote by P a hyperbolic differential polynomial with variable coefficients

^&(Rn+ί) having constant leading coefficients and assume that the degree of

degeneracy of P^d.

First we show the following.

PROPOSITION 3. For any given g e j f* ( O s ) (R++ί) there exists a solution

-s+m-d-D^+i) such that P*v=g in Λ++1.

PROOF. Lets '=s — m + d + l . Consider a subspace AdJ^(0tSΊ(R^+ί) x H ( s Ί

consisting of (PφJ0\ φeΞC§(K++i), where $0=(Φ(0, x), Dtφ(09 x), , Dψ-^φ

(0,x)). Let / be the linear form A^(Pφ, $0)-*(φ\g), where (φ\g) denotes the scalar

product between jf(OtS)(R++1) and ^F* ( O f _s)(JR£+1). It follows from Theorem 1 that

the energy inequality [E(s,d)'] holds for P. Hence we see that the map (Pφ, $0)->

φ is continuous from A into Jf ( 0 s)(R++ί), which means that / is continuous. Con-

sequently, owing to Hahn-Banach theorem, / can be extended to a continuous

linear form on ^ ( o ) S ' ) ( ^ + i ) x H ( s Ί , and therefore there exist a #

and a /3eH* ( _ s _ d ) such that

Letting φ e C^(R};+1)9 we have $0 =0. Hence,

(φ\g)=(Pφ\v)=(Φ\P*v),

which implies that P*v=g in ΛJ+ 1. This ends the proof.

Let us write «# (_0 0 )(JR++ 1) = W«^(<T>S)(KJ+1). Now we can show the following
σ, s

PROPOSITION 4. / / M E Jf ( _ 0 0 ) ( J R + + X ) satisfies Pu=0 in R++ ί with initial data

lim(u, Dfw,..., D 7 I ~ 1 M ) = 0 , ί/zen M must vanish.
t i O

PROOF. From our assumption it follows that w e ^ ( 0 s)(jR£+1) for an s [2,

Theorem 4.3.1, p. 107]. Consider an arbitrary g e Cg>(^+ j). Owing to Proposition

3 there exists a solution t ; e ^ * ( 0 > _ s + m ) ( £ j + 1 ) of the equation P*v=g. In a
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similarway we see that t > e ^ ( m _s)(R++ί). Now, C§)(KJ+1) is dense in
(R++ί)9 so we can choose a sequence {vj}, ^GCj(Ki + 1 ) , converging in
(Rn+ί) to v. Consequently,

(u\g) =(u\P*v) = lim(u\P*Vj) = lim(Pu\Vj) =0,
j-*co j-*ao

which means that u = 0. Thus the proof is complete.

Let P be a hyperbolic differential polynomial as before. Then the formal
adjoint operator P* is also hyperbolic and has the same degree of degeneracy as
P, which will be shown in Proposition 6 below. We shall use the notation #?(<%? is))
to denote the space of continuous functions in t with values in Jf(s)(Rn).

PROPOSITION 5. For any given f e jfi{Os)(R~j;+1) and ά e H ( s ) there exists one
and only one solution M e / ^ ^ J + j ) to the Cauchy problem (13). In addition,
we have

m^1-ώ9 7=0, 1,..., m-d-1.

Furthermore, if the inequalities

hold with a constant C for a positive integer k, and if /e^f ( k s ) (R++ι) and

( s + k ), then the solution u must satisfy

PROOF. First we shall show that the set

G = {(Pφ,$0):

is everywhere dense in « (̂0,S) (^«+i) x H ( s ), where $0 —(φ(0, x), Dtφ(0, x),...,
D™-1φ(0, x)). For this end we let(i>, 4 ) e jr* (Of_β)(]ξ++1) xHf_s_m+1) be such that

(Pφ\v) + ($O\0)=O for any (P0, ί o ) e G .

Since (Pφ\v)=0 for any ^eCgίΛJ+i), we have (φ\P*v)=0, which means that

(15) P*v=0 in Λ++1.

On the other hand, from vGjftfOt-s)(R++l) there exists a T>0 such that v=0

T
for ί^y . Consequently,

(16)
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As noted before, P* is hyperbolic and therefore by the same method as in Propo-
sition 4 the Cauchy problem (1.5) with (16) is uniquely solvable. Hence we have
v=0. Since the set {$0: φGCg )(^++ 1)} is everywhere dense it follows from
($o\0)=O that /?=0. Now we can choose a sequence {φh}, φh^C<§(R++ί)9 such
that

Pφh->f in jr ( O i,)(lϊί+i),

and

(φh(0, x), Dtφk(β9 x),..., D Γ ι ^ ( 0 , x))->3 in H ( s ) .

In view of the estimate [£(s,d)] each {D{φh}h=ίt2tmmm, 7=0, 1,..., m — d—l9 is a
Cauchy sequence in ̂ >

ί

0(«^ ( s + m_ ( ί_1_7 )) and therefore converges there to some
Vj. Since v0 satisfies the Cauchy problem (13), it follows then from the uniqueness
of the solution that υ0 must coincide with w, and it is clear that Dju =Vj,j=O9 1,...,
m — d—ί, which means that

DJ

tu^^?(^(S+m-d-i-nl J=0, 1,..., m-d-\.

Thus the first assertion of Proposition 5 holds. Next we shall show the second
assertion in the case k = 1. Since / e JfilfS)(R++1) c «^(ofS+ i>(^ί+1)> it follows that

(17) l>ίuefU*(.+m-*-j)), 7=0, I,.

Put v=Dtu. v must satisfy the equation

Pv=Dtf- Σ Φta£t9 x))D*u in
|v |^m

On the other hand, from the relation

it follows that

Σ Σ avD^u and
v o = O | v | ^ m f i O

lirφ,

Consequently, owing to the first part of Proposition 5 we obtain

DJ

tΌ&*?(jria+m-d-!_;>), 7=0, 1,..., m-d-1.

Combining this with (17) yields

D{u(Ξ<??(^(s+m-d-i-j)l 7=0, 1,..., m-d,

as desired. In the general case, repeating this procedure k times, we shall reach
the second assertion of Proposition 5. The proof is complete.
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Let (Dt — iλ(Dx))~1 be a convolution operator associated with symbol (τ —

iλ(ξ))~1

9 where λ(ξ)=(l + \ξ\2)1/2. It defines an isomorphism between <&{σtS)

(Rn+i) and Jί?(<T+1 tS)(R++1) [2, p. 53]. In an obvious fashion we can extend it

to an isomorphism between jf(σfS)(R++ί) and j^iσ+ί§s)(RJ;+1).

The following Theorem 2 is a refinement of Proposition 5 and a generaliza-

tion of a result in the previous paper [11, Theorem 2.1, p. 453].

THEOREM 2. Let σ be a real number such that σ = σ' + /c, where k is a non-

negative integer and —^.<σ'<L=. Suppose that the inequalities

I Σ (D{av(t9 x)ξ*'τ*
| v |^m

7 = 1,2, ...,

hold with a constant C. Then, for any given f^J^(σs)(RΊ;+ί) and α e H ( s + ( r )

there exists one and only one solution u^J^i-oo)(R'j;+1). In addition, u must

satisfy

Dίu<=<??(jr(s+σ+m-.d_ί-j))9 7=0, 1,..., /c + m - 1 .

PROOF. First we consider the case /c=0 and show that

+s+m-d-i-j)l ; = 0 , 1,..., m - 1 .

Let us take an ε>0 such that σf — = <ε<σ' += and put σtf =σr — ε. From

V , ,)(l?ί+ 1)c JT ( σ . i I + β ) ( ^ + 1 ) it follows t h a t / . e ^ ( ( T . > s + £ ) (Λ++1). Now

we can write /„ in the form

where we have defined for7=0, 1,..., d+1

fJ=('γx-mMD,
Consider the Cauchy problems

in

\lim(Vj, DtVj,...,D p-ivJ)=0,
tiO

and

(Pvd+i=fd

} l imθ d + 1 , Dtvd+U..., Dyϊ"1ί
n o
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From Proposition 5, we obtain for 7=0, 1,...,

Diυje*f(jria+σ+m_j_h))9 ft=0, 1,..., m - 1 .

Since/ Jejf ί

( σ.+ l ί + l i β + β_< /)(Λ++ 1) and σ " + - L > l , we have

(18) ^ e * ? G * V σ - i / 2 - j - * > ) ,

and

(19) limD*Λ=0
no '

for /ι=0, 1,..., d and 7=0, 1,..., d+1. From (18) and the relations D™vj=fj-

"ί? Σ αv(t9 x)D*vJ9
vo=0 | v |^w

DΪVjζΞ<??(jris+σ+m_j_h)), Λ=0, 1,..., m + d,

forjf=0, 1,..., d+1. Putw=Df+1ι;0 + Dfι;1 + +ί; d + 1 + w. Then,

(20) Pw=g in Λ++lf

where
d d+ί-j _ _

flf=-Σ Σ (d+i-^)ΣWαv(t9 x)) D^Dr'-^Vj^^^^^.^Rt^).
j=Oh=ί \v\£m J '

By virtue of (19) and the relations Dψvj=fj— Σ Σ αJj > x)DvVp we have
v o = 0 |v |^m

fj, Dtυj9...9 Dψ+d+i-Jvj)=09 j=09 1,..., d.

Consequently, from the relation u=Df+1v0 + Dfvί-\ t-vo + w, we see that

(21) lim(w, Dtw9..., Dψ-1w)=0.
tio

Observing that w is the solution to the Cauchy problem (20) with (21), we obtain
from Proposition 5

f ? ( ^ ( s + σ + w _ d _ j 0 ) , 7=0, 1,..., m .

Since u=Df+1v0 + D*vί + —\-vd + ί + w9 it follows that

a+β+M-i-1-ώ, 7=0, 1,..., m - 1 .

Next we shall show the general case σ — σ'Λ-k by induction on /c. As the case
fc=0 has been shown, we may assume that fc>0. Suppose that the assertion of
Theorem 2 is true for fc-1. Since / e jr(<Fiβ) (Jf++1) c ^ ( f f . 1 > s + 1 ) (U++1), it
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follows from the assumption of our induction that

(22) Z>/«e^ ί

0 ( jr ( σ + f + m _ d - 1 . i ) ) > .7=0, 1,..., fc + m-2.

Applying Dt to the both sides of the equation Pu =/, we have

P(Dtu)=DJ- Σ(Dtav(t,x))D*u.

m-ί

From lim/e jf(σ+s_1/2)(ΛB) and the relation D?u=f- 2 2 avD
vu, we obtain

*40 v o=O |v |^m

(

Since A/— 2 ΦtaJLU χ))DVu^<^(σ-i,s)(Rΐ+i)> it follows from the assumption
| v | £ m

of our induction that

(23) Z)/(Z) f t t)e^( jr ( I + σ . d _ Λ ) , 7=0, 1,..., fc + m-2.

The relations (22) and (23) show that the assertion of Theorem 2 holds. This com-
petes the proof.

Hereafter in this section we shall assume that P is a hyperbolic differential
polynomial with constant coefficients. Consider the convex cone Γ*(P9 N) which
was introduced by L. Hormander [2, p. 137], N=(l, 0,..., 0 ) G S B + 1 .

Owing to his results obtained there [2, Corollary 5.3.3, p. 130] we see that
if (ί0, x0) is an arbitrary point of R++l9 and if e^ '( i£j + 1 ) satisfies the conditions:

Pw=0 in the interior of ((ί0, xo)-Γ*(P, N))ΠRUu

and

lim(ιι, D,iι,..., DΓ 1 «)=0 on ((ί0, xo)-Γ*(P, N))Π {t=0},
ί l O

then u vanishes in the interior of ((tθ9 xo)-Γ*(P9 JV)) Π Rt+i- Now the assump-
tion on the coefficients av(t, x) stated in Theorem 2 clearly holds.

With these and the partition of unity in mind, we can rewrite Theorem 2
as the following

COROLLARY 1. Let P be a hyperbolic differential polynomial with const-
ant coefficients having the degree of degeneracy <^d. Let σ = σ' + k be chosen
as in Theorem 2. For any given / e J f ^ c

s ) ( R J + 1 ) and α G H } ^ s ) there
exists one and only one solution u e jf }°c

oo)(JRJ+1) = \JJf1^ (Rΐ+i) t0 the

σ,s

Cauchy problem (13). In addition, u must satisfy

J^-M-;.)), j=0, 1,...,

For non-negative integers k9 j9 let us denote by Ck>j(Rn+1) the space of func-
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tions u which are continuous with their partial derivatives Dvu9 vo^/c, \v\ ^k+j.

As a refinement of Corollary 2.1 [11, p. 455], we can state the following

COROLLARY 2. Let P(D) be a hyperbolic differential polynomial stated

in Corollary 1. Let r = R*Ί + l. For any given / e C ° ' r + d + 1 ( ^ ί + i ) and

a <= Cr+d+m(Rn) x Cr+d+m~H^,,) x ••• x Cr+d(Rn), the solution u exists in

Cm(R+

n+ί).

PROOF. In view of Sobolev's lemma (cf. [2, Theorem 2.3.7, p. 44]) we have

C f c + ^ π ) c ^ | ? ί k ) ( K ) c C W , /c=0, 1,....

Combining this with Corollary 1, we obtain the conclusion of Corollary 2.

4. Some remarks on hyperbolic differential polynomial with multiple

characteristics

This section is devoted to give some comments on the hyperbolic differential

polynomial P considered as before. First let us extend G. Peyser's result [9,

Theorem 1, p. 667], as stated in the introduction. Here we shall use the follow-

ing result [2, Theorem 5.5.7, p. 134, also 10, Theorem 1.3, p. 151]: Let L(D) be

a differential polynomial with constant coefficients, and assume that the principal

part Lm of L is hyperbolic. Then L is hyperbolic if and only if L is weaker than

Lm9 that is, there exists a constant C such that |L(τ, ξ)\-^CL(τ, ξ).

THEOREM 3. Let d be a non-negative integer <m. Then P + Q is hyperbo-

lic for an arbitrary differential polynomial Q with variable coefficients of 88

(Rn+1) of order <m — d if and only if one of the following conditions is satisfied.

i) The degree of degeneracy of the hyperbolic differential polynomial

P^d,

ii) P\p(B) is strictly hyperbolic.

PROOF. First we note that conditions i) and ii) are equivalent, which is

immediately verified from the definitions of the strict hyperbolicity and the de-

gree of degeneracy. Now let us prove the "if" part.

Since P is hyperbolic, the principal part Pm is also hyperbolic. We shall

then show that there exists a constant C such that \P(t, x9 τ, ξ)\ < CPm(τ, ξ), which

means that P + Q is hyperbolic when each point (ί, x) is fixed. Let us write with

an integer N

(24) P(t, x, D) = Σ &,(*, x)P(tp xj9 D\ bjξΞ&(Rn+ί),

where P(tj9 xj9 D) is the operator frozen at (tj9 Xj). Since P(tp xj9 D)9 j — l9 2,...,
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N, are hyperbolic differential polynomials with the principal part Pm(D), there
exists a constant C such that

\P(tj9 xj, τ, ξ)\£C'Pjτ, ξ), 7 = 1, 2,..., JV.

Taking into account the relation (24), we obtain with a constant C"

\P(t, x, τ, ξ)\<ί(£ \bj(t, x)2y<2Σ\

On the other hand, since P(m\D) is strictly hyperbolic, P^ + Q is hyperbolic.
By the same reasoning as above, we have

where C " is a constant. Consequently,

, τ , 0 + β(ί,x,τ,ξ) |

£|P(ί, x, τ, Ol + I ^ ί τ , « | + |P(

m

d)(τ, O + Q(ί, x, τ, ξ)\

as desired.
We now proceed to prove the "only if" part. Let Tbe an arbitrary positive

number. We shall then derive the following inequality with a constant CT

independent of u:

Σ\\M ) l l ( m d i y ) Γ ( Σ
7 = 0 \ 7=0

which means that P^d) is strictly hyperbolic [5, p. 101]. From the relation (6)
and ParsevaΓs formula we have

^ ( ) [ 5 ( ) -ImP(

m*-°w P^udxdt.
Sf JSo JOJRn

It follows from Lemma 1 that

[ m- 1 }u - P^udxdt
OJRn

•Ά''\
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{ A*$-k(u)dxdt[ \ £ \ [ {
OjRn JOjRn

Consequently, we obtain

Σ [ ^ \ ) Σ [ { \P(

m

k-1)u\2dxdt +
k=d+lJSo k=d+l)θ JRn

+ Σ f t A>S-k(u)dxdt)
k=d+lJOjRn / •

Put /•(/') = Σ ( A^-\u)dx and ρ(t')= Σ [ A*S~k(u)dx +
k=d+lJst' k=d+ίJSo

Γ'Γ
m Γt'Γ

+ Σ \ \ \Pm1)u\2dxdt. From Lemma 3, we have with a constant C'τ =
k=d+lJOjRnmTme

( 2 5 ) Σ ( T \ ) τ { Σ [
k=d+lJst> \k=d+lJSo

Σ ff
k=d+ίJO jRn

Let P + Q be temporarily frozen at a point (ί0, x0) and let us denote it by M(D).
Since M is a hyperbolic differential polynomial with the principal part Pm(D),
we can write with bounded functions bkJ(ξ)9 ξ^Ξm

m-k+ί

Mm-k(τ, ξ)= Σ bKj(ξ)P^rΛ\τ, ξ), k = l, 2, ..., m,

where Mm_k(D) is a homogeneous part of M(D). Owing to Cauchy-Schwarz's
inequality and (7), we obtain

\Mm-k(Dt, ξ)ύ(t9 ξ)\2^mΣ+1\bk,j(ξ)\2m~Σ V ^ r ^ A , ξ)Ht, ξ)\2

jί i

where C is a constant independent of u. Now we shall write with an integer N

Σ i j( X m k ( j j ) Qm-k(tp Xj,

with an operator Pm_k(tj9 xj9 D) + Qm_k(tj9 xj9 D) frozen at (tj9 xj). From the

considerations just above, it follows that

(26)
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_k(tj, Xj, D)u\2dx
j — 1

st

f

with constants C", C ' " ^ l independent of u. Since Q is an arbitrary differen-

tial polynomial of order <m — d, Q can be chosen so that

(27) (Pm_fc + ρ m _ > = 2 ) χ |v|=m-fe.

From (26) and (27), we obtain

(28) iΓV/^OIkVd-i-^C' ' ' Σ \ A*S'k(u)
j=0 k=d+lJStf

In view of (25) and (28), we have with C^ = CtrfCr

τ

Σ~Ί\DM0, )

m-d-l

(0)dt+ ΣQ

Consequently, it follows from Lemma 3 that

f

witn a constant Cτ independent of w, which completes the proof.

Finaly we shall show the following

PROPOSITION 6. Let P be a hyperbolic differential polynomial as before.

Then the formal adjoint operator P* is also hyperbolic and has the same degree

of degeneracy as P.

PROOF. First, we shall write with an integer N

P=Σ cj(t9 x)P(tj, xj9 D\ cje@(Rn+1).

Here P(tj9 xj9 D) denotes the operator frozen at (tj9 x7). Consequently,

= Σ Σ (i?'cJ./v!)P*(v)(ίJ, Xj, D),
j—ί. rv|=im
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where P*(tp xj9 D) stand for the formal adjoint operator of P(tj9 xp D) and we

put

P*<*\tj, xp τ, ξ) = dWP*(tj9 xj, τ, ξ)ldτ*°dξγ...dξl~.

Owing to Cauchy-Schwartz's inequality, we have,

(29) |P*(ί, x9 τ, ξ)\£ Σ ( Σ \(D*Cjlvl)\2)k Σ \P*iv) (*j, Xj, τ, ξ)\2)l
j=l | v | £ m | v | έ m

Since P*(tj9 xj9 D) is hyperbolic and its principal part is equal to Pm, it follows

that

( Σ \P*i*Ktj9xJ,τ,ξ)\ψ'*£σPm.
\v\£m

From this inequality and (29), we obtain with a constant C

\P*(t,x,τ,ξ)\£CPm9

which implies that P* is hyperbolic.

References

[ 1 ] L. Garding, Solution directe du problime de Cauchy pour Us equations hyperboliques. Coll.

Int. CNRS, Nancy 1956, 71-90.
[ 2 ] L. Hόrmander, Linear partial differential operators', Springer, 1969.

[ 3 ] M. Itano, On the fine Cauchy problem for the system of linear partial differential equations, J.

Sci. Hiroshima Univ. Ser. A-l, 33 (1969), 11-27.
[ 4 ] M. Itano, Note on the canonical extensions and the boundary values for distributions in the space

HA, Hiroshima Math. J., 1 (1971), 405-425.
[ 5 ] M. Itano and K. Yoshida, Energy inequalities and Cauchy problems for a system of linear

partial differential equations, ibid., 1 (1971), 75-108.

[ 6 ] M. Itano and K. Yoshida, A study of 3'Lt-υalued distributions on a semi-axis in connection

with the Cauchy problem for a pseudo-differential system, ibid., 2 (1972), 369-396.

[ 7 ] S. Lojasiewicz, Sur la fixation des variables dans une distribution, Studia Math., 17 (1958),

1-65.

[ 8 ] G. Peyser, Energy inequalities for hyperbolic equations in several variables with multiple char-

acteristics and constant coefficients, Trans. Amer. Math. Soc, 108 (1963), 478-490.

[ 9 ] G. Peyser, On hyperbolic polynomials with multiple roots, Proc. Amer. Math. Soc, 21 (1969),

667-670.
[10] S. L. Svensson, Necessary and sufficient conditions for the hyperbolicity of polynomials with

hyperbolic principal part, Ark. Mat. 8 (1970), 145-162.

[11] K. Yoshida and S. Sakai, Note on the Cauchy problem for linear hyperbolic partial differential

equations with constant coefficients, Hiroshima Math. J., 1 (1970), 449-459.

Department of Mathematics,

Faculty of Science,

Hiroshima University




