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(1 +0)aa(s), 0<s<r, 0=Zd<p(p—-1-1,
where ¢ and ao(s) are the elements given by
(1.4) o=n-1=00), os)=nr—1=A+0)"—-1 O=s=vr).

The purpose of this note is to give some generators of the abelian group
R(L"(p7)) more explicitly, and to study the J-group J(L"(p’)) by the above
proposition.

Consider the following integers and elements of K(L"(p"))=K(L3(p") for
0<s<r,0<d<p(p—1) and d+p*<n:

n—p'+1=ap(p—1)+b, 0 < b, < pi(p—-1),
(1.5) a,+1 if d< b,
t(d+ps) = pr~s~1+ﬁ_,-, 55 —
a if dZ=b,;
im0 p7~ Dogl0(s — 1)
(1.6) o(s,d) = if by=d<b+p—1 or d<b,—p(p—-2)—1,

a?a(s) otherwise.

Tueorem 1.7 (cf. [8, Th. 3]). Let p be an odd prime. Then the reduced
K-groups of the lens space L*(p") and its subspace L}(p") are given by

R(L(p) = R(LY(P) = Sy Zugy (direct sum), N = min {n, p"~1},

where the summand Z,;, is the cyclic subgroup of order (i) of (1.5) generated
by the element o(s, d), i=d+ p*, of (1.6).

Consider the following elements of the reduced J-group J(L%(p")):
(1.8) o, = Jr(o(s)) = Jr(nP*)—2, 0s<r.

Then we have the following theorem, where a cyclic group Z, of order ¢ is denoted
by Z(t).

THEOREM 1.9. Let p be an odd prime, and assume that the integers a,
in (1.5) satisfy the condition

(1.10) a, #0modp  for 0 =s < R(n)=min{r—1, r(n)},

where pP™M <n+1<p'™*1 Then the reduced J-group of L3(p") is the direct
sum

J(Ly(p)) = ZRDZ(p%),
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where the s-th cyclic subgroup Z(p®) of order p° is generated by the elements
o, of (1.8), and a;=0 if s=r(n).

As a corollary, we have the following result for the case r=1:

CoROLLARY 1.11 ([4, Prop. 1]). J(L3(p))=Z(p*°) and it is generated by
oo, Where ag=[n/(p—1)].

We notice that (1.10) is equivalent to the following condition (cf. Lemma
5.10):
(1.12) 0=b,= pi(p—2) for 0<s =< R(n).

For the case that the assumption (1.10) or (1.12) does not hold, we take the
integer p, 0< p < R(n), such that

(1.13) by = p(p—2) for p<s=R(n), b,>p(p-2),
and consider the integers 7 and d; given as follows:
i =a,p(p—1)+p*' =1 =n+p(p—1)—b,;

(1.14) a if p<s=<R(n),
a;=
a,pP s+ (prst =Dl(p—1) if 0=<s=p.

PROPOSITION 1.15. Under the above situations, J(L3(p")) is the abelian
group of order p*,v=Y "=i[n/p*(p—1)], generated by the elements oy, 0<s
= R(n), of (1.8), with the relations
pisa, =0  for 0=s=R(n),

(1.16) :
b oa(p—1); s+, =0  for ag<aZ=d,

where 0(a(p—1); s+1)=Ezo(~ 1 (“1).

By this proposition, we obtain the results for the special case that r=2, 3
or 4 in Proposition 6.13, 7.5 or 7.7.

§2. Proof of Proposition 1.3

LEMMA 2.1. Let m be an odd integer. Then

(i) J(Lr(m)) = J(LE(m)®DZ, if n=0mod4, = J(L3(m)) otherwise.

(i) The real restriction r: K(L}(m))—KO(L3(m)) is epimorphic, and
Kerr is generated additively by the elements ni —np™=J, 0< j<m.

Proor. (i) From the exact sequence of (L"(m), L%(m)), we have the split
exact sequence
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0 —> KO(S2"*1) — KO(L"(m)) — KO(L3(m)) — 0,

where K~0(Sz"“)=Zz if n=0mod4, =0 otherwise, and the reduced group
KNO(L{;(m)) is of order ml"/21  (cf. [5, Lemmas 2.4, 2.3]). Hence the operator
Wk —1 splits by the naturality, and we have the desired result by (1.1) and the fact
that J(S27+1)= KO(S?"*1) [2, 11, (3.5)].

(ii) The first half is proved in the proof of [5, Prop. 2.11]. Let t: K—»K
be the conjugation. Then #(n/)=n"J=n""J by (1.2), and so r(y/—n"J)=r(n’
—1t(n’))=0 since rt=r. Conversely, assume xeKerr. Then xe K(L7(m)),
which is of odd order by (1.2), and hence y=x/2 exists and ry=0. Thus we have
y+ty=cry=0, where c: KO—K is the complexification. Therefore x=y+y
=y—ty and is a linear combination of #/ —x™~J since y is a linear combination of
nd by (1.2). q.e.d.

PrOOF OF PrROPOSITION 1.3. By the above lemma for m=pr, it is suffi-
cient to determine KerJr. Since r is epimorphic and r¥*=¥*r [3, Lemma A2],
(1.1) shows that

KerJr = Kerr+ Y Ky, Ki = N ke(Pk—1)K(L3(m)).

Since Wkpi=n*J by [1, Th. 5.1], (1.2) shows that K, =0 if k=0mod p and K,
is generated by {n*/ —n’} otherwise. By these facts, (ii) of the above lemma and
the relation n?" =1 of (1.2), we see that Ker Jr is generated by the elements

(%) ofs, k) = nk»*—yp*, 0Zs<r,1 Zk<ps (k,p) =1
Since a(t, 1)=0 and ot, k+ p*~*)—a(t, k)=n*P'o(s) for 0<t<s, the elements
nie(s), 0<s<r, 1 <j<p(p-1),

are linear combinations of the elements of (*) and the converse is also true. Fur-
ther it is easy to see that the elements of (ii) of the proposition are linear com-
binations of these elements and the converse is true. q.e.d.

§3. Proof of Theorem 1.7

We prove Theorem 1.7 quite arithmetically by starting (1.2).
Let p be a prime, and consider the integer

(3.1) h(a; s) = [(n+p*—1-a)/p(p—1)].
Then, we have the following relations in K(L"(p"))=K(L3(p")).

PrOPOSITION 3.2, For any given sequence (ky,..., ky_ ), 0Ss<r, we set
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a=TI=s0®%, d=3izo k'

where a(t) € K(L"(p")) is the element of (1.4).
(i) If k, is a non-negative integer with n<d+ k,p*<n+ p°, then

P lag(s)kstt =0 for O0<IZr-—s.
(i) prsthag(s)* =0, h = h(d+kps; s), if k > 0.

Proor. The relation ¢"*!'=0 of (1.2) implies (i) for s=0. By assuming
inductively (i) for s(=0), we prove (ii) for s and (i) for s+ 1.

(i) implies (ii). We denote simply by h(k)=h(d+kp*; s) for k>0. Then
we see easily by (3.1) that

(*) h(k) = h if and only if k,—(p—1)(h+1) <k < k,—(p—1)h.

This shows that k>Fk, and h(k)=k,—k if h(k)<0. Hence (i) implies (ii) for k
such that h(k)<O.

Now, assume inductively (ii) for k such that h(k)<h (h=0), and let h(k)=h.
By the relation (1+0)?"—1=0 of (1.2) and (1.4), we see that (1+0(s))?"°—1=0.
Multiplying this relation by p*as(s)*~!, we have

) i (7)) prao(syri=t = 0.

If i=jp’21 and (p, j)=1, then we see easily that i>v(p—1) and so h(k+i—1)
<h-v by (¥). This fact and the inductive assumption show that the i-th term
of (¥x) is 0 if h(k+i—1)<h. Therefore, by (*x) and (x), we have (ii) for k=k’
(=ky—(p—1h),..., k' —p+2, successively, i.e., for k such that h(k)=h. These
show (ii) by the induction on h.

(ii) for s implies (i) for s+ 1. By (1.4), we have

(3.3) o(s+1) = (1+0(s))P—1 = pA(s)o(s)+o(s)?,
— -1 1 (p i-
As) = St (D) ot
For any sequence (kq,..., k,, k), this implies
prs oo (s)ksa(s + 1)k = ’i‘=0<llf> A(s)ipr—s—1-1+igg(s)kstpk=itp=1)

If k., is a non-negative integer with n<d+k,p*+k,,,p*'=d’, and k=k,,,
+1, 1>0, then we see easily that

h(ks+ pk—i(p—1)) = h(d'+1p*—(i—Dp(p—1); 5) S i—1—1,

by (3.1), and hence each term of the above summation is 0 as desired by (ii). q.e.d.
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LemMA 3.4. Under the notations of the above lemma, we have
pr—s—-1+h’aa-(s)k = (_ l)lpr—s—1+h’+laA(s)lo-(s)k-—l(p~l)
if k—l(p—1)>0, where h'=h(d+kp*; s+1) and A(s) is the element in (3.3).
Proor. It is sufficient to show that
prsT U A g(p A(s)a(s)k~ ¢ H DB 1) g(s)k-V (= D) = 0

for0<!l'<l. The left hand side is equal to p"=s=1*W+Ugg(s)k=" (P~ 1)=pg(5+41)
by (3.3), and this is O as desired by (ii) of the above proposition, since h(d + kp*
=U'ps(p=1); s+ 1)Sh'+1" by (3.1). g.e.d.

LEMMA 3.5. If nSd+kps<n+ps, 1>0 and m=k—1I(p—1)>0, then
pr—s-10-do-(s)k —_ (__ ])lpr—s—l-Ha-do-(s)m .

Proor. Since h(d+ kp*; s+1)=0 by the assumption, the left hand side is
equal to (—1)!p™~s~1*gA(s)'a(s)" by the above lemma for a=0c? Further
this is equal to the right hand side by Proposition 3.2 (ii), since A(s) is a poly-
nomial in a(s) with the constant term 1. q.e.d.

LEMMA 3.6. Assume that p is odd. Then under the assumption of the
above lemma, we have the following relation for 0<t<s:

pr—s— la"(a(s—t+ l)kpt'1 - U'(S—' l)kp') — (__ 1)l+ lpr—s— 1+lp'a-do-(s_ t)mp“

Proor. Set u=s—t. By (3.3), the left hand side is equal to
-1
(%) ket (kP; >pr—s— Uigd A(y)ig(u)kp'=itp=1)

If i=jp*21 and (p, j)=1, then we see easily that p(i —v)>1+i by the assumption
p=3, and hence that

i—v>hd+(kpt—i(p—1))p*; u+1)

by the assumption n<d+kp® and (3.1). Since the coefficient of the i-th term in
(%) is a multiple of pt~1-v*r=s—1+i= pr-u=2+i-v_thjs jnequality and Lemma 3.4
show that (*) is equal to

;‘—“:tl— l( —_— l)lp‘—i (kp;- 1)pl'-nr.‘---1+lp‘0,d‘,4(u)lp'a-(u)kp‘—'lp"()l— 1)

= (__ l)l+ lpr-s—l+lp‘o-dA(u)lp'a-(u)mp' .

By setting A(u)=1+ B(u)a(u), this is equal to
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(- <ll;t>pr—s—1+lp‘a-dB(u)ia-(u)mp‘+i .

If i=jp*=1 and (p, j)=1, then we see easily that i>v(p—1) and so Ip*—ov>h(d
+(mp*+1i)p*; u). Therefore the i-th term in the last summation is 0 for i=1
by Proposition 3.2 (ii), and the lemma is obtained. q.e.d.

ProPOSITION 3.7. Assume that p is odd, and n<d+kps<n+ps >0
and m=k—Ilp—1)>0. Then

pr—s—1+lZ§=0pl(p"'l)a-do-(s_ t)mpt =0.

Proor. By the above two lemmas, the left hand side is equal to
(= 1tpr—s=1gd*krs which is 0 by "1 =0 of (1.2). q.e.d.

Now, we are ready to prove Theorem 1.7.
LeEmMMA 3.8. Assume p is odd. Then
d+p)o(s,d)=0  for 0=d<min{p(p—1), n—ps+1},

where t(i) is the integer of (1.5) and o(s, d) is the element of (1.6).

Proor. By (1.5), we have
(3.9) a,>0 for d<n—ps+1.
If b<d<b,+p°—1 or d<b,— p’(p—2)—1, then we see easily that

n<d+(+afp—-1)p* <n+ps

by definition, and so the desired relation for d by (3.9) and the above proposition.
Otherwise, the desired relation t#(d+ p5)a%o(s)=0 follows from Proposition 3.2
(ii), since h(d +p*; s)=a,+[(b;+p°—2—d)/p’(p—1)]. q.e.d.

ProoF oF THEOREM 1.7. (1.2) shows that K(L"(p")) is generated (additive-
ly) by {6%: 1<i< N} and its order is p'». Hence it is also generated by {o(s, d):
0=d<pi(p—1), 1=d+ps<N}, since o(s, d)=3% - 1x;0/, i=d+p°, and x;=
1 mod p by the definition (1.6) and (3.9). Also, we see easily that [T, #(i)=p™
by (1.5). Therefore we have the theorem by the above lemma. q.e.d.

§4. Some preliminary lemmas for binomial coefficients

In the rest of this note, we assume that p is an odd prime. To study the J-
group J(L3(p")), we prepare some lemmas for the integers

.1 0@, b; u, 0) = T2o(= 120 (10 2 u) ()
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42) 0(a; 0) = 0(a, 03 u, 0) = T2o(= D' (%),

where a, b, u, v are non-negative integers.
Lemma 43, (i) S5 (=1)/ (Pj> Oa-+j, b: u, v) = —0(a, b+1; u, v).
(ii (=07 (7)) 0@+j; 0) = a+p50) i sz
ProoF. We notice that ((x+1)— 1)¥(x+1)2=x*(x+ 1) shows the equality

(%) ’}=o(_1)j<];->(a-;j>= (—1)k<l-‘jk>'

(i) By (4.1) and (*), the left hand side is equal to
0 —1)isd u —_ j pu a+j b
Po(- DTzt (0 (7)(, 01 0(0)

=2 Zo(—1)iEeo { - <,-pv-(g+ l)p“) - <ip”f0p">} (lc’>

b-i’-l>.

and the last is equal to the right hand side, since <€>+< b >=< c

c—1

(ii)) The result follows from (i) for b=0 and (ii) of the following lemma.

q.e.d.

LEMMA 4.4. (i) O(a, b; u, v) is the constant term q, of the right hand side

of
U+ x)2(1 +xp*)b = 32251 g.xt mod 1 +xP”.

(ii) O(a, b;u,v)=0 if b=1, uz=v.

(iii) 6(a, b;u,v)=1 if a+bp*<p".

Proor. (i) follows immediately from the definition (4.1). (ii) and (iii)
are seen easily by (i). q.e.d.

LemMMA 4.5. Assume that 0OSu=<v=<s. Then

(i) 6(a, p*; u,v+1)=p*0’ for some integer 0'=0'(a; u,v,s), where
k=k(a; v, s)=[a/p*(p— D]+ (p*—=D/(p—1).

(ii)) Ifa=Ip*(p—1)+m and p*(p—2)<m<p’(p—1), then

0'(a; u, v, s) = (— 1)@ mod p.
Proor. Let Q and Q' be the polynomials in y such that

(4.6) (L+y)P =1+yP+p(1+ )00, Q) =1+ (-1
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Then we see easily that
(4.7) (14 y)se=D¥t = pX(1+ y)Q(y)* mod 1+ y».
(i) Seta=Ip*(p—1)+m, 0Sm<p’(p—1). Then
(1 +x)2(1+xP*)P° ™ = (14 x)m((1 4 x)P*) P~ D((1 4 xP*)p* ~*)p* ™
=1 +x)"(1+y+pB)) " V(1 +y+pB' ()" (y = x"")
=(1+x)"{(1+ e DT+ 3 pi(L+ P DTIZIC(x)} (k= k(a; v, 5))
= (1+x)"{p*(1+y)Q(»)* + p*D(x)} mod [+y?  (by (4.7)),

where B, B’, C; and D are some polynomials in x. Therefore we see (i) by (i) of

the above lemma.
(i) Set m'=m—p’(p—2). Then 0<m’<p’ by the assumption. In the

same way as the above proof, we see that
(T4 x)a(L 4 xp*)p=~*
= (LX) {1+ ) *REDED 4 3 pi(1 4 )k DE=DICi())
= (142" {p*(1+y)P~ 1 (1 +)Q'(y) — ¥+ p* 1D, (x)} mod 1+ y?
(by (4.7), (4.6))
= (= Dfp(1+x)"(1+ y)p~ 1+ pk*1D,(x) mod 1 +yP  (by (4.7)),

where C; and D, are some polynomials in x. Hence we have (ii) by (i) of the above
lemma, since m'+ p*(p— 1)< p**1. g.e.d.

Lemma 4.8. (i) 6(a; 0)=0 if a>0; O(a; v)=1if a<p®.
(i) Let a=Ip*(p—1)+p°+m, 120 and 0S<m<p’(p—1). Then

0(a; v+1) = 0(a—p*, p°; 0, v+1) = p'0'(a; v)
for some integer 6'(a; v)=0(a—p*; 0, v, v), and
0'(a;v)=(—1) modp if m2p(p—2).

PrROOF. (i) is clear by the definition (4.2). We see the first equality in (ii)
by Lemma 4.4 (i), and so (ii) by the above lemma. g.e.d.

§5. Proof of Theorem 1.9 forn = p"—1

Now, we study the reduced J-group J(L#(p")).
We have immediately the following lemma from Proposition 1.3 and (1.2).



396 Note on J-groups of Lens Spaces
LemmA 5.1. (i) Jr: K(L'é(p’)) (=K(L"(p")))-J(Ln(p")) is epimorphic.
(ii) The abelian group J(L3(p")) is generated by the elements
o, = Jr(o(s)) = Jr(n?*)—2, 0<s<r,
of (1.8), and has the relations
(5.2) Jr(oo(s)) = (=%, for 0Zs<r, 0<d<p(p-1),
in addition to the Jr-images of the relations in K(L3(p")).

We notice that (5.2) holds also for s=r, since o(s)=(1+0)P"—1=nP"—1=0
by (1.2) and so a,=Jr(o(s))=0 if s=r.

LEMMA 5.3. The following relations hold in J(L4(p")):

(5.4) Jr(c%a(u)?)

= (=) T T 20— 'S o (oni ) (8) unr =)

ipu+1_cpu c

for 0LZu<r, a+ bp*>0, where a,=0 and the coeffiient of a,,,—a, is the
integer 0(a, b; u, v+1) of (4.1).

ProoF. The case b=0. 1t is sufficient to show that
(5.5) Jr(o%) = (=) o+ (=1 X328 0(a; v+ 1) (a4 —2,)
for 0<a< pstl,

by Lemma 4.8 (i) and the above notice, where 6(a; v+ 1) is the integer of (4.2).

We prove (5.5) by the induction on a. If a<p, then (5.5) is (5.2) for s=0.
Assume p’<a<p°*t! and set d=a—p°. By applying Jr to o%—a%(s)= —a4((1
+0)P*—1—07%), (5.2) and the inductive assumption show that

Ir(e) = (=D, = =721 (%) Ir(o#9) = (= D*E7H (=1 (B ),
—(=D*Eeb £t (— 1 ()0 +730+ 1) @ = ).

Clearly the first summation is 0. Hence we have (5.5) by Lemma 4.3 (ii).
The case b>0. We can prove (5.4) by the induction on b, using the equality
g% (u)?=0%((1+0)?*—1)a(u)?~! and Lemma 4.3 (i). q.e.d.

Now, for a given integer n, we consider the integers a; and b, of (1.5), and the
following assumption:

(5.6) nzp—1, 02b,Zp(p—2) for 0<s<r,
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where the condition by < p—2 holds always by (1.5).
LEMMA 5.7. Under the assumption (5.6), the following hold in J(L3(p"):
(1) psTitasy. =0 for 0Ss<r.
(i) prsT i esdra(s, d) = (=D)L Zh preT M ',
k' = k'(d; v, s) = [d[p*(p—1)]—[by/p*(p— 1],

for 0Ls<r and b,<d<b,+ps—1, where o(s, d) € K(L5(p")) is the element of
(1.6) and 0'=0'(d; v, v, s) is the integer of Lemma 4.5 (i).

Proor. (i) By (1.5), (1.6) and the assumption (5.6), we see easily that
o(s, do) = a%0a(s), (do+p*) = p~*~1*e  for do=p(p—1—1.

Hence we have (i) by Theorem 1.7 and (5.2).
(ii) By (1.6) and (5.4), the left hand side is equal to

(_ ])d+1Z§=0pr——s—1+asptz;;(l)6(d’ P', s—t, v+ 1)(°‘u+1'~av)*

In the summation Y%=}, we see that Y 5;23' =0 by Lemma 4.4 (ii) and Y i-l=
—oa, by Lemma 4.4 (iii), and so pr—s~1*esp* 3°r-1 =0 by (i). Hence, by Lemma
4.5 (i), the above one is equal to

(¥) (DTS e, T T G0 (d s— 1, v, 8) (g — ) -

We notice the following equalities, which are seen easily by the definition (1.5):
a, = a,p’ '+ (P = D/(p— D+ [b/p"(p— 1],

(5.8) for 0Zuc<s.
b, = [by/p*(p—DIp“(p—1+b,

By the first equality of (5.8) and the definition of k(d; v, s) in Lemma 4.5 (i), we
see that

a,p'+k(d; v, s) = a,+k'(d; v, s)+ap' —p*),

which is larger than a,+s—v if t>s—v. In the same way, we see a,p'+k(d; v, s)
=a,,,+s—v—1. Therefore (*) is equal to the right hand side of the desired
relation by (i). q.e.d.

LEMMA 5.9. Let t<r. Then, under the assumption (5.6), the relations
td+p)Jro(s,dy=0 for 0<s=t, 0=d<pi(p-1),

which are the Jr-images of the relations in Theorem 1.7, are reduced to the
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relations
pr—r—l*‘asas =0 for 0 é S é t.

Proor. If t=0, then the lemma is clear by (5.2) and Lemma 5.7 (i) for
s=0.

We prove the lemma by the induction on . By (1.5), (1.6), (5.2) and the
above lemma, it is sufficient to show the last relations of the lemma from the
relations

(*) pritasg, =0 for 0Zs<t, pi1fag =0,
(%) Y 4h protTitavtk ey §'(d; v, v, Ha, = 0 for b, <d < b,+p*—1.

Assume that the relations pr~*~!*asq =0 for u<s=<t are obtained from
(*) and (**), where u<t. Then ) ,.,=0 in (**). We consider the integer

do = (I+Dp(p—D—1,  I=[b/p"(p—1)].

Since b,=Ip*(p—1)+b, by (5.8), we see easily that b,<dy<b,+p'—1 and
k'(dy; u, )=0. Also k'(dy; v, )=1 if v<u, since b, < p“(p—2) by (5.6). Fur-
ther, since 0'(dg; u, u, t)=+1mod p by Lemma 4.5 (ii), we see that the relation
for d=d, in (%) and the relations (*) imply p™~*~!*aug,=0. Thus we have the
desired result by the induction on u. q.e.d.

LemMmA 5.10. (i) If b,=<p*(p—2) and s>0, then a,_,#0 mod p.
(ii) b= p(p—2) for 0<s=t if and only if a,#0 mod p for 0<s<t.
(iii) The conditions (1.10) and (1.12) are equivalent.

PrOOF. (i) is shown by the equality a,_,=a,p+1+[b/p*"(p—1)] in
(5.8).

The necessity of (ii) follows from (i), and (iii) follows from (ii).

The sufficiency of (ii) is proved by the induction on t>0 as follows? Assume
that b,<ps(p—2) for O0<s<t and a,_,#0mod p. Then we see that [b,/
P~ Y(p—1)]=<p-—2 by the above equality, and hence b,=(p—2)p""'(p—1)+b,-,
< p'(p—2) by the second equality in (5.8). q.e.d.

By Lemmas 5.1 and 5.9 for t=r—1, we have immediately the following lem-
ma, which is Theorem 1.9 for n=p"—1 by (iii) of the above lemma.

LemMa 5.11.  If (5.6) holds, i.e., if r(n)=r and (1.10) holds, then
J(L3(ph) = 128 Z(p*s) (direct sum),

where the cyclic subgroup Z(p®) is generated by a,.






