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1. Introduction

Consider a linear elastic solid occupying, in its non deformed state, a bounded
three dimensional domain Q with a C*-boundary dQ. Let the medium be fixed
on some part of the boundary and free on the other part. In this paper we
consider the problem of controlling the deformation of the medium by applying
traction forces on a small subset of the free boundary part. Let us denote by
{ui(x, ©)};=1,2,3 the displacement vector at the time ¢ of the material particle
which lies at x={x;};,-; , 3 in the non deformed state. Then ui(x, 7) (i=1, 2, 3)
satisfy the system of equations

o2t 9 duk\ _ o
(L.1) p(x)a—,z—a;@.-“,(x)a—m)—o in 0=2x(0, T)

with initial conditions

(1.2) ui(x,0)=0 in Q,
(1.3) [oui/ot](x,0) =0 in Q
and mixed boundary conditions

(1.4) ui(x, ) =0 on I', x(0,T),
ou* i
(1.5) njcijkl(x)a—x"(x’ t)=g'(x,t) on I';x(0,T).

Here n=(n,, n,, n;) is the outward unit normal vector on 0Q, I'; and I', are dis-
joint relatively open subsets of 0Q such that 0Q=I,Ul,=I',Ul,, L=, nT,
is a smooth curve and Tis a positive number. The coefficients p(x) and ¢;j(x)
are assumed to be C®-functions and to satisfy the following symmetry and
definiteness conditions:

P S p(x) S Pl in © 0<p,=Spu
I(ap/axz)(x)l é p(z) in Q’ i= la 2s 32

cijkl(x) = cklij(x) in Q,
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Cﬁué%} < ¢ju(X)8i6a = ks O<c,=Scy

for any real &;; (i, j=1, 2, 3).

Throughout this paper, all suffixes range over the values 1, 2, 3 and the
usual convention of summing over repeated indices is adopted.

Let Iy be a relatively open subset of I', and we denote by & the set of all
infinitely continuously differentiable functions on I', x(0, T) whose supports
are compact and contained in I'yx (0, T). This space & is called the control
space, and the set of all states [u(T), (0u/0t) (T)] of the solutions of (1.1)~(1.5)
when g ranges over the space & is called the reachable space at time 7. When
the reachable space at time T is dense in a certain Hilbert space, the system is
said to be controllable at time T.

In case the whole boundary is free, that is, I';=¢, B. M. N. Clarke [1]
showed that the system (1.1)~(1.5) is not controllable at a time less than 2T,
and controllable at a time greater than 2T, with constants T; and T, which are
determined by £, p(x) and c;;,(x). (Cf.also D.L. Russell [8] [9].) In this
paper we shall show that the same results still hold even if there is a fixed part
r,.

The author wishes to express his hearty thanks to Prof. A. Inoue for his kind
encouragement and valuable suggestions, and to Prof. F-Y. Maeda for his com-
ments in writing this paper.

2. The existence and uniqueness of solutions

In this section we shall show the existence and uniqueness of a solution of
the initial-boundary value problem

0%y} i} our\ _ . —
2.1 P(x)’gtT - ij(ﬁjkt(")g‘g) = fi(x, t) in 0=Qx(0,7),
2.2) u'(x, 0) = ub(x) in Q,
(2.3) "a—‘;'(x, 0)=ui(x) in @
2.4) ui(x, ) =0 on I'y x(0,T),

du* _ i
(2.5) ”jcijkz(x)gx—l(x; 1) =gi(x,t) on I',x(0,7),
following the lines of [2], [3] and [4].
First we introduce some function spaces on which our problem is considered.

Let us denote by H!(Q2) the Sobolev space of order I, and by K(Q) the closure in
HY(Q) of the space of all u each of which belongs to C*(Q) and vanishes in a
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neighborhood of I';\UL. The Gothic types LX), H(Q) and K(2) denote the
product spaces L?(Q)3, HY(Q)? and K(Q)3 respectively. For an element u(x)
in L%(Q), H(Q) or K(Q), ui(x) (i=1, 2, 3) denotes the i-th component of u(x).
For a Banach space X, £4(X)[0, T] means the Banach space of k-times con-
tinuously differentiable X-valued functions in 0<t<T. For u,veL%Q) or
L*(Q), (u, v) means the inner product in either of these Hilbert spaces.

For simplicity let us put as follows:

u 0
v = Ou/ot, U=[ }, F=[ :],
v f

0
Ay = —Q—<Cijk15x—l>a 4= (Aik)i,k=1,2,3,

0x;
[ 0 1 :l
o = .
p~'4y O

Then equation (2.1) is written as

d

(2.6)

By means of K(Q2) we define the boundary condition (2.5) in the weak sense
as follows:

DErFINITION 2.1. Let u(x) e H(Q), Au(x)e L*(Q2) and g(x)eL*(T,).
Then u(x) is said to satisfy the boundary condition

ou* P
(2.7) njc,-jk,—a— =4 Weakly on FZ’
X1

if it satisfies
_ - out 09\ _( .
(Au, ¢) = <cijkl ox,’ 5xj> Sr;g ¢dsS
for any ¢ € K(Q).

We shall prove

THEOREM 2.2. Let g(x, ) e CX(I'; x [0, T])? and f(x, t)e £AK(Q)) [0, T].
Then for each [uy, u,]e K(Q)x K(Q) which satisfies AuyeL*(Q) and the
boundary condition njc;;[0uf/0x,]1=g'(x, 0) weakly on TI,, there exists a
unique solution u(x, t)e 8{(K(Q))[0, T] n £*(LX(R))[0, T] of the equation
(2.1) satisfying (2.2), (2.3) and
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ou* 1y = gi(e) klyonT
njcijkl—a‘g‘() =gX weakiy on 1 ,

for each te (0, T).
It is easy to construct a function #(x, £)€ C*(2x (0, T))? satisfying
i(x,t)=0 on I';x [0, T]

and

" _
”jcijkz%;—l =g' on I,x[0,T].

Denoting u=14+v, we have only to solve the problem

p ik 9 ov* > =Fi in Q,

—— —— c 9 —
atz an ijkl axl
where

Fi=- (P%zgi - a%j(ﬁjkt%)) +/h

u(x, 1) e SHK(Q) [0, TINEHLX Q) [O, T1,

(2.8) n,-c,-,-,‘,g—f:(x, t) =0 weakly on I', foreach te(0, T),
1

v(x, 0) = vo(x) in Q,

[ov/ot] (x, 0) = vy(x) in Q,

where

vo(x) = up(x) — i(x, 0),

v,(x) = u,(x) — (i/d1) (x, 0).

Now let us solve the problem (2.8) by the semi-group theory. Let 5# be the
space K(Q) x L*(Q) with the inner product

- out  0Oul
(U, Uy)» =(P lcijkz%ﬁ, ?%) + (vy, 03) + (uy, uy)
and resulting norm |U,| g =(U,, U)s!/? for U,~=lill:."]e.9f (i=1,2). By the

13
positive definiteness conditions on c;;,(x) and p(x), the norm |- |4 is equivalent
to the standard one in H!(Q) x L%(Q2). Let us define the domain of «# as follows:
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(2.9) D(&) = [U= [u}
v

Then . is a linear operator in 2.

boundary condition njc;,(u*/0x;)=0
weakly on I',.

u, ve K(Q), Au e L*(Q), u satisfies the ]

LeMMA 2.3. There exists a positive constant c; such that for any Ue
D(=)

(2.10) (LU, D)g| < (c1/2)|U] 2
u v
Proor. If U=[ ileD(.sz(), then /U= .
v p~1Au

Since u, p~lve K(Q) and u satisfies the boundary condition njc;;(u*/0x;)=0
weakly on I,

(U, V) = (P v s Goem) + (0, + (07w, 0)

i k
= (P“’Cijkrg;—;, g—ux;) + (v, u)

(cukl 3.1; ’ ax (P_l”k)>

= = (g, (o)) + .

Noting that |0p~!/dx,| £ p3/p?, we obtain
(U, U)g| C'|u|nl(ml”|u(n) < C”(l“l%ll(n) + |U|i2(n))
<9|U|%.
LeMMA 2.4. For any real A such that |A|2c,, the estimate
(2. 11) (A — &)Ul 2 (1A — ¢))|U|»
holds for any U € D(«).
ProoF By Lemma 2.3
I(AI — )Ul% 2 2|UI% — 214 (U, U)s|
2 (A2 = ey [U1%
2 (14l = e)*Ul%.
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LEMMA 2.5. There exists a constant ¢, such that for all real A satisfying
|Al=¢,, AI— o is a mapping from D(Z) onto .

REMARK. By Lemma 2.4, such A belongs to the resolvent set of .« and
I(AI = 2£)™ 1| =(|A] —¢;)~" holds.

PrOOF OF LEMMA 2.5. Take F=[ {; ] € s and consider the equation
(Al — &)U =F.

If U=[ Z }, then this equation is equivalent to

Mm—v=f
(2.12)
—plAu + v =g.
By substituting the first relation in the second equation, we have
(2.12) — Au + pA?u = pg + Apf.
Let us put
= ot oy ) 2
2.13) BL9, Y= (i gl ) + 72008, )

for ¢, Yy e K(Q). Then for A#0, B is a coercive bilinear form on K(Q), that is,
there exists a constant 6 >0 such that B[¢, ¢]1=06|pl%1(q) holds for any ¢ € K(Q).
By Lax-Milgram’s theorem there exists a unique function u in K(Q) satisfying
Blu, $1=(pg +Apf, ¢) for any ¢ e K(Q). In particular, taking ¢ in CP(RQ)3,
we obtain the equality

—Au + Apu=pg+ Apf in Q
and also Au=—pg—Apf+A2pueL*Q). Thus we have, for any ¢ e K(Q)
= (Au, ¢) + A*(pu, ¢) = B[u, ¢].

Hence
- - ouk 0¢'
(4u, ¢) = (cijkl ax; " 6xj )

This equation means that u satisfies the boundary condition

ou*

ax, 0 weakly on I,.

R;iCijr
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Put v=Au—f. Then ve K(Q). Thus U=[ zl: :]e D(&) and (Al — «#)U =F holds.

Now in order to apply the semi-group theory, that is, the theorem of Hille-
Yosida, we have only to see that D(«) is dense in #. This will be proved in the
following two lemmas.

LEMMA 2.6. For any uye C®(Q)® which vanishes in a neighborhood of
T'\\UL, there exists a sequence of functions {u,(x)} in H*(Q) satisfying the
following conditions.

(i) u,=0 on a neighborhood of T, UL,
(ii) njc;p(Ouk/ox;) =0 on I,

Qi) w,—u,  in HYQ),

(i) u, —uoe HYQ).

ProOF. Let Q, be a domain with smooth boundary such that it is contained
in Q and contains the intersection of the support of u, with Q and there exists a
neighborhood of I'; U L disjoint from Q,. Now take fe C*(Q,)3, and consider
the boundary value problem

A¥Au +u=f in Q,,
ou* _

U =u, on 0Q,,

where A*=the formal adjoint of A (=A4). Choose iie C®(Q,)?® such that
n;c; ;[ 0i*[0x,]=0 and di=u, on 0Q,. Then the solution of (2.14) is of the form
u=1i-+v with a solution v of the problem

A*Av+o=f—(A*A+ i in Q,,

(2.15) neiud =0 on 0Q
. 1 jlijkl 6)61 0
v=0 on 09Q,.

Because of the ellipticity of the boundary value problem (see e.g. [7, Chapitre
2])

[ Au=f in Q (feL¥Q))),

Oou*
niciixg—+—=0 on 0Q
Jvijkl 0
Ox,

the inequality
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[l 200y = const. (|Au| g2y + |UlL2(00))
holds for any u € H(Q,). Hence the bilinear form on H3(Q,)
a(u, U) = (Au, AU)LZ(QO) + (u, v)LZ(no)

defines a norm equivalent to the standard H2(Q,)-norm. Let H3(Q,)’ be the
adjoint space of H3(Q,). Since f—(4*A+1)ieC®(2,)} = H}RQ,), there
exists a unique function veH3(Q,) such that a(v, ¢)=(f—(4*A+1)i, ¢)
holds for any ¢ € H3(Q,). Taking ¢ € CF(Q,)3, we see that v is a solution of
(2.15), and hence u=idi+v is a solution of (2.14). Moreover, since a(¢, ¥)=
((A*A+1)¢, ¥) for any ¢ € CP(Q2,)? and € H3(Q,), we obtain

lu — (@ + P20y < calv — ¢, v — ¢)
=c(f— (A*¥4 + il — (A*4A + 1)¢, v — @)
S ol f — (4*4 + Dit — (A4*4 + Ddlaz a0y
X |0 = ¢laaqq) -
Thus
(2.16)  |u— (@ + P)lmzao < clf — (A*A + Dii — (4*A + Délazao) -

Now, & —uye HYRQ,), since #—uy=0 on 0Q, Therefore, we can choose ¢,,
€ CF(Q,)® (m=1, 2, 3,...) satisfying

- 1
(2.17) |¢m+“_uo|nl(no)§m-

Furthermore, there exists f,, € C®(2,)3? such that
[fn = (A% 4 + 1) — (44 + Dyl myaor < .
Now, let u,, be the solution of (2.14) with f=f,. Then we obtain by (2.16)
(2.18) = (i + b) | 200 < 5y -
Extend u,, to Q by setting 0 outside Q,. Then u,, belongs to H?(Q,), since
n;c;ju[0uk/0x,] = 0 on 09,
and

u,=0 on QNI
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Thus (2.17) and (2.18) imply that

|t — “o|nl(n) = |u, — uo|m(ng)

IA

[t — (F + )2y + 18 + D — Uolmi(ag)

IIA

<

"

Condition (iii) follows from this inequality and it is easy to see that condition
(iv) holds from the fact that u,, satisfies the boundary condition u,,=u, on 0Q.

LemMA 2.7. D(&) is dense in .

Proor. For each uyeC®(Q,)® which vanishes on a neighborhood of
T'y\UL, let us take the functions u,, obtained in Lemma 2.6. Let iie C*(Q)3
be a function satisfying @i =u, on 0Q and n;c;;,[0i#*/0x,]=0 on 0Q. Then each
u,—1i belongs to H{(Q)NH?*Q). Hence we can take v,,eCF(Q) (n=1,2,...)
such that v,,—u,,— i as n— oo in HY(Q). If we put w,,=i +v,,,, then w,, belongs
to C*(2)3 and

owk
W, = Ug On 39, njcij“?x_'r =0 on rz,

w,—>uo in HYQ).
In view of the definition of K(Q2) and D(«¢), this completes the proof.

By the preceding lemmas, we can apply the semi-group theory and com-
plete the proof of Theorem 2.2 as follows.

In the equation (2.8), F(z):[ F(g /p] is in D(w), E(t), #E(t) are in
&%s#) [0, T] and Vo=[: zfl’] is in D(«Z). By the theorem of Hille-Yosida (see
e.g. [11, Chap. IX]), there is a unique solution V(t)=[ gg%}eD(&l)f\é’,‘ (%)
[0, T] of the equation
(2.19) Ly@)=av() + F@) in 0<t<T,

with the initial condition V(0)=V,. The equation (2.19) is equivalent to (2.8).
Since #=0v/dt and the weak boundary condition holds, we see that v(x, ) is the
unique solution of (2.8).

THEOREM 2.8 (the energy inequality). Let u(x, t) be the solution obtained
in Theorem 2.2 with g(x, t)=0. Then the energy inequality
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[u(Ol 10y + 1[0u/0t] ()| L2(q)
T
< D) ([ + 10U/ Olzacar + | 1FOlaads)

holds for any 0<t<T, where C(T) is a constant not depending on t, u(x, t) and

f(x, t).

Proor. If we put V(f)= u(?) and F(t)= 0 , by Lemma 2.3
[0u/0e](8) f@®lp
it is easily seen that

LV O3 =2V @), LV )2 =200), V@) + F0)e
< lVOl% + 2VOLAFOL
and from this it follows that
VOl S (VO + [ el F(s) o ds
Hence
[W(Olrcay + 1[04/ Ol

< D) (1uO)aeon + L0/ Olisiar + . 1/ ascards)-

3. The domain of dependence inequality

In this section we show the domain of dependence inequality. Our method
of the proof is due to C. H. Wilcox [10].

THEOREM 3.1. For vy(x) € K(Q) and v,(x) e L*(Q), let v(x, t) be a solution
in ¢NK(Q)[0, T]n AL (Q))[0, T] of the initial-boundary value problem

0%v _ , _
{p—aZZ——AU—O in 0=Q x (0,T),
3.1) ) v(x, 0) = vo(x) in Q,
|
l [ov/ot] (x, 0) = v,(x) in Q,
njc;iu[0v*/0x,](x, t)y =0 weakly on I', for each te(0, T).

Then the following inequality holds:

ovt\? vt vk
g“"("0)"9{’)<—a.t_> + cijkl—ax—j a—x—l_} I'=udx
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| avi>2 ovi o }‘
< ov’ o ovt Ovt |
= Ssr+cx|r1—to|(xo)n.ﬂ{p( ot + Cijkr 6"1’ 3x, ‘_todx

Jor 0=t,, t,<T. Here
Si(x0) = {x e R?||x — xo| £ 1},

C% — sup ukl(x)"irlké él — {fER3| |£I — 1} .
xeQ &,nel (x)
Proor. We consider the case ¢, >, because in the case ¢, <t, the inequality
is proved in the same way.
Let us denote

Q,=8,(x0) N 2, Qo= Srsc¢t1-10(X0) N 2,

V =the subregion of the cone {(x, )| |x — xo| < cqlt — t; — (r/c))I}
bounded by Q, x {t =1t,}, Q; x {t =1t,} and 0Q2 x (0, T).

If we put Y(x)=cili(r—|x—x,l)+1t,, then V={(x, ) e QY(x)—1t>0, t,<t<t,}.
Let us put ¢(x, 1)= ;Y (x)—1t) with ¢;€ C*(R') such that ¢,(7)=0 for 1< -9,
¢s(t)=1 for 120, ¢5(1)=0 and 0= ¢s(t)<1 for all Te RL. If §>0 is sufficiently
small, then ¢@(x, t) is in C®(Qx[ty, t;]). Multiply the equation p[d%v/0t?]
—Av=0 by ¢[0v/0t], and integrate over Qx(t,, t;). Because ¢[dv/ot]e
6UK() [0, T] and njc;jj,[0v*[0x,]=0 weakly on I', x (0, T),

20 o) ple
Snx(ro,n) P or? Av )¢ ot dxd

1 0 ov'
Sﬂx(ro,ll)? Wl:p( ot ) ]¢dxdt
ok 0 ov?
+ SQX(to,tl)cU“ axz Wj<¢w)dxa't
_ 1 0 ov'
- SQX(to,n)? _at—[p( ot ) :|¢dth

1 0 ok vt
+ ng(,o,,l)_Z— ?t—-[c'.jkl 0x, 0x J :Id)d dt

0

I

+ SQX(to,u)cij“ 6x, ax,- ot
l avk avt t=t;
S [ ( )+ g dx; Ox, :|¢],=,odx

_ 1 ovh\? ovk dvt Jo¢
—Z-S,Qx(go,tl)[p(-a_t) + c”“ 3x, 5xj ] 6t dxdt
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ovk dvt d¢
+ Sﬂx(to,ll)c“.kl ax, —at_ axl

By the definition of ¢,

{pdy — cijklnjnl}éiék =0 forany ¢=(¢,, &, &) eRE,

where  n;=0y/dx;= —c7!(x;—xo;)/|x—Xo|l. By substituting &;=0v’/ot,

inequality

ovt\? > ovt ovk
P( o1 ) = CujMiM 5 5

holds. Since 0¢/0x;=n ;¢ and d¢/ot= —¢;, we have

_ ov ov* 0¢ ovk dvt ¢
|:p( 7 jI + 2¢

Cijhi g 0x; 6x 2 ot
ovi\2? ovk ovt ovk ovt ,
= |:P —5t—_> + Cijrim— dx; Ox; ]¢a + 2¢; 1 av 7 —n;Ps

ot Wk 9x, Ot 0x;

ovt ovk ovk ovt ovk ovt ]
> o . Ny Cs iy g el 2
=¢"[C”“”J”' o ar T gy, g TGN B,

= 4’36‘:“:(% +n (3';; (av' e ) 0.

Therefore

ovi\? ovk  dv! =ho <
&J:P(W) + Ciju 0x, axj ]¢'r=todx =0.

the

As 6-0, ¢(x, £)=d;(Y(x)—t)—xy, the characteristic function of V, boundedly.

Therefore

o0vi\2 ovk o'
S.ﬂl:p a—t) +Cijkl ax; axj J¢|t=tvdx

vt ovk vt _
-»Sm[p 7[) + Cijri—5— ax; 0%, }L tvdx (v=12).

This implies

Ny R
ijkl 6x, axj t=to

S [,,Qv_”
Qo

)
SNECIREIE % 1
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4. Non-controllability at a short time

Let I, be a relatively open set in 09, contained in I',, with smooth boundary.
To state the definition of controllability precisely, we introduce the energy space
Hg(Q). It is the space K(RQ)x L?(2) with the inner product

i k
([u, w1, [v, 0'D)p = (pu', v') + (””“%:T’ )

for [u, u'], [v, v'] € K(Q) x L%(Q2). By the definition of K(Q), it is easy to see
that |-|g=(-, -)gV/? defines a norm equivalent to the norm in K(Q)x L%(Q).
Let

F = {feC=(I'; x (0, T))*| suppf =T, x (0, T)}.

By Theorem 2.2, for given fe & there is a solution u(x, t) in &}(K(2))[0, T]
n ¢4(L*(Q)) [0, T] of the initial-boundary value problem

p%}”—Au=o in 2x(0,T),
4.1) n;ciju[0u*[0x;] (x, t) = fi(x, t) weakly on I', for each 1€ (0, T),

u(x,0)=0 in Q,

[ou/ot](x,0) =0 in Q,

where A=(2(cunigl;) umr2s Then [u(), @uio) (9] EXHK@) [0, T
We define the reachable set R, by

(4.2) Ry = {[u(T), (3u/d)(T)] |u: solution of (4.1), fe F}.

DEFINITION 4.1. When the reachable set Ry is dense in Hi(Q), the system
(4.1) is said to be controllable.

THEOREM 4.2. For [g, h] € D(&Z), let v(x, t) be the solution in &1(K(Q))[O,
T]n eX(L*(R)) [0, T] of the initial-boundary value problem

v Ap = . -
p—a_tz—— v=0 in Q:QX(O,T),
U(x, T) = g(x) in Q’

(4.3) %;—(x, TY=h(x) in @,
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v(x, 1) =0 on I' x(0,T),

k
njc”"'_gfc—,(x’ t) =0 weaklyonT, for eacht € (0,T).

Then [g, h] € R} (=the orthogonal complement of Ry in Hi(Q)) if and only if

9.
ot

=0 almost everywhere on Iy x (0, T).
ProoF. Let u(x, ) be the solution of (4.1). Then
(4.4) ([g, k], [w(T), (6u/ot)(T)De

_ v ou’ ovt  Ouk \|*=T
N SQ(th_ 7 + Cijkl axj 6x, )lt=0dx

and

g {gl; P a:z _Au> <p iz _Av> g;‘ }dxdt

_ ovt dut |*=T ov Ju
= SQPW—E t=0dx g <W Au + Av- > dxdt.

Since du/ot, dv|ot € £A(K(Q)) [0, T],

SQ(—GE Au + Av- —)dxdt

_ ouk 92! v
—Sc'f“ax s atd xdt — S“x(o’nf P 4sar

ovk *ul
+S c”kla.l;' % atd xdt

K pi |t=
_ SQC‘J‘“ ou* v !‘ Tix — S f- 9 gsar.
2%(0,T)

6x1 an t=0 at
Hence
_ ov' Ou! ovt Quk \|*=T . ov
*5) 0= S (P ot ot t Gk gy ax Ox, )lgodx Sr,x(o,r)f Wdet
Thus by (4.4) and (4.5)

@6) (g, H, W(T), @ufon) Tz = f-Srasar.
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Hence [g, h] belongs to R% if and only if

dv _
(4’7) f’7ﬁ~d5¥h =0

gfzx((),T)

for any fe #. Because 0v/0t is in £AK(Q))[0, T], the trace (dv/dt)|r, is in
&ULAXT,). Thus 0v/dte LA, % (0, T)), and hence (4.7) holds if and only
if 0v/0t=0 almost everywhere on I'y x (0, T).

To state non controllability, we introduce some notations. Put

2 = sup CumMMEE 5 _ (reR3| (€] = 1)

&her p(x)

as is defined in Theorem 3.1 and

¢2 = inf Cijkz(x)’?iﬂkfjfz .
s P

For (x,, to) € @, put
Ki(xo, to) = {(x, )eQ x [ty, Tlc,(t — to) — |x — xo] £ 0},
K3(x0, to) = {(x, )€ Q x [to, T1lea(t = to) — Ix — X0l Z 0},
K7 (xo, to) = {(x, )€ Q x [0, tolley(t — to) — Ix — xo| 2 0,
K3(xo, to) = {(x, DeQ x [0, to]les(t — to) — Ix — X0l £ 0},
and for G= Q, put

Ki(G; t)) = N Ki(xo, to), Ki(G;to) = N Ki(Xo, o),
x0eG x0eG

K3(G; tp) = U K3(xo, to), Ki(G; to) = U K3(xp, tp),
x0€G x0€G

M(G; to, ty) = K3(G; to) N K3(G3 ty),
N(G; to, 1) = K1(G3 10) U K5(G3 1,),
Ty = inf{t; Q1) n Ki(I'o; 0) = ¢},
T, = inf {t; Q(t) = K3(I'¢; 0)},
where Q()=Q x {t}.
THEOREM 4.3. At any time T <2T;, the system (4.1) is not controllable.

Proor. If T<2T;, then the interior in @ of the projection of J(T/2)=
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QT/2)nN N(Ty; 0, T) to Q is not empty. Choose [vy(x), v4(x)] € Hg(2) N D(=)
such that |[v,, v,]|z#0 and {the support of [vy, v;1} x {t=T/2} is contained in
J(T|2), and consider the problem

0%v
P oz

—Av =0 in Q
v(x, T[2) = vo(x) in Q,
4.8) ( (0v/ot)(x, T[2)=v,(x) in Q,

v(x,1)=0 on I'; x(0,T),

n;c;ju(0v*[0x;) (x, t) = 0 weakly on I', for each te(0, 7).

Since the solution v(x, t) of (4.8) satisfies the equality

0= (oG~ 40 )

=0 1¢ 0v a_">+<c.. oot __azvi)
a 2\Par "o 1k G, * Ox 0t

_10 2
—77[[0, ov/ot] |3,

the energy equality: |[v(f), (Ov/0t) (©)]|g=|[ve, v1]1lg7#0 holds for any te[0, T].
By Theorem 3.1, the domain of the influence of the energy does not intersect
M(Ty; 0, T) and thus dv/0t=0in M(I'y; 0, T). Since M(I'y; 0, T)>TI'y % (0, T),
0vfot=0 on I'yx(0, T). If we put g=v(T) and h=(0v/0t)(T), then [g, h]
belongs to Rt because of Theorem 4.2. Since |[g, h]lz=|[vo, v1]|Ig#0, Ry is
not dense in Hg(Q).

5. Controllability at a sufficiently large time
To prove the controllability, first we solve the problem (4.3) for arbitrary
[g, h]e K(2) x L¥(Q).

THEOREM 5.1. For any [g, h] e K(Q) x L*(Q), there exists a unique solu-
tion v(x,t) in SAK(Q)[0, T]n e{L*(Q)[0, T] n ¢X(K(R))[0, T] of the
initial-boundary value problem

pgf—Av—O in Q,

ox, T)=g(x) in
(5.1) [6v/ofl(x, T)=h(x) in 2,
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o0t o9t

LR G O,

— <Av, ¢> =<c atany te (0, 7T),

for any ¢eK(Q),
where < , > denotes the duality between K(Q)' and K(Q).

Proor. By virtue of Lemma 2.7, there exist [g,, h,] € D(«), n=1, 2,...,
which converge to [g, h] in K(Q) x L?*(Q). Let v,(t) be the solution in &!(K(Q))
[0, T] n €2(L*(Q)) [0, T] of (4.3) with g=g, and h=h,. By Theorem 2.8, v,(¢),
n=1, 2,..., satisfy the inequality

(5.2) [04(8) = V(O] 20y + [(0V,/30) (£) — (00,/08) ()] L2(y
S CT)(19n = gmlmr@y + 17y = hplp2g)) -

Thus {v,(#)} is a Cauchy sequence in &?(K(2)) [0, T] and {(0v,/0t) (£)} is a Cauchy
sequence in £(L*(R)) [0, T].
Since v,(?) is the solution of

v,(2) v,(2)
(5.3) dt | ov = o
ot () o @®
with the initial condition
v (T) | | ga
avn = mn Q,
ot (T) h,
it follows that
v,(2) Gn , v,(s)
(5.4) o=l |+ S | 5 |ds.

ot ® h, T ot (s)

Let v,(f) converge to v(t) in &(K(2))[0, T] and (dv,/0f)(t) converge to w(r)
in £Y(L*(Q))[0, T]. Since v,(t)—v,(?) is in D(«7), the equality

)

holds for each te(0, T) and ¢ € K(2). Noting that the topology of K(Q) is
induced by the H!(Q)-norm, by this equality we have

(55) = (G0 = 040 ) = (eiuz2-04O) - vh@), G2
J

| 4C(0) = v k@ S T, leiazn (050 = 050) | xaca)
tsJ 1

< const. [v,(8) — vu(Dlx(@)»
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where const. is a constant not depending on ¢, n and m. Thus {4v,} is a Cauchy

sequence in £9(K(Q))[0, T] and converges to Av(f). Passage to the limit as
n—oo in (5.4) gives

oo )L P
(5.6) - +S ds.
w(t) h T p~1Au(s)

t
Since { v :| is in €2(L3(Q))[0, T] x £9(K(Q)") [0, T], the equation (5.6)

p~1A4v(2)
yields
d|"? pw .
”7{ , }[ _ AJ in EYLAQ)[0, T1x SAK(2))[0, T]

u(T) g

with [ J=[ :‘ This means that v(¢f) is in £1(L%(Q))[0, T] n 2(K(Q)")
w(T) h

[0, T] and satisfies the equation

0%\ _
Pw(t) = Av(?)
with the initial condition v(T)=g, (0v/0t) (T)=h.

Passage to the limit in (5.5) proves that v(?) satisfies the weak boundary condi-
tion

G.7) <Av(t), p> = (c”k, S, ¢ atany te (0, T),
for any ¢ € K(Q).
LemMA 5.2. Suppose u(x) € K(Q), Au(x) € L%(Q) and
(Aua ¢) =( Cijkl 3 — 6)6 ’ ax ) for any ¢ € K(Q)

Then u(x) belongs to H?,(Q2—L).

ProOF. Let us take any ¢eC=®(Q)® such that (supp¢)ndQcr, (v=1
or 2). Then

k Oou*
A(¢u)' _6 ( Cijki (3 >+ a@;ﬁ) Cijkl gt; + wai Cijki al;'>

Therefore A(¢u) belongs to L%(Q). Because the trace of u on 0Q vanishes on
'y, pu=0 on 0Q if v=1. By the ellipticity of A, ¢u belongs to H3(Q) if v=1.
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If v=2, then u € K(Q) satisfies the boundary condition

d(¢u*) ¢

—_ k
=n;c;; u on 0%Q.
0x, JTHk 5,

niCijki

gf u|,o € HY%(0Q), ¢u belongs to H?(Q) by the ellipticity of A4
1

(see e.g. [7, Chapitre 2]). This completes the proof.

Because n;c;;y,

Let S be a surface in four dimensional space-time defined by
S={(x, De R} x R}|¢(x, 1) = 0},

where ¢ e CY(R3? x RY).
If the matrix

A(x, V @) = (p(0¢/0t)*6, — Cijkl(a¢/axj) (a¢/ax1))i,k= 1,2,3
is uniformly negative definite, i.e., there exists a constant 6 >0 such that
(Ax, V), § = —6l¢)*  forany CeR?,

then the surface S is called uniformly time-like. If det A(x, V ¢)=0 for (x, )
€ S, the surface is called characteristic. Here d; is Kronecker’s delta.

From now on we suppose that 0Q, p(x) and c;;(x) are analytic. We state
a result due to F. John [5] without proof.

LemMmA 5.3. If (X, f) lies in the interior of M(I'y; to, t;)([to, t;1<= [0, T]),
then there is a family of uniformly time-like surfaces S, (0<A<1) with the fol-
lowing properties:

(i) S, is a compact subset of a relatively open analytic three dimensional
surface.

(i) S; varies analytically with respect to A: 011,

(iii) S,=M(Iy; ty, t;), 0SAZ1, and S, is a subset of the interior of I'y
x [0, T].

(iv) IfO0=<AZ1, then Sy US, is the boundary of an open subset D, of M(I;
to, t1) and (X, t)e D,.

LeMMA 5.4. For the solution v(x,t)e &{(K(Q))[0, T]n &2(L¥(Q))[0, T]
of (4.3), v(x, t)=0 almost everywhere in I'qX[ty, t,] if and only if v(x, £)=0
almost everywhere in M(Iy; to, t,).

Proor. The sufficiency is clear by taking the trace of v(x, t) on I'y X [t,, ,].
For every interior point (X, 7) of M(I'y; t,, t,), let us take the family of time-
like surfaces S, stated in Lemma 5.3, and consider the problem
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02z _

with the conditions
(5.9) z=0, (pvioy — vjvlcijkl)azk/av =p on S, 0sy=1,

where v=(v, v, v, v3) is the outward unit vector on S, and p‘ are analytic
functions. Conditions (5.9) uniquely determine all first order derivatives of z
on S, and

dz/ot =v,(dz/dv)  on S,
dz/ox; =v{dz/dv) on S,

(see [6, p. 196]). Since p(x), c;;(x) and S, are analytic and S, is non-charac-
teristic by assumption, the problem (5.8), (5.9) is uniquely solvable in some neigh-
borhood G, of S, which does not depend on p* by Cauchy-Kowalevski’s theorem.
We have G, oD, (which is stated in Lemma 5.3) for sufficiently small y,>0.
For y, 0<y<y,, We can perform integration by parts in the following by virtue of

[ 1o (p 55— 42) - (p G — av)ldxa
-

{PU”: = niCijuV 5 — (pzn, = Cijuaz’ ot )}dS
So 3t Jtij i ax,

(5.10) 0

0z i z"_ Ov iav">}
+gsy{pvv, a0 ViCikt ox, <pzv,a—t ViCijiZ ox, ds

vk
= . ) i
Sso nJC”“Z axl ds

ozk . 0 ; Ov¥
+ Ssy{(pvtzaik_vjvlciikl) azv vt = (pzv,-—a% = ViCiju?’ 62, )}dS’

where n=(n,, n,, n,, n;) is the outward unit normal vector on S,, since v=0
on S,. The trace on S, of n;c;;,(0v*/0x,;) vanishes because of the weak boundary
condition. On S,, z=0 and (pv?0;—v;v,c;jx)0z*/0v=p’. Thus we have the
equality

(5.11) g p-0dS=0
Sy

for any analytic function p. Therefore v(x, t)=0 almost everywhere on S,
for any 0<y=<y,. We conclude that v(x, )=0 almost everywhere in D,
Now let I be the largest interval of [0, 1] including 0 and having the property
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that v(x, t)=0 almost everywhere on S, if LeI. It is clear that I is a closed non-
empty interval. Using the same argument as above, we can see that I is open.
By the connectedness of [0, 1], I is identical to [0, 1]. Thus v(x, {)=0 almost
everywhere in M(Iy; to, ;).

THEOREM 5.5. Let 02, p(x) and c;j(x) be analytic. Then at any time
T >2T,, the system (4.1) is controllable.

Proor. For any [g, h]e K(Q)x L*>(Q) we can take a sequence {[g,, h,]}
in D(&) which converges to [g, h] in K(Q)x L3(Q). Let v,(x, t) (resp. v(x, t))
be the solution of (4.3) (resp. (5.1)) with the initial condition [g,, h,] (resp. [g, h])
and put

(5.12) wy(x, t) = S;vn(x, s)ds,
(5.13) w(x, 1) = S;v(x, s)ds.
Then

(Ow,[0t) (x, ) = v,(x, 1), (Ow/[Dt)(x, t) = v(x, 1)
and
wi(x, 1), w(x, )e&HK(R)[0, T]1n &A(LARQ)) [0, T].
By (4.6) in the proof of Theorem 4.2, for the solution u(t) of (4.1),

G.14)  ([gm ), [u(T), Qulot) (T)]); = S £-90n asar

rax(,ry Ot

2

dsdt =S 9 isar.

0w,
W, V)
rax,1) " Ot

Srzx(o,r)f' or?

Passage to the limit as n— o0 in (5.14) gives

- L9
(19 (Lo AL (D), Guian@De = w-SL asa
Note that the convergence of the right side in (5.14) follows from the fact that
w,(x, t) converges to w(x, t) in £1(K(Q))[0, T]n &2(L*(Q)) [0, T].
Hence, if [g, h] € R+, then

°f -
w53 dSdt =0  forany fe &£.

STzX(O.T)

This means that (0?w/dt?)(x, t)=0 in the distribution sense on I'yx(0, T).
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Because w(X, )l r,x0,r) € §FH(HYI',)) [0, T], there exist functions a;(x) and
a,(x) in L*(I'y) such that

(5.16) w(x, t) = a;(x)t + a,(x) almost everywhere in Iy x (0, T).
For a small positive number §, we consider the second order difference
(5.17) w(x, t) = w(x, t + 20) — 2w(x, t + J) + w(x, t)
in Qx [0, T—24].

Then W(x, t)e #L(K(Q)) [0, T—256] n £2(L*(Q)) [0, T—20] satisfies the follow-
ing:

0w

Pl — AP =0 in Qx(0,T-29),

(5.18)

P oWk 0 ~
(5.19) (4w, ¢)_<cijk,_axl,ﬁaxj> atany ze (0, T — 26),

for any ¢ € K(Q),
(5.20) w(x, )=0 on Iy x (0, T—26).

To prove (5.18), it is enough to observe that

G @ = Aw@®) = p %00 = | v(s)ds
= [(p G5 = a0 )ds + p 5T

_ _0v
—P—aT(T)-

Here the integrand belongs to &9(K(Q))[0, T], so the integral is considered
with respect to the topology of K(Q2)'. The equality (5.19) is shown by the follow-
ing: for ¢ € K(Q),

AS;v(s)ds, ¢> = S'T <Av(s), ¢>ds

- [ o 220 2t = (e 0, 42,

(5.20) follows from (5.16). By applying Lemma 5.4 to this function Ww(x, ?),
we see W(x, £)=0 almost everywhere in M(I'y; 0, T—20).
If T>2T,, there are ¢>0 and § >0 satisfying

— (4Aw(1), ¢)
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(5.21) Q x [T)2—¢ T|2+&] < M(Io; 0, T 25).

Since W(x, £)=0in Q@x[T/2—¢, T/2+¢], w(x, t) is a polynomial in ¢t of degree
not greater than one with coefficients in K(Q). Differentiating w(x, t) with
respect to t, we see that there exists a function #i(x) e K(Q) such that

v(x, t) = #(x) in Qx[T/2—¢ T/2+¢].

Thus (0v/0t)(1)=01in Qx[T/2—e, T/2+¢]. By the equation

— Ay = in Qx (0, T),

we have the equality Av(t)=0 in Qx[T/2—e, T/2+¢]. Since v(t) satisfies the
weak boundary condition

k i
— <Av@®), ¢p> = <c,-j,‘,g—fcl-(t), gf ) ateach te (0, 7),

i

for any ¢ € K(Q),
<c”k, O, ®, 6¢ ) 0 foreach te[T/2—¢, T/2+¢€].
Therefore for any te[T/2—e¢, T/2+¢]
_( 0v 0dv vk dvt )\ _
[[v(®), (Gv/o)()]| g = <P7t', —87-) + (Cijkl’a‘l" 7&7> =0,

and hence by the energy equality, which is stated in the proof of Theorem 4.3 for
[g, h]e D(«¢) and is obtained for any [g, h]e K(Q)x L*Q) by taking a limit
of convergent sequence as in the proof of Lemma 5.1,

1L, Ml = [[o@, 0 || =|[e@. 80 ]| =o.

This means that Ry = {0}, that is, Ry is dense in Hg(Q).

REMARK 1. It is possible to obtain the same results for the case where the
space-dimension is more than three.

REMARK 2. If the system is controllable at time Tj, then it is controllable
at any time T greater than T;. In fact, by applying no traction forces for the time
T—T; we can attain the zero state at t=T— T, and after this time the system is
controllable at T;. This means that the system is controllable at t=T. From
this it follows that there is a certain T, (2T, £ T, <2T,) such that the system is
not controllable at any time less than T;, and controllable at any time greater than
To-
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