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On confidence regions in canonical discriminant analysis
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1. Introduction

Consider q p-variate populations Π j 9 j = l,...,g with means /ι7 and the same
covariance matrix Σ, where μj and Σ are unknown. Suppose that there are Nj
observations xjk from the j-th population Π/ (fc = 1, . . . , N,- y = 1, . . . , q N = Σ^/)-
Let S and B be the matrices of sums of squares and products due to within
populations and between populations, respectively, i.e.

and

where xJ = (l/NJ)Σ*ssl*jk and * = (1/ΛθΣ^Σ*:^- τhe canonical
discriminant analysis introduced by Fisher [3] was developed by Rao [5, 6] . The
method is used to summarize the differences between populations in terms of only
a few transformed variates. Let ya = c'Λ(x — jc), α = l,...,p be the transformed
variates, which are called canonical discriminant variates. The coefficient vectors
cα's are defined as the solutions of

(1.1) Bca = SaSca, c'aScβ = nδaβ,

where ^ > ••• > /p > 0 and n = N - q. Let (α = γ'a(x - μ), α = l,...,p be the
corresponding population canonical discriminant variates whose discriminant
vectors are defined by

(1.2) flyβ = λβΣyβ, y'ΛΣγβ = δΛβ,

where λ, > - >λp>0, β = χ;=ι(JV,/n)(/ι,-/ϊ)(^-/iy and /^(
We assume that rank(Ω) = m < min(p, q — 1). Then λm+ 1 = " = λp = 0, and
only the first m canonical discriminant variates are meaningful. Suppose we are
interesting in the canonical discriminant variates based on the first s(<m)
discriminant variates. Let C = [c± ---cj, and

(1-3) yj = C(xj - Jt), ηj = C'(μj - μ).

It is assumed that all the observations are normal.
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For the confidence regions on ηj9 it has been used that Nj(yj — jy/ (y, - ιy,)

has an asymptotic ^-distribution with s degrees of freedom. We note that the

asmptotic distributional result should be corrected under the sampling variability

of the canonical discriminant vectors. Krzanowski [4] has noted that such

regions are not appropriate as a surrounding for the set of transformed data

yjk = C'(xjk — *), k = l,...9Nj. In the connection with the latter regions, we

consider the confidence regions for a new observation from Π, based on

(1-4) *>j = yj-y>

where yj = C'(xj — x) and jc7 is a new observation from Π,. In the case q = 2,

Wj is equal to the studentized classification statistic W, whose asymptotic

distribution has been obtained by Anderson [1]. In Section 2 we give a

fundamental reduction for the distributions of v^Cv/ — 1j) and Wj ^n Section
3 asymptotic confidence regions for i/, and y^ are given by obtaining asymptotic

distributions of N/(j/ — ι//)' (y/ — *τ/) and WJM^, respectively. In Section 4 we
obtain an asymptotic expansion of the distribution of wjw^, which gives the

confidence regions for y^ with confidence coefficients up to the order N ~1.

2. A fundamental reduction

As is well known, S and B are independently distributed as a central Wishart

distribution Wp(Σ, n) and a noncentral Wishart distribution Wp(Σ, q — 1 nΩ),
respectively. Let

(2.1) S = -Γ'SΓ, B = -Γ'BΓ, Λα = Γ'lcΛ, α = l,...,p.
n n

Then the transformed vectors Λα's are the solutions of

(2.2) 5Λα = /αSAα, Ai5A^ = 5α^.

Here S ~ Wp(/p, n). Further, it is well known that we can write B as

(2.3)
n

where U^ = [M! •• wg_1], the columns of 17 = [l̂  iij are independently

distributed as N,(0, /p), M = [V^KI -^faum 0] + [χ/ί«ι •• x/^«m 0]' and

A = diag(V Λp).
Since the distributions of vXC?/ ~~ 9j) anc* W7 depend on jc; and jc as well

as S and 17, it is important to express these statistics in terms of S and U only. Let
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Then Ω = ΞΞ', and rank(S) = rank(β) = m.

LEMMA 2.1. There exist a nonsingular p x p matrix Γ and an orthogonal
q x q matrix G = [Gj gq~] such that

ΓΏΓ=Λ,Γ'ΣΓ=Ipand
(2.4)

ΓΛ}/ 2 01
Γ'ΞGl =

L 0 θj'

PROOF. Let ( ^ b e a g x g — 1 matrix such that Iq — gqg'q = G1G( and

GiG x ==/,_ ! . It is easily checked that S^G; = 2'. Let Γ = Σ~1/2Γ0 and

G! = G! G0, where Γ0 and G0 are orthogonal p x p and g — 1 x g — 1 matrices,

respectively. Then Γ'ΣΓ = Ip and

(2.5) ΓΞG^ΓΪΣ-WΞGiGo.

Using Singular- valued Decomposition Theorem (see e.g., Rao [7, p. 42]) and
noting that Σ ~ 1/2

15'G1(Σ ~ 1/2ΞGl)
/ = Σ " 1/2ΞΞ'Σ ' 1/2, it is seen that there exist Γ0

and GO such that the right-hand side of (2.5) is equal to the desired matrix. This
completes the proof.

LEMMA 2.2. Let G = [G± g^\ be an orthogonal q x q matrix satisfying (2.4),
and let U be the random matrix difined in (2.3). Then

(i)

(ii) », = yj - y} = C'(Xj - μj) -

where G, = [f n -^iJ and gj =

PROOF. Let Zj = V^j Γ'(*j ~ ̂  and z = [«ι''' ZJ Then zi ~ Np(°> /p)
We have

(2.6) ϊj - x = μ, - μ + (l/^/Nj)Γ ~1 zp

where z} = z} - •^/NJ/N(^/NJNz1 + ••• + ̂ NJNzq). First we show that the
random matrix 17 in (2.3) may be defined by

(2.7) U = ZG = Z[Gt ^J

whose columns are independently distributed as Np(0, Ip). This will be shown
by substituting (2.6) into B = (l/n)Γ'BΓ. In fact,

(2.8) Z = K1...y = ZG1Gi = l/ 1 GJ,
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and hence

Using (2.6) ~ (2.8) we obtain the expressions (i) and (ii) in the following way :

and

M>, = C'(Xj - μ}) -

= C'(Xj - μj) - (IΛ/JV^C'r-1 l/f,,

Next we consider perturbation expansions for

(2.9) C = Γ[A1-AJ = Γ/Ϊ.

We make the following assumptions :

Al. All the first s characteristic roots o/ΩΣ"1 are simple, i.e.,

A! > >λs>λs+ί> >λm>λm + l= = λp = 0.

A2. limN^ „ Nj/N = d} > 0, = 1, . . . , q.

Let

(2.10) S

Then, Aα's and /α's are the solutions of

_LM + -v1v1~\k. = ejίi
Jn n J V>A

(2-11) , ί

,
n

L P
n

Under Assumption Al it is known (see, e.g., Siotani, Hayakawa and Fujikoshi
[8, p. 464]) that *fα and Aα, α = l,...,s are expanded as

(2.12)

n n njn
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where ea is the p x 1 vector with α-th element one and other zero. The coefficients
in (2.12) can be obtained by substituting (2.12) into (2.1) and equating the terms
of n~1/2 and n'1 in the expansions. These imply that

(2.13) C = ΓJΓM + J-#(1) + -#(2) + -Λ=#(3) + Op(n-2) }.
110_\ Jn n n^/n }

The matrices H(j) = [Aj^] are given as follows.

h&\ i Φ α

where λΛi = (λΛ — λ^~l , i Φ α, M = [mία], and h(?} is a homogeneous polynomial
(not depending on ή) of degree 3 in the elements of U and V. The coefficients
h£] have been given in Anderson [1].

3. Asymptotic confidence regions

In this section we obtain asymptotic confidence regions for ηt and yj9 based

on asymptotic distributions of N, (j>/ — ty/)'(j/ — ty/) and wjw7 , respectively.

THEOREM 3.1. Under Assumptions A. 1 and A. 2 # holds that y/N~j(yj — *lj)

is asymptotically distributed as Ns(09 (1 — Nj/N)Is).

PROOF. Using Lemma 2.2 and the fact that C converges to Γ\_IS 0]' in

probability, we have that the asymptotic distribution of ^//Vy (y/ — n) is the same
as the distribution of Uίίgiί. The distribution of C/n^Ί is an s-dimensional

normal with mean zero and covariance matrix
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This completes the proof.

From Theorem 3.1 we have

(3-1) Nj(l -

This gives confidence regions for ηj as hypersphere centered at yj and having

squared radii {(1 — Λ/yΛO/Wjχ2^, where χ2

α is the upper α point of the
χ2-distribution with 5 degrees of freedom. It should be noted that the radii are

not {Nj"1*?..}1'2, but [{(1 - Nj/NVN/hJj1'2. Krzanowski [4] has pointed
that the traditional confidence regions as hypersphere centered at j7 and having
squared raii N^χ*^ are not appropriate as a surrounding for the set of
transformed data yjk9 k = 1,..., A/,-. This note may be extended to the corrected
regions as hypersphere centered at yj and having squared radii {(1 - Nj/N)/

Nj}ti*
Next we consider asymptotic confidence regions for the canonical

discriminant value yj of a new observation Jt, from Π,, which are closely related
to a surrounding for the set of transformed data yjk,k= 1, . . . , ΛΓ,-. From Lemma
2.2. (ii) it is easily seen that the asymptotic distribution of M^ is the same as the
distribution of [/s O] Γ'(Xj — μ}). The latter distribution is an 5 variate normal
with mean zero and covariance matrix [/s 0~\Γ'ΣΓ[IS 0~\' = Is. Therefore, Wj
is asymptotically distributed as Ns(0, /s). This asymptotic result is also obtained
by noting that yj is independent of C and C converges to 7"[/s 0]' in
probability. This implies that WJM^ is asymptotically distributed as χ2, and we
obtain confidence regions for yj9

(3.2) <yj-yj)'(yj-yj)£xi,
as hyperspheres centered at yj and having squared radii χ2

α.

4. Asymptotic expansion

In order to obtain more accurate confidence coefficients of the confidence
regions (3.2), we shall obtain an asymptotic expansion of the distribution of
H>JM>J. The conditional distribution of w, given 5 and B is

Therefore, the characteristic function of wj Wj is given by

ψ(t) = E{eitwJWJ}

(4.1) =E[|/ s-2iίC /ΣCΓ 1 / 2
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From Lemma 2.3 we can write

(4.2) C'ΣC = Is + 4=6(1) + -2(2) +
V" n n^/n

where

^0

s LO

and Q(3) is a homogeneous polynomial of degree 3 in the elements of U and

K Substituting (4.2) into (4.1) and using - log | Is - A \ = tr A + - tr A2 + , we

have

= δ(t)sl2E\ 1 + —-((5(ί) - l)trβ(1)

L 2Vn

1 f l , , , 1
+ -((5(ί) - IK -trβ(2) + -((5(0 - l)(trβ(1))2

n [ 2 4

where δ(ί) = (1 — 2iί)~1. Here we used that E[ {homogeneous polynomial of
degree 3 in the elements of U and V}~\ = 0(n~l/2). After much simplication, we
obtain

(4-3) + (ί(t) - D(3s

+ 0(n~2).

This gives the following result.

THEOREM 4.1. Under Assumptions Al and A2 ίί holds that
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*) - -0.

ns I x

s

(4.4)

s(x) is the density function of a χ2-variate with s degrees of freedom and

= n _ χ \ -!

Theorem 4.1 implies that the χl;α in (3.2) can be expanded as

χl Γi + 111 + -(χ s

α_ ιχ
p^α + ΣUiΣ'-.-nM Λ

L n [ 2 s *

For a practical use, we need to replace λj by its estimate ( ̂ .
In a special case <? = 2, A! > A2 = ••• = λp = 0 and

P(w>, <; x) = P(χ? £ x)

The upper α point of wjwj can be expanded as

These special results (4.5) and (4.6) can be also obtained from the result of Anderson

[1]. In order to see this, first note that the coefficient vector of the canonical or
linear discriminant function is

where D = {(jcx - x2ΪS~'i(x1 - *2)}1/2 Anderson [1] has shown that

P(c'(x -x)- c'(Xl -x)<

^D
(4.7)
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where λ = {(μ1 — μ2)'Σ l (μ± — /ι2)}1/2, and Φ(x) and φ(x) are the distribution
and the density functions of N(0, 1), respectively. This implies that

= P(χ? < v) --φ(^υ)p - + - V ~ v + )̂3 + 0(n~2)
n

which is coincident with (4.5).
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