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#### Abstract

Stationary measures for discrete-time interacting particle systems on the one-dimensional lattice are considered. In our systems infinitely many particles can change their states simultaneously, and the change of each particle state is affected by particles on the surrounding sites. We extensively improve the relative entropy method and make it applicable to such discrete-time particle systems generally. We prove that the stationary measures for Ising models are given by a unique Gibbs state and those for exclusion processes are given by canonical Gibbs states.


## 1. Introduction

In this paper we aim to establish a general way of analyzing stationary measures for discrete-time interacting particle systems on the one-dimensional lattice. In our systems the particles on sites of $\mathbf{Z}$ change their states at each time according to a given probabilistic rule which satisfies the local equilibrium condition. The number of sites at which changes occur simultaneously is infinite, and the probability of changing a state at each site is affected by the particles in the range of distance $R$ from the focused particle. As such processes we treat discrete-time stochastic Ising models and interactive exclusion processes on the one-dimensional lattice $\mathbf{Z}$. Applying the relative entropy method carefully, we generally discuss a wide class of discrete-time interacting particle systems satisfying the local equilibrium condition. We then determine the structure of stationary measures for the Ising models and the exclusion processes.

Many results have been obtained concerning time evolutions of interacting particle systems (see [6] and the bibliography in [7]). However, in most cases, their time parameters are continuous. We are interested in discrete-time inter-

[^0]acting particle systems which allow states of particles to change at infinitely many sites simultaneously. This setting is extremely different from the con-tinuous-time cases which allow the change of state at only one site (or finitely many sites) at an instant. This means that, for any interval $[i, j]$ in $\mathbf{Z}$, the particles outside of $[i, j]$ contribute to every term of the equilibrium equation for the particles in $[i, j]$. Hence, differently from the continuous-time cases, we can not isolate the terms which are affected by the particles outside of $[i, j]$. This makes the analysis difficult. Furthermore it unfortunately prevents us from extending the present results to higher dimensional cases.

The well-known tools for the analysis of stationary measures for interacting particle systems are the coupled Markov method ([5, 10]), the relative entropy method ( $[3,4,11]$ ) and recent technologies concerning the entropy of probability density (see, e.g., $[8,9]$ ). The relative entropy method is very useful when one wants to assert that, if a stationary measure for the process is once known, then every stationary measure has the same property as that of the known measure. In this paper we improve and extend the relative entropy method employed in [12], and make it applicable to general finite-range interacting particle systems satisfying the natural conditions (FD1)-(FD5) in the next section. This improved method provides us with parallel treatment of stationary measures for the Ising models and the exclusion processes on the one-dimensional lattice.

In the main body of this paper we restrict our argument to the stochastic Ising models because the notations are rather simple, and in order to avoid confusion with the exclusion processes. We will treat the exclusion processes at the end.

In §2 we first give some notations and definitions, and introduce discretetime stochastic Ising models on $\mathbf{Z}$ satisfying the local equilibrium condition together with a simple example. We then state Theorem 1 which determines the structure of stationary measures for the Ising models. The proof of Theorem 1 is given in $\S 3$ by applying a series of lemmas whose proofs are in $\S 4$. In $\S 5$ we give an example of such Ising model. These arguments also work for exclusion processes. An application of our method to discrete-time interactive exclusion processes is discussed in §6.

## 2. Definitions and results for stochastic Ising models

Let $\mathscr{X} \equiv\{+1,-1\}^{\mathbf{Z}}$ be the space of spin-configurations on $\mathbf{Z}$. For a given $\eta \equiv\left(\ldots \eta_{-1} \eta_{0} \eta_{1} \ldots\right) \in \mathscr{X}$, we consider that the spin-orientation at site $i \in \mathbf{Z}$ is up [resp. down] if $\eta_{i}=+1$ [resp. -1 ]. We endow $\mathscr{X}$ with the product topology of the discrete topology on $\{+1,-1\}$. For $i \leq j, i, j \in \mathbf{Z}$, the set of all basic cylinders ${ }_{i}\left[a_{i} a_{i+1} \ldots a_{j-1} a_{j}\right]_{j} \equiv\left\{\eta \in \mathscr{X}: \eta_{l}=a_{l}, i \leq l \leq j\right\}, \quad a_{i} \ldots a_{j} \in$
$\{+1,-1\}^{j-i+1}$, is denoted by $\mathscr{C}_{i, j}$. We put $\mathscr{C}=\{\varnothing\} \cup\left\{\bigcup_{i \leq j} \mathscr{C}_{i, j}\right\}$. As Borel structures on $\mathscr{X}$ we adopt $\mathscr{B}_{i, j}=\sigma\left(\mathscr{C}_{i, j}\right)$ and $\mathscr{B}=\sigma(\mathscr{C})$, where $\sigma\left(\mathscr{C}_{i, j}\right)$ [resp. $\sigma(\mathscr{C})]$ is the $\sigma$-field generated by $\mathscr{C}_{i, j}$ [resp. $\left.\mathscr{C}\right]$. Given $\boldsymbol{a} \equiv_{i}\left[a_{i} a_{i+1} \ldots a_{j-1} a_{j}\right]_{j}$ we define $\boldsymbol{b}\langle\boldsymbol{a}\rangle \in \mathscr{C}_{I, J}, I \leq i, j \leq J$, to be an element of $\mathscr{C}_{I, J}$, which is represented such as ${ }_{I}\left[b_{I} \ldots b_{i-1} a_{i} \ldots a_{j} b_{j+1} \ldots b_{J}\right]_{J}$. A nested notation $\boldsymbol{d}\langle\boldsymbol{c}\langle\boldsymbol{b}\langle\boldsymbol{a}\rangle\rangle\rangle$ is sometimes abbreviated like dcba. For an arbitrarily fixed $\boldsymbol{a} \in \mathscr{C}_{i, j}$, which will be clear in each context, we use a notation $\sum_{b(x) \in \mathscr{C}_{I, J}}^{*}$ in order to indicate a summation over all elements $\boldsymbol{b}\langle\boldsymbol{a}\rangle$ in $\mathscr{C}_{I, J}$ with $\boldsymbol{a}$ fixed.

Now let us introduce a random flip of spin-configuration on $\mathbf{Z}$ starting from $\eta$. Let $\left\{P_{\eta} \equiv P(\eta, \cdot) \mid \eta \in \mathscr{X}\right\}$ be a set of probability measures on $\mathscr{X}$. We consider that $P(\eta, \boldsymbol{a}), \boldsymbol{a} \in \mathscr{B}$, is the probability that a configuration $\eta$ at time $t$ jumps into a set $\boldsymbol{a} \subset \mathscr{X}$ at time $t+1$. Hence if we assume $P(\cdot, \boldsymbol{a})$ is $\mathscr{B}$ measurable for every $\boldsymbol{a} \in \mathscr{B}$, we have a set of transition probabilities $\{P(\eta, \boldsymbol{a})\}$ and can define a discrete-time Markov process on $\mathscr{X}$ under which each spin on $\mathbf{Z}$ undergoes a random change of spin-orientations. Before describing more precise properties of $P(\eta, \boldsymbol{a})$, it seems to be useful to give here an example of such $\{P(\eta, a)\}$.

Example. Suppose $0<\alpha_{0}, \alpha_{1}, \beta_{1}<1$ and set $\theta_{+1}=\alpha_{0} \alpha_{1}, \theta_{-1}=\alpha_{0} \beta_{1}$. For $\eta \equiv\left(\ldots \eta_{-1} \eta_{0} \eta_{1} \ldots\right)$ let us write $\bar{\eta}_{k}=-\eta_{k}$. Then it is easy to check that the relation

$$
\begin{align*}
& P\left(\eta,{ }_{i}\left[\bar{\eta}_{i} \bar{\eta}_{i+1} \ldots \bar{\eta}_{j}\right]_{j}\right)=\alpha_{0}^{-1} \prod_{k=i}^{j+1} \theta_{\eta_{k-1} \eta_{k}} \quad \text { and }  \tag{2.1}\\
& P\left(\eta, A_{1} \cap A_{2} \cap \ldots \cap A_{n}\right)=\prod_{s=1}^{n} P\left(\eta, A_{s}\right)  \tag{2.2}\\
& \quad \text { for } \quad A_{s}=i_{s}\left[\bar{\eta}_{i_{s}} \ldots \bar{\eta}_{j_{s}}\right]_{j_{s}} \quad \text { with } i_{s+1}-j_{s} \geq 2
\end{align*}
$$

determines a probability measure $P(\eta, \cdot)$ on $\mathscr{X}$ (see (5.1)). This system $\{P(\eta, \cdot)\}$ is a special case of the example given in Section 5 with $R=1, J_{0}=0$ $\left(\beta_{0}=\alpha_{0}\right)$ and $J_{1}=\frac{1}{2} \log \left(\frac{\alpha_{1}}{\beta_{1}}\right)$. In this process the change of spin-orientations on the sites $i$ and $j$ with $|i-j| \geq 2$ is mutually independent from (2.2).

Below we describe the precise properties of $P(\eta, \boldsymbol{a})$ which we require for our discrete-time Ising models. We will call the corresponding Markov process (DI) for short.

We introduce a Hamiltonian $\mathscr{H}(\boldsymbol{a})$ as follows: Let $R$ be a positive integer and $\left\{J_{0}, J_{1}, \ldots, J_{R}\right\} \subset \mathbf{R}$. For $\boldsymbol{a}={ }_{i}\left[a_{i} \ldots a_{j}\right]_{j} \in \mathscr{C}_{i, j}$ we define

$$
\mathscr{H}(\boldsymbol{a})=J_{0} \sum_{x=i}^{j} a_{x}+\sum_{i \leq x<y \leq j, y-x \leq R} \sum_{y-y \mid} J_{\mid x-y} a_{x} a_{y},
$$

which is the energy on the sites $\{i, \ldots, j\}$ for $\boldsymbol{a}={ }_{i}\left[a_{i} \ldots a_{j}\right]_{j}$ w.r.t. the self-
potential $J_{0}$ and the pair potentials $J_{r}, r=1, \ldots, R$. We assume that our transition rules $P_{\eta}, \eta \in \mathscr{X}$, satisfy the following natural conditions (FD1)(FD5):
(FD1) $\quad P(\eta, \boldsymbol{a}) \equiv P_{\eta}(\boldsymbol{a})>0$ for every $\eta$ and $\boldsymbol{a} \in \mathscr{C}_{i, j}$;
(FD2) Given $\boldsymbol{a} \in \mathscr{C}_{i, j}, P(\eta, \boldsymbol{a})$ is $\mathscr{B}_{i-R, j+R}$-measurable as a function of $\eta$. (Hence we can use a notation $P(\boldsymbol{b}, \boldsymbol{a}), \boldsymbol{b} \in \mathscr{C}_{i-R, j+R}$, in the below.)
(FD3) (i) For every $\boldsymbol{a}, \tilde{\boldsymbol{a}} \in \mathscr{C}_{i, j}$ and $\boldsymbol{b}\langle *\rangle \in \mathscr{C}_{i-R, j+R}$,

$$
\begin{equation*}
\exp \{-\mathscr{H}(\boldsymbol{b}\langle\boldsymbol{a}\rangle)\} P(\boldsymbol{b}\langle\boldsymbol{a}\rangle, \tilde{\boldsymbol{a}})=\exp \{-\mathscr{H}(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle)\} P(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle, \boldsymbol{a}) \tag{2.3}
\end{equation*}
$$

(ii) For every $\boldsymbol{w}, \tilde{\boldsymbol{w}} \in \mathscr{C}_{i+R, j-R}, \quad \boldsymbol{a}\langle *\rangle, \tilde{\boldsymbol{a}}\langle *\rangle \in \mathscr{C}_{i, j} \quad$ and $\quad \boldsymbol{b}\langle *\rangle \in$ $\mathscr{C}_{i-R, j+R}, j-i>2 R$,

$$
\begin{align*}
& \exp \{-\mathscr{H}(\boldsymbol{b}\langle\boldsymbol{a}\langle\boldsymbol{w}\rangle\rangle)\} P(\boldsymbol{b}\langle\boldsymbol{a}\langle\boldsymbol{w}\rangle\rangle, \tilde{\boldsymbol{a}}\langle\tilde{\boldsymbol{w}}\rangle)  \tag{2.4}\\
&=\exp \{-\mathscr{H}(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\langle\boldsymbol{w}\rangle\rangle)\} P(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\langle\boldsymbol{w}\rangle\rangle, \boldsymbol{a}\langle\tilde{\boldsymbol{w}}\rangle) .
\end{align*}
$$

(FD4) There exists a positive integer $K_{1}(>R)$ such that values

$$
\begin{aligned}
& \frac{P(\boldsymbol{d}\langle\boldsymbol{c}\langle\boldsymbol{b}\langle\boldsymbol{a}\rangle\rangle\rangle, \tilde{\boldsymbol{c}}\langle\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle\rangle)}{P(\boldsymbol{d}\langle\boldsymbol{c}\langle\boldsymbol{b}\langle\boldsymbol{a}\rangle>\rangle, \hat{\boldsymbol{c}}\langle\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle\rangle)}, \\
& \quad \boldsymbol{a}, \tilde{\boldsymbol{a}} \in \mathscr{C}_{i+R, j-R}, \boldsymbol{b}\langle *\rangle \in \mathscr{C}_{i+R-K_{1}-L, j-R+K_{1}+L}, \\
& \quad \boldsymbol{c}\langle *\rangle, \tilde{\boldsymbol{c}}\langle *\rangle, \hat{\boldsymbol{c}}\langle *\rangle \in \mathscr{C}_{i-K_{1}-L, j+K_{1}+L}, \\
& \quad \boldsymbol{d}\langle *\rangle \in \mathscr{C}_{i-R-K_{1}-L, j+R+K_{1}+L}, \\
& \quad L=0 \text { or } R,
\end{aligned}
$$

are independent of $\boldsymbol{a}$ and $\tilde{\boldsymbol{a}}$.
(FD5) There exists a constant $M_{1}>0$ such that

$$
\frac{P(\boldsymbol{c}, \boldsymbol{b}\langle\boldsymbol{a}\rangle)}{P(\boldsymbol{c}, \tilde{\boldsymbol{b}}\langle\boldsymbol{a}\rangle)}<M_{1}
$$

for any $\boldsymbol{a} \in \mathscr{C}_{i, j}, \boldsymbol{b}\langle *\rangle, \tilde{\boldsymbol{b}}\langle *\rangle \in \mathscr{C}_{i-L, j+L}, \boldsymbol{c} \in \mathscr{C}_{i-R-L, j+R+L}$, $0<L \leq K_{1}+3 R$.

Let us give some comments on the above conditions. The condition (FD2) means that the change of states on the sites $\{i, \ldots, j\}$ is affected by the spins at most on the sites $\{i-R, \ldots, j+R\}$. The condition (2.3) in (FD3) is the usual local equilibrium condition, which plays an essential role in our proof. The (FD4) states that changes of spin-orientations near the boundaries of each interval are not affected by spins far from the boundaries. The last (FD5)
requires some kind of uniformity of the rate of change of spin-orientations near the boundaries.

We remark that the condition (FD4) is equivalent to the condition
$\left(\mathrm{FD}^{\prime}\right) \frac{P(\boldsymbol{d}\langle\boldsymbol{c}\langle\boldsymbol{b}\langle\boldsymbol{a}\rangle\rangle\rangle, \tilde{\boldsymbol{c}}\langle\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle\rangle)}{P(\boldsymbol{c}\langle\boldsymbol{b}\langle\boldsymbol{a}\rangle\rangle, \boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle)}$ is independent of $\boldsymbol{a}$ and $\tilde{\boldsymbol{a}}$, because

$$
\begin{aligned}
& \frac{P(\boldsymbol{d} c \boldsymbol{b} \boldsymbol{a}, \tilde{\boldsymbol{c}} \boldsymbol{b} \tilde{\boldsymbol{a}})}{P(\boldsymbol{c b a}, \boldsymbol{b} \tilde{\boldsymbol{a}})}=\left\{\sum_{\hat{c} \leftrightarrow *}^{*} \frac{P(\boldsymbol{d c b a}, \hat{\boldsymbol{c}} \boldsymbol{b} \tilde{\boldsymbol{a}})}{P(\boldsymbol{d c b a}, \tilde{\boldsymbol{c}} \boldsymbol{b} \tilde{\boldsymbol{a}})}\right\}^{-1} \quad \text { and } \\
& \frac{P(\boldsymbol{d} c \boldsymbol{b} \boldsymbol{a}, \tilde{\boldsymbol{c}} \boldsymbol{b} \tilde{\boldsymbol{a}})}{P(\boldsymbol{d c b a}, \hat{c} \boldsymbol{c} \tilde{\boldsymbol{a}})}=\frac{P(\boldsymbol{d c b a}, \tilde{c} \boldsymbol{b} \tilde{\boldsymbol{a}}) / P(\boldsymbol{c} \boldsymbol{b} \boldsymbol{a}, \boldsymbol{b} \tilde{\boldsymbol{a}})}{P(\boldsymbol{d c b a}, \boldsymbol{c} \boldsymbol{b} \tilde{\boldsymbol{a}}) / P(\boldsymbol{c b a}, \boldsymbol{b} \tilde{\boldsymbol{a}})} .
\end{aligned}
$$

We will use (2.4) together with (FD4) and (FD5) for proving the necessity part of Theorem 1. We also remark that if we put $\boldsymbol{w}=\tilde{\boldsymbol{w}}=\varnothing$ formally in (2.4) then it reduces to (2.3) (see Concluding Remark 2). We will call the condition (2.4) the "Finite-range Dynamic local equilibrium".

A probability measure $v$ on $\mathscr{X}$ is called a Gibbs state associated with the self-potential $J_{0}$ and the pair potentials $J_{r}, r=1, \ldots, R$, if its conditional probability $\nu\left\{\boldsymbol{a} \mid \mathscr{B}_{i, j}^{c}\right\}(\eta)$ of $\boldsymbol{a} \in \mathscr{C}_{i, j}$ given $\mathscr{B}_{i, j}^{c} \equiv \sigma\left\{\mathscr{C}_{I, J} \mid I \leq J<i\right.$ or $\left.j<I \leq J\right\}$ is equal to

$$
\Xi_{i, j}(\eta)^{-1} \exp \left[-\mathscr{H}\left(i-R\left[\eta_{i-R} \ldots \eta_{i-1} a_{i} \ldots a_{j} \eta_{j+1} \ldots \eta_{j+R}\right]_{j+R}\right)\right]
$$

where $\Xi_{i, j}(\eta)$ is the normalizing factor which depends on $i, j$ and $\eta$ (see, e.g., [2, $6]$ ). It is obvious that the above definition is equivalent to the following one: $v$ is called a Gibbs state if it satisfies

$$
\begin{gather*}
v(\boldsymbol{b}\langle\boldsymbol{a}\rangle) \exp \{-\mathscr{H}(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle)\}=v(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle) \exp \{-\mathscr{H}(\boldsymbol{b}\langle\boldsymbol{a}\rangle)\}  \tag{2.5}\\
\text { for every } \boldsymbol{a}, \tilde{\boldsymbol{a}} \in \mathscr{C}_{i, j} \text { and } \boldsymbol{b}\langle *\rangle \in \mathscr{C}_{i-R, j+R} .
\end{gather*}
$$

The set of Gibbs states is written by $\mathscr{G}$. In the one-dimensional case it is known that $\mathscr{G} \neq \varnothing$, and, moreover, $\sharp \mathscr{G}=1$. We remark that if $P_{\eta}$ satisfies (2.3), then the condition $v \in \mathscr{G}$, namely (2.5), is equivalent to the following equation:

$$
\begin{align*}
& v(\boldsymbol{b}\langle\boldsymbol{a}\rangle) P(\boldsymbol{b}\langle\boldsymbol{a}\rangle, \tilde{\boldsymbol{a}})=v(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle) P(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle, \boldsymbol{a})  \tag{2.6}\\
& \quad \text { for every } \quad \boldsymbol{a}, \tilde{\boldsymbol{a}} \in \mathscr{C}_{i, j} \quad \text { and } \quad \boldsymbol{b}\langle *\rangle \in \mathscr{C}_{i-R, j+R} .
\end{align*}
$$

A probability measure $v$ on $\mathscr{X}$ is said to be stationary for the Markov process defined by the transition probabilities $P(\eta, \cdot), \eta \in \mathscr{X}$, if it satisfies

$$
\int_{\mathscr{X}} d v(\eta) f(\eta)=\int_{\mathscr{X}} d v(\eta) \int_{\mathscr{X}} P(\eta, d \xi) f(\xi)
$$

for all bounded $\mathscr{B}$-measurable functions $f$. Let $\mathscr{I}$ be the set of stationary measures for our process (DI).

Now we can state our theorem as follows.
Theorem 1. Assume the conditions (FD1)-(FD5). Then $\mathscr{I}=\mathscr{G}$, that is, $a$ probability measure $v$ on $\mathscr{X}$ is stationary for the discrete-time stochastic Ising model (DI) if and only if it is a Gibbs state associated with the potentials $J_{r}$, $r=0,1, \ldots, R$.

Thus stationary measures for (DI) is unique and coincides with a unique Gibbs state with potentials $J_{r}$. As a corollary we have

Corollary 1. The stationary measure for the discrete-time stochastic Ising model (DI) is reversible, that is,

$$
\begin{equation*}
\int_{\mathscr{X}} v(d \eta) f(\eta) \int_{\mathscr{X}} P(\eta, d \xi) g(\xi)=\int_{\mathscr{X}} v(d \eta) g(\eta) \int_{\mathscr{X}} P(\eta, d \xi) f(\xi) \tag{2.7}
\end{equation*}
$$

for all continuous functions $f$ and $g$.
The analogous results also hold for discrete-time exclusion processes. We describe them, Theorem 2 and its corollaries, in $\S 6$.

## 3. Proof of Theorem 1

We divide the proof into two parts, that is, a sufficiency part and a necessity part. Most of this paper will be devoted to the proof of the necessity part.

Proof of the sufficiency part. The sufficiency is almost obvious. Indeed for $a \in \mathscr{C}_{i, j}$, by (2.6),

$$
\begin{align*}
\int_{\mathscr{X}} d v(\eta) P(\eta, \boldsymbol{a}) & =\sum_{\boldsymbol{b} \in \mathscr{C}_{i-R, j+R}} v(\boldsymbol{b}) P(\boldsymbol{b}, \boldsymbol{a}) \\
& =\sum_{\boldsymbol{b}(*) \in \mathscr{C}_{i-R, j+R}}^{*} \sum_{\tilde{\boldsymbol{a}} \in \mathscr{G}_{i, j}} v(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle) P(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle, \boldsymbol{a})  \tag{3.1}\\
& =\sum_{\boldsymbol{b}(*)}^{*} \sum_{\tilde{\boldsymbol{a}}} v(\boldsymbol{b}\langle\boldsymbol{a}\rangle) P(\boldsymbol{b}\langle\boldsymbol{a}\rangle, \tilde{\boldsymbol{a}}) \\
& =\sum_{\boldsymbol{b} * *}^{*} v(\boldsymbol{b}\langle\boldsymbol{a}\rangle)=v(\boldsymbol{a}) .
\end{align*}
$$

Proof of corollary 1. For the proof it is sufficient to check (2.7) for the case $f=\chi_{\boldsymbol{a}}$ and $g=\chi_{\boldsymbol{b}}, \boldsymbol{a}, \boldsymbol{b} \in \mathscr{C}$, under the condition (2.6). But this is easy. In fact, if $\boldsymbol{a} \in \mathscr{C}_{i, j}, \boldsymbol{b} \in \mathscr{C}_{I, J}, i<I<j<J$, then

$$
\begin{array}{rl}
\int_{\mathscr{X}} & v(d \eta) \chi_{\boldsymbol{a}}(\eta) \int_{\mathscr{X}} P\left(\eta, d \eta^{\prime}\right) \chi_{\boldsymbol{b}}\left(\eta^{\prime}\right) \\
& =\int_{\boldsymbol{a}} v(d \eta) P(\eta, \boldsymbol{b}) \\
& =\sum_{\boldsymbol{u}(*) \in \mathscr{C}_{i, J}}^{*} \sum_{\boldsymbol{v}(*) \in \mathscr{C}_{i-R, J+R}}^{*} v(\boldsymbol{v}\langle\boldsymbol{u}\langle\boldsymbol{a}\rangle\rangle) P(\boldsymbol{v}\langle\boldsymbol{u}\langle\boldsymbol{a}\rangle\rangle, \boldsymbol{b}) \\
& =\sum_{\boldsymbol{u}(*)}^{*} \sum_{\boldsymbol{v} * *\rangle}^{*} \sum_{\boldsymbol{w}(*) \in \mathscr{C}_{i, J}}^{*} v(\boldsymbol{v}\langle\boldsymbol{u}\langle\boldsymbol{a}\rangle\rangle) P(\boldsymbol{v}\langle\boldsymbol{u}\langle\boldsymbol{a}\rangle\rangle, \boldsymbol{w}\langle\boldsymbol{b}\rangle) \\
& =\sum_{\boldsymbol{w}(*)}^{*} \sum_{\boldsymbol{v}(*)}^{*} \sum_{\boldsymbol{u}(*)}^{*} v(\boldsymbol{v}\langle\boldsymbol{w}\langle\boldsymbol{b}\rangle\rangle) P(\boldsymbol{v}\langle\boldsymbol{w}\langle\boldsymbol{b}\rangle\rangle, \boldsymbol{u}\langle\boldsymbol{a}\rangle) \\
& =\int_{\boldsymbol{b}} d v(\eta) P(\eta, \boldsymbol{a})=\int_{\mathscr{X}} v(d \eta) \chi_{\boldsymbol{b}}(\eta) \int_{\mathscr{X}} P\left(\eta, d \eta^{\prime}\right) \chi_{\boldsymbol{a}}\left(\eta^{\prime}\right) .
\end{array}
$$

In the rest of the section we prove the necessity part. In the following discussion by $\mu$ we represent the unique Gibbs state with potentials $J_{r}$, $r=0, \ldots, R$, and by $v$ an arbitrary probability measure on $\mathscr{X}$. We remark that for $\mu$ it holds that

$$
\begin{equation*}
\mu(\boldsymbol{b}\langle\boldsymbol{a}\rangle) P(\boldsymbol{b}\langle\boldsymbol{a}\rangle, \tilde{\boldsymbol{a}})=\mu(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle) P(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle, \boldsymbol{a}), \quad \boldsymbol{a}, \tilde{\boldsymbol{a}} \in \mathscr{C}_{i, j}, \boldsymbol{b}\langle\boldsymbol{a}\rangle \in \mathscr{C}_{i-R, j+R} \tag{3.2}
\end{equation*}
$$

from (2.6). We use the notation $\Psi(x)$ for the function $x \log x, x \geq 0$, with $\Psi(0)=0$ as usual. The relative entropy of $v$ with respect to $\mu$ on $\{-N,-N+1, \ldots, N-1, N\}, N \in \mathbf{N}$, is defined by

$$
\begin{equation*}
H_{N}(v)=\sum_{\boldsymbol{a} \in \mathscr{C}_{-N, N}} \mu(\boldsymbol{a}) \Psi\left(\frac{v(\boldsymbol{a})}{\mu(\boldsymbol{a})}\right) . \tag{3.3}
\end{equation*}
$$

Suppose that the initial distribution of (DI) at $t=0$ is $v$. Then the distribution of (DI) at $t=1$ is given by $\tilde{v}(\cdot)=\int v(d \eta) P(\eta, \cdot)$, and hence by (3.1) for $\boldsymbol{a} \in \mathscr{C}_{-N, N}$

$$
\begin{equation*}
\tilde{v}(\boldsymbol{a})=\sum_{\boldsymbol{w} \in \mathscr{C}_{-N+R, N-R}} X(\boldsymbol{a}, \boldsymbol{w}), \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
X(\boldsymbol{a}, \boldsymbol{w})=\sum_{\tilde{\boldsymbol{a}}\langle *\rangle \in \mathscr{C}_{-N, N}}^{*} \sum_{\boldsymbol{b}\left\langle * * \in \mathscr{C}_{-N-R, N+R}\right.}^{*} v(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\langle\boldsymbol{w}\rangle\rangle) P(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\langle\boldsymbol{w}\rangle\rangle, \boldsymbol{a}) . \tag{3.5}
\end{equation*}
$$

Therefore concerning the relative entropy of $\tilde{v}$ we have an inequality

$$
\begin{aligned}
H_{N}(\tilde{v}) & =\sum_{\boldsymbol{a}} \mu(\boldsymbol{a}) \Psi\left(\frac{\sum_{\boldsymbol{w}} X(\boldsymbol{a}, \boldsymbol{w})}{\mu(\boldsymbol{a})}\right) \\
& \leq \sum_{\boldsymbol{a}} \mu(\boldsymbol{a}) \sum_{w} P(\boldsymbol{a}, \boldsymbol{w}) \Psi\left(\frac{X(\boldsymbol{a}, \boldsymbol{w})}{P(\boldsymbol{a}, \boldsymbol{w}) \mu(\boldsymbol{a})}\right) \\
& \equiv I_{N}(v)
\end{aligned}
$$

by the convexity of $\Psi$. The difference is denoted by $\Lambda_{N}$ :

$$
\begin{equation*}
\Lambda_{N}(v)=I_{N}(v)-H_{N}(\tilde{v}) \geq 0, \quad N=R+1, R+2, \ldots \tag{3.6}
\end{equation*}
$$

The key to the necessity part is to show that $\Lambda_{N}(v)=0$ if $v$ is stationary for (DI). We divide the argument into a series of lemmas, whose proofs are given in the next section. The first step is to show that $\Lambda_{N}$ 's are monotonically increasing w.r.t. $N$ :

Lemma 1. Suppose $v(\boldsymbol{a})>0$ for every nonempty $\boldsymbol{a} \in \mathscr{C}$. Then we have

$$
\Lambda_{N}(v) \geq \Lambda_{N-1}(v)
$$

The next step is to state that if $v$ is stationary, then $\Lambda_{N}(v)$ 's are bounded above.

Lemma 2. Suppose $v$ is stationary for (DI) and $v(\boldsymbol{a})>0$ for all nonempty $\boldsymbol{a} \in \mathscr{C}$. Then there exists a positive constant $c$ such that $0 \leq \Lambda_{N}(v) \leq c$ for all $N(>R)$.

From Lemmas 1 and 2 we can show that
Lemma 3. Suppose $v$ is stationary for $(D I)$ and $v(\boldsymbol{a})>0$ for all nonempty $\boldsymbol{a} \in \mathscr{C}$. Define

$$
\left.\begin{array}{rl}
g(\boldsymbol{c}, \breve{\boldsymbol{y}}\langle\boldsymbol{v}\rangle)= & \log \left(\sum_{\boldsymbol{y}\langle *\rangle}^{*} \frac{X(\boldsymbol{c}, \boldsymbol{y}\langle\boldsymbol{v}\rangle)}{\sum_{\hat{\boldsymbol{y}}}+*} X(\boldsymbol{c}, \hat{\boldsymbol{y}}\langle\boldsymbol{v}\rangle)\right.
\end{array} \frac{X(\boldsymbol{c}, \breve{\boldsymbol{y}},\langle\boldsymbol{v}\rangle)}{X(\boldsymbol{c}, \boldsymbol{y}\langle\boldsymbol{v}\rangle)} \cdot \frac{P(\boldsymbol{c}, \boldsymbol{y}\langle\boldsymbol{v}\rangle)}{P(\boldsymbol{c}, \breve{\boldsymbol{y}}\langle\boldsymbol{v}\rangle)}\right)
$$

where $\boldsymbol{c} \in \mathscr{C}_{-N-2 R-K_{1}, N+2 R+K_{1}}, \boldsymbol{v} \in \mathscr{C}_{-N+2 R, N-2 R}$ and $\breve{\boldsymbol{y}}\langle v\rangle \in \mathscr{C}_{-N-R-K_{1}, N+R+K_{1}}$. Let $\delta>0$ and $\gamma>0$. Then for an arbitrarily fixed $\breve{\boldsymbol{y}}\langle\cdot\rangle$, if $N$ is sufficiently large, it holds that

$$
\begin{equation*}
0 \leq \sum_{g(c, \boldsymbol{y}\langle v\rangle) \geq \delta} \sum_{v}\left\{\sum_{\left.y^{\prime *}\right\rangle}^{*} X(\boldsymbol{c}, \boldsymbol{y}\langle\boldsymbol{v}\rangle)\right\}<\gamma . \tag{3.7}
\end{equation*}
$$

Here $\sum_{g(\boldsymbol{c}, \tilde{y}\langle v\rangle) \geq \delta} \sum_{v}$ is the summation over $\boldsymbol{c}$ and $\boldsymbol{v}$ satisfying $g(\boldsymbol{c}, \breve{\boldsymbol{y}}\langle\boldsymbol{v}\rangle) \geq \delta$.
This lemma states that if $v$ is stationary then the sum of $X(\boldsymbol{c}, \boldsymbol{y}\langle\boldsymbol{v}\rangle)$ 's over $\boldsymbol{c}, \boldsymbol{y}$ and $\boldsymbol{v}$ which satisfy $g(\boldsymbol{c}, \breve{\boldsymbol{y}}\langle\boldsymbol{v}\rangle) \geq \delta$ becomes very small as $N$ goes to infinity. (Note that the function $g$ is nonnegative.)

The following lemma reflects the strict concavity of the function log.
Lemma 4. Suppose $v(\boldsymbol{a})>0$ for all nonempty $\boldsymbol{a} \in \mathscr{C}$. Define $g(\boldsymbol{c}, \breve{\boldsymbol{y}}\langle\boldsymbol{v}\rangle)$ as in Lemma 3. Then for each sufficiently small $\gamma>0$ we can choose $\delta>0$ such that

$$
\begin{equation*}
\text { if } g(\boldsymbol{c}, \breve{\boldsymbol{y}}\langle\boldsymbol{v}\rangle)<\delta \text { then }\left|1-\frac{X(\boldsymbol{c}, \breve{\boldsymbol{y}}\langle\boldsymbol{v}\rangle)}{X(\boldsymbol{c}, \boldsymbol{y}\langle\boldsymbol{v}\rangle)} \cdot \frac{P(\boldsymbol{c}, \boldsymbol{y}\langle\boldsymbol{v}\rangle)}{P(\boldsymbol{c}, \breve{\boldsymbol{y}}\langle\boldsymbol{v}\rangle)}\right|<\gamma \tag{3.8}
\end{equation*}
$$

for every $\boldsymbol{y}\langle\boldsymbol{v}\rangle$ with $\boldsymbol{v}$ fixed. Further we can take $\delta$ to be independent of $\boldsymbol{c}, \boldsymbol{v}$ and $N$.
Using Lemmas 3 and 4 we can prove the next essential lemma:
Lemma 5. Suppose $v$ is stationary for ( $D I$ ) and $v(\boldsymbol{a})>0$ for all nonempty $\boldsymbol{a} \in \mathscr{C}$. Then $\lim _{N \rightarrow \infty} \Lambda_{N}(v)=0$, and hence $\Lambda_{N}(v)=0$ for all $N(>R)$.

We finally verify the assumption in the previous lemmas.
Lemma 6. If $v$ is stationary, then $v(\boldsymbol{a})>0$ for every nonempty $\boldsymbol{a} \in \mathscr{C}$.
Proof of the necessity part of Theorem 1. By Lemma 6 we have $v(\boldsymbol{a})>0$ for $\boldsymbol{a} \neq \varnothing$, and hence $\Lambda_{N}=0$ for all $N$ by Lemma 5. Since $\Psi$ is strictly convex, this means that the values $\frac{X(\boldsymbol{a}, \boldsymbol{w})}{P(\boldsymbol{a}, \boldsymbol{w}) \mu(\boldsymbol{a})}$ are the same for all $\boldsymbol{w}$, that is, they are independent of $\boldsymbol{w} \in \mathscr{C}_{-N+R, N-R}$. From this and (3.4) and the stationarity of $v$ we see that $v(\boldsymbol{a})=\frac{X(\boldsymbol{a}, \boldsymbol{w})}{P(\boldsymbol{a}, \boldsymbol{w})}$ for any $\boldsymbol{w}$. Let $\boldsymbol{u}, \hat{\boldsymbol{u}} \in$ $\mathscr{C}_{-N+2 R+K_{1}, N-2 R-K_{1}}, \quad \boldsymbol{v}\langle *\rangle \in \mathscr{C}_{-N+2 R, N-2 R}, \quad \boldsymbol{w}\langle *\rangle \in \mathscr{C}_{-N+R, N-R} \quad$ and $\quad \boldsymbol{a}\langle *\rangle \in$ $\mathscr{C}_{-N, N}$. Then

$$
\begin{align*}
v(\boldsymbol{a} w v \boldsymbol{u}) & =\frac{X(\boldsymbol{a} w v \boldsymbol{v}, \boldsymbol{w} v \hat{\boldsymbol{u}})}{P(\boldsymbol{a} w v \boldsymbol{w}, \boldsymbol{w} \hat{\boldsymbol{u}})}  \tag{3.9}\\
& =\frac{P(\boldsymbol{a} w v \hat{\boldsymbol{u}}, \boldsymbol{w v u})}{P(\boldsymbol{a} \boldsymbol{w} \boldsymbol{u}, \boldsymbol{w} \boldsymbol{v} \hat{\boldsymbol{u}})} \sum_{\tilde{b}(*) \in \mathscr{C}_{-N-R, N+R}}^{*} \sum_{\tilde{\boldsymbol{a}}(*)}^{*} \frac{P(\tilde{\boldsymbol{b}} \tilde{\boldsymbol{a}} \boldsymbol{w} v \hat{\boldsymbol{u}}, \boldsymbol{a} w v \boldsymbol{u})}{P(\boldsymbol{a} w v \hat{\boldsymbol{u}}, \boldsymbol{w v u})} v(\tilde{\boldsymbol{b}} \tilde{\boldsymbol{a} w v \hat{u})}
\end{align*}
$$

by (3.5). Especially if we take $\boldsymbol{u}=\hat{\boldsymbol{u}}$ in the above, we have

$$
v(\boldsymbol{a} w v \hat{\boldsymbol{u}})=\sum_{\tilde{b}(*\rangle}^{*} \sum_{\tilde{\boldsymbol{a}}\langle *}^{*} \frac{P(\tilde{\boldsymbol{b}} \tilde{\boldsymbol{a}} \tilde{w} \boldsymbol{v} \hat{\boldsymbol{u}}, \boldsymbol{a} \boldsymbol{w} v \hat{\boldsymbol{u}})}{P(\boldsymbol{a} w v \hat{\boldsymbol{u}}, \boldsymbol{w v} \hat{\boldsymbol{u}})} v(\tilde{\boldsymbol{b}} \tilde{\boldsymbol{a}} \boldsymbol{w} v \hat{\boldsymbol{u}}) .
$$

Therefore applying the equalities

$$
\begin{aligned}
& \frac{P(\boldsymbol{a} \boldsymbol{w} \boldsymbol{v} \hat{\boldsymbol{u}}, \boldsymbol{w} \boldsymbol{v} \boldsymbol{u})}{P(\boldsymbol{a} \boldsymbol{v} \boldsymbol{v} \boldsymbol{w}, \boldsymbol{w} \hat{\boldsymbol{u}})}=\frac{\exp \{-\mathscr{H}(\boldsymbol{a} \boldsymbol{w} \boldsymbol{v} \boldsymbol{u})\}}{\exp \{-\mathscr{H}(\boldsymbol{a} \boldsymbol{w} \boldsymbol{v} \hat{\boldsymbol{u}})\}}=\frac{\exp \{-\mathscr{H}(\boldsymbol{v} \boldsymbol{u})\}}{\exp \{-\mathscr{H}(\boldsymbol{v} \hat{\boldsymbol{u}})\}} \quad \text { and } \\
& \frac{P(\tilde{\boldsymbol{b}} \tilde{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v}\langle\hat{\boldsymbol{u}}\rangle, \boldsymbol{a} \boldsymbol{w} \boldsymbol{v}\langle\boldsymbol{u}\rangle)}{P(\boldsymbol{a} \boldsymbol{w} \boldsymbol{v}\langle\hat{\boldsymbol{u}}\rangle, \boldsymbol{w v}\langle\boldsymbol{u}\rangle)}=P(\tilde{\boldsymbol{b}} \tilde{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v}\langle\hat{\boldsymbol{u}}\rangle, \boldsymbol{a} \boldsymbol{w} \boldsymbol{v}\langle\boldsymbol{u}\rangle) / P(\tilde{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v}\langle\hat{\boldsymbol{u}}\rangle, \boldsymbol{w} \boldsymbol{v}\langle\boldsymbol{u}\rangle) \\
& \times \frac{P(\tilde{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v}\langle\hat{\boldsymbol{u}}\rangle, \boldsymbol{w} \boldsymbol{v}\langle\boldsymbol{u}\rangle) / P(\boldsymbol{w} \boldsymbol{v} \hat{\boldsymbol{u}}, \boldsymbol{v}\langle\boldsymbol{u}\rangle)}{P(\boldsymbol{a} \boldsymbol{v} \boldsymbol{v}\langle\hat{\boldsymbol{u}}\rangle, \boldsymbol{w}\langle\boldsymbol{v}\langle\boldsymbol{u}\rangle) / P(\boldsymbol{w} \boldsymbol{v}, \boldsymbol{v}\langle\boldsymbol{u}\rangle)} \\
& =\frac{P(\tilde{\boldsymbol{b}} \tilde{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v} \hat{\boldsymbol{u}}, \boldsymbol{a} \boldsymbol{w v}\langle\hat{\boldsymbol{u}}\rangle)}{P(\boldsymbol{a} \boldsymbol{w} \boldsymbol{v} \hat{\boldsymbol{u}}, \boldsymbol{w v}\langle\hat{\boldsymbol{u}}\rangle)},
\end{aligned}
$$

which follow from (2.3) and (FD4'), to (3.9), we obtain

$$
v(\boldsymbol{a} w \boldsymbol{v u})=\frac{\exp \{-\mathscr{H}(\boldsymbol{v} \boldsymbol{u})\}}{\exp \{-\mathscr{H}(\boldsymbol{v} \hat{\boldsymbol{u}})\}} v(\boldsymbol{a} \boldsymbol{w} \hat{\boldsymbol{u}}) .
$$

This yields $v(\boldsymbol{v} \boldsymbol{u}) \exp \{-\mathscr{H}(\boldsymbol{v} \hat{\boldsymbol{u}})\}=v(\boldsymbol{v} \hat{\boldsymbol{u}}) \exp \{-\mathscr{H}(\boldsymbol{v} \boldsymbol{u})\}$. Hence (2.5) is proved.

## 4. Proofs of lemmas

In this section we give the proofs of lemmas which are used in the preceding section. We frequently use notations such as $\mathscr{C}_{N}, \boldsymbol{a} \boldsymbol{w}, \sum_{\boldsymbol{a}}^{*}$, $\sum_{\boldsymbol{w}, \tilde{\boldsymbol{w}}}^{*}, \ldots$, instead of $\mathscr{C}_{-N, N}, \boldsymbol{a}\langle\boldsymbol{w}\rangle, \sum_{\boldsymbol{a}(*)\rangle}^{*}, \sum_{\boldsymbol{w}(\psi)}^{*} \sum_{\tilde{w}(*)}^{*}, \ldots$, respectively for brevity.

Proof of Lemma 1. From (3.6) we have

$$
\begin{aligned}
\Lambda_{N}(v)= & \sum_{a} \sum_{\boldsymbol{v} \in \mathscr{C}_{N-R-1}} \sum_{w \in \mathscr{C}_{N-R}}^{*} X(\boldsymbol{a}, \boldsymbol{w} \boldsymbol{v}) \log \frac{X(\boldsymbol{a}, \boldsymbol{w} \boldsymbol{v})}{P(\boldsymbol{a}, \boldsymbol{w} \boldsymbol{v})} \\
& -\sum_{\boldsymbol{a}}\left(\sum_{w} X(\boldsymbol{a}, \boldsymbol{w})\right) \log \left(\sum_{\tilde{w}} X(\boldsymbol{a}, \tilde{\boldsymbol{w}})\right)
\end{aligned}
$$

Then by the concavity

$$
\begin{align*}
& a \cdot \log (b / a)+c \cdot \log (d / c)  \tag{4.1}\\
& \quad \leq(a+c) \log [(b+d) /(a+c)] \quad(a, b, c, d>0)
\end{align*}
$$

of log-function, it holds that

$$
\begin{align*}
& \sum_{a} \sum_{v} \sum_{w}^{*} X(\boldsymbol{a}, \boldsymbol{w} \boldsymbol{v}) \log \frac{X(\boldsymbol{a}, \boldsymbol{w} \boldsymbol{v})}{P(\boldsymbol{a}, \boldsymbol{w} \boldsymbol{v})}  \tag{4.2}\\
& \quad \geq \sum_{a} \sum_{v}\left(\sum_{w}^{*} X(\boldsymbol{a}, \boldsymbol{w} \boldsymbol{v})\right) \log \frac{\sum_{\tilde{w}}^{*} X(\boldsymbol{a}, \check{w} \boldsymbol{v})}{\sum_{\tilde{w}}^{*} P(\boldsymbol{a}, \tilde{\boldsymbol{w}} \boldsymbol{v})}
\end{align*}
$$

and hence

$$
\begin{align*}
\Lambda_{N}(v) \geq & \sum_{a} \sum_{v}\left(\sum_{w}^{*} X(\boldsymbol{a}, \boldsymbol{w} \boldsymbol{v})\right) \log \frac{\sum_{\tilde{w}}^{*} X(\boldsymbol{a}, \check{\boldsymbol{w}} \boldsymbol{v})}{\sum_{\tilde{w}} X(\boldsymbol{a}, \tilde{\boldsymbol{w}})}  \tag{4.3}\\
& -\sum_{a} \sum_{v}\left(\sum_{w}^{*} X(\boldsymbol{a}, \boldsymbol{w} \boldsymbol{v})\right) \log P\left({ }_{-N+1}[\boldsymbol{a}]_{N-1}, \boldsymbol{v}\right)
\end{align*}
$$

where ${ }_{-N+1}[\boldsymbol{a}]_{N-1}={ }_{-N+1}\left[a_{-N+1} \ldots a_{N-1}\right]_{N-1}$. Rewriting the sum $\sum_{\boldsymbol{a}}$ into the form $\sum_{\boldsymbol{c} \in \mathscr{C}_{N-1}} \sum_{\boldsymbol{a} \in \mathscr{C}_{N}}^{*}$ and applying (4.1) again to $\sum_{\boldsymbol{a}}^{*}$, we finally get

$$
\begin{aligned}
\Lambda_{N}(v) \geq & \sum_{\boldsymbol{c}} \sum_{v}\left(\sum_{a}^{*} \sum_{w}^{*} X(\boldsymbol{a c}, \boldsymbol{w} \boldsymbol{v})\right) \log \frac{\sum_{\check{a}}^{*} \sum_{\tilde{\check{ }}}^{*} X(\check{\boldsymbol{a}} \boldsymbol{c}, \check{\boldsymbol{w}} \boldsymbol{v})}{\sum_{\check{a}}^{*} \sum_{\tilde{w}} X(\tilde{\boldsymbol{a}} \boldsymbol{c}, \tilde{\boldsymbol{w}})} \\
& -\sum_{c} \sum_{v}\left(\sum_{a}^{*} \sum_{w}^{*} X(\boldsymbol{a c}, \boldsymbol{w} \boldsymbol{v})\right) \log P(\boldsymbol{c}, \boldsymbol{v}) \\
= & \sum_{c} \sum_{v} X(\boldsymbol{c}, \boldsymbol{v}) \log \frac{X(\boldsymbol{c}, \boldsymbol{v})}{\sum_{\tilde{v}} X(\boldsymbol{c}, \tilde{\boldsymbol{v}})}-\sum_{c} \sum_{\tilde{v}} X(\boldsymbol{c}, \boldsymbol{v}) \log P(\boldsymbol{c}, \boldsymbol{v}) \\
\equiv & \Lambda_{N-1}(v),
\end{aligned}
$$

here we have used $\sum_{a}^{*} \sum_{w}^{*} X(\boldsymbol{a c}, \boldsymbol{w v})=X(\boldsymbol{c}, \boldsymbol{v})$ and $\sum_{\tilde{\boldsymbol{a}}}^{*} \sum_{\tilde{w}} X(\tilde{\boldsymbol{a}} \boldsymbol{c}, \tilde{\boldsymbol{w}})=$ $\sum_{\tilde{v}} \sum_{\tilde{\boldsymbol{a}}}^{*} \sum_{\tilde{w}}^{*} X(\tilde{\boldsymbol{a}} \boldsymbol{c}, \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}})=\sum_{\tilde{v}} X(\boldsymbol{c}, \tilde{\boldsymbol{v}})$.

Proof of Lemma 2. From the stationarity of $v$ and $\sum_{\tilde{a}} P(\boldsymbol{b}, \tilde{\boldsymbol{a}})=1$ we have

$$
\begin{aligned}
H_{N}(\tilde{v}) & =H_{N}(v) \\
& =\sum_{\boldsymbol{a}} \sum_{\boldsymbol{b} \in \mathscr{C}_{N+R}}^{*} \sum_{\tilde{\boldsymbol{a}} \in \mathscr{C}_{N}} v(\boldsymbol{b} \boldsymbol{a}) P(\boldsymbol{b} \boldsymbol{a}, \tilde{\boldsymbol{a}}) \log \frac{v(\boldsymbol{a})}{\mu(\boldsymbol{a})} \\
& =\sum_{\boldsymbol{a}} \sum_{\tilde{a}} \sum_{\boldsymbol{b}}^{*} v(\boldsymbol{b} \tilde{\boldsymbol{a}}) P(\boldsymbol{b} \tilde{\boldsymbol{a}}, \boldsymbol{a}) \log \frac{v(\tilde{\boldsymbol{a}})}{\mu(\tilde{\boldsymbol{a}})}
\end{aligned}
$$

Since

$$
I_{N}(v)=\sum_{a} \sum_{w} \sum_{\tilde{a}}^{*} \sum_{\boldsymbol{b}}^{*} v(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w}) P(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w}, \boldsymbol{a}) \log \frac{X(\boldsymbol{a}, \boldsymbol{w})}{P(\boldsymbol{a}, \boldsymbol{w}) \mu(\boldsymbol{a})}
$$

by (3.5), (3.6) is reduced to

$$
\begin{array}{r}
\Lambda_{N}(v)=-\sum_{a} \sum_{w} \sum_{\tilde{\boldsymbol{a}}}^{*} \sum_{b}^{*} v(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w}) P(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w}, \boldsymbol{a}) \log \left(\frac{P(\boldsymbol{a}, \boldsymbol{w}) \mu(\boldsymbol{a})}{X(\boldsymbol{a}, \boldsymbol{w})} \cdot \frac{v(\tilde{\boldsymbol{a}} \boldsymbol{w})}{\mu(\tilde{\boldsymbol{a}} \boldsymbol{w})}\right) \\
=-\sum_{a} \sum_{w} \sum_{\tilde{a}}^{*} \sum_{b}^{*} \frac{v(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w})}{v(\tilde{\boldsymbol{a}} \boldsymbol{w})} \times \frac{\mu(\tilde{\boldsymbol{a}} \boldsymbol{w})}{\mu(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w})} \times \frac{P(\boldsymbol{b}, \tilde{\boldsymbol{a}} \boldsymbol{w})}{P(\boldsymbol{a}, \boldsymbol{w})} \\
\times \frac{\mu(\boldsymbol{b} \boldsymbol{a})}{\mu(\boldsymbol{a})} \times X(\boldsymbol{a}, \boldsymbol{w}) \times \Psi\left(\frac{P(\boldsymbol{a}, \boldsymbol{w}) \mu(\boldsymbol{a})}{X(\boldsymbol{a}, \boldsymbol{w})} \cdot \frac{v(\tilde{\boldsymbol{a}} \boldsymbol{w})}{\mu(\tilde{\boldsymbol{a}} \boldsymbol{w})}\right) \\
{[\mathrm{by} P(\boldsymbol{b} \tilde{\boldsymbol{a}}, \boldsymbol{a})=P(\boldsymbol{b}, \tilde{\boldsymbol{a}})(\mu(\boldsymbol{b} \boldsymbol{a}) / \mu(\boldsymbol{b} \tilde{\boldsymbol{a}})) \text { from }(3.2)]} \\
\equiv \sum_{a} \sum_{w} \sum_{\tilde{a}}^{*} \sum_{b}^{*} T_{1} \times T_{2} \times T_{3} \times T_{4} \times X(\boldsymbol{a}, \boldsymbol{w}) \times\left(-T_{5}\right) .
\end{array}
$$

Then the lemma follows from the facts (i) $0<T_{1}, T_{3}, T_{4} \leq 1$ (because each measurable set in the numerators is a subset of the corresponding denominator's), (ii) $T_{2}$ is bounded above uniformly (because $\mu$ is a Gibbs state), (iii)
$-T_{5} \leq e^{-1}$ (by $-\Psi(u) \leq e^{-1}$ ), (iv) $\sum_{\tilde{a}}^{*} \sum_{b}^{*} 1=2^{4 R}$, and (v) $\sum_{a} \sum_{w} X(\boldsymbol{a}, \boldsymbol{w})=$ $\sum_{\boldsymbol{a}} v(\boldsymbol{a})=1$ (since $v$ is stationary).

Proof of Lemma 3. Just as (4.2) and the following in the proof of Lemma 1 we have

$$
\begin{aligned}
\Lambda_{N+2 R+K_{1}}= & \sum_{c} \sum_{v} \sum_{y}^{*} X(\boldsymbol{c}, \boldsymbol{y v}) \log \frac{X(\boldsymbol{c}, \boldsymbol{y} \boldsymbol{v})}{P(\boldsymbol{c}, \boldsymbol{y} \boldsymbol{v})} \\
& -\sum_{c}\left(\sum_{y} X(\boldsymbol{c}, \boldsymbol{y})\right) \log \left(\sum_{\tilde{y}} X(\boldsymbol{c}, \tilde{\boldsymbol{y}})\right) \\
\geq & \sum_{c} \sum_{v}\left(\sum_{y}^{*} X(\boldsymbol{c}, \boldsymbol{y} v)\right) \log \frac{\sum_{\tilde{y}}^{*} X(\boldsymbol{c}, \check{\boldsymbol{y}} \boldsymbol{v})}{\sum_{\tilde{y}}^{*} P(\boldsymbol{c}, \tilde{\boldsymbol{y}} \boldsymbol{v})} \\
& -\sum_{c}\left(\sum_{y} X(\boldsymbol{c}, \boldsymbol{y})\right) \log \left(\sum_{\tilde{y}} X(\boldsymbol{c}, \tilde{\boldsymbol{y}})\right) \\
\geq & \Lambda_{N+R}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \Lambda_{N+2 R+K_{1}}-\Lambda_{N+R} \\
& \geq \sum_{c} \sum_{v} \sum_{y}^{*} X(\boldsymbol{c}, \boldsymbol{y} \boldsymbol{v}) \log \frac{X(\boldsymbol{c}, \boldsymbol{y v})}{P(\boldsymbol{c}, \boldsymbol{y v})} \\
& -\sum_{c} \sum_{v}\left(\sum_{y}^{*} X(c, y v)\right) \log \frac{\sum_{\check{y}}^{*} X(\boldsymbol{c}, \check{\boldsymbol{y}} \boldsymbol{v})}{\sum_{\tilde{y}}^{*} P(\boldsymbol{c}, \tilde{\boldsymbol{y}} \boldsymbol{v})} \\
& =-\sum_{c} \sum_{v} \sum_{y}^{*} X(c, y v) \log \frac{P(c, y v) / X(c, y v)}{P(c, \breve{y} v) / X(c, \breve{y} v)} \\
& +\sum_{c} \sum_{v}\left(\sum_{y}^{*} X(c, y v)\right) \log \left(\sum_{\tilde{y}}^{*} X(\boldsymbol{c}, \tilde{\boldsymbol{y}} \boldsymbol{v}) \frac{P(\boldsymbol{c}, \tilde{\boldsymbol{y}} \boldsymbol{v}) / X(\boldsymbol{c}, \tilde{\boldsymbol{y}} \boldsymbol{v})}{P(\boldsymbol{c}, \tilde{\boldsymbol{y}} \boldsymbol{v}) / X(\boldsymbol{c}, \tilde{\boldsymbol{y}} \boldsymbol{v})}\right) \\
& -\sum_{c} \sum_{v}\left(\sum_{y}^{*} X(c, y v)\right) \log \left(\sum_{\check{y}}^{*} X(\boldsymbol{c}, \check{y} v)\right) \\
& =\sum_{c} \sum_{v}\left(\sum_{\hat{y}}^{*} X(c, \hat{y} v)\right) g(c, \breve{y} v) \\
& \left.\geq \sum_{g(c, c}^{c} \sum_{v} \geq \delta=\sum_{\hat{y}}^{*} X(c, \hat{\boldsymbol{y}} v) g(c, \breve{y} v)\right\} \\
& \geq \sum_{g(c, y v) \geq \delta} \sum_{v}\left\{\sum_{y}^{*} X(c, y v) \delta\right\}
\end{aligned}
$$

for arbitrarily fixed $\breve{\boldsymbol{y}}\langle\cdot\rangle$. On the other hand, from Lemmas 1 and 2 it holds
that

$$
0 \leq \Lambda_{N+2 R+K_{1}}-\Lambda_{N+R}<\gamma \delta
$$

for all sufficiently large $N$. Hence the lemma follows.
Let $G$ be a constant defined by $G=2^{2\left(3 R+K_{1}\right)}$.
Proof of Lemma 4. Step 1. Let $\left\{\boldsymbol{y}_{1} \boldsymbol{v}, \boldsymbol{y}_{2} \boldsymbol{v}, \ldots, \boldsymbol{y}_{G} \boldsymbol{v}\right\}$ be the set of all $\boldsymbol{y}\langle\boldsymbol{v}\rangle$ for a given $v$. For simplicity we use a notation $X_{k}$ [resp. $P_{k}$ ] instead of $X\left(\boldsymbol{c}, \boldsymbol{y}_{k} \boldsymbol{v}\right)$ [resp. $\left.P\left(\boldsymbol{c}, \boldsymbol{y}_{k} \boldsymbol{v}\right)\right]$, and assume that $X_{1}=X(\boldsymbol{c}, \breve{\boldsymbol{y}} \boldsymbol{v})$. For given $\boldsymbol{c}$ and $\boldsymbol{v}$ we put $\ell_{c, v}=\min \left\{X_{k} / X_{1} \mid k=1, \ldots, G\right\}$ and $L_{c, v}=\max \left\{X_{k} / X_{1} \mid k=1, \ldots, G\right\}$. We first show that if $\delta<2^{-1} \log \left(1+M_{1}^{-1}\left(1+G M_{1}\right)^{-1}\right)\left(M_{1}\right.$ is the one given in (FD5)) then $0<\inf \left\{\ell_{c, v} \mid g(c, \breve{\boldsymbol{y}} \boldsymbol{v})<\delta\right\} \leq \sup \left\{L_{c, v} \mid g(\boldsymbol{c}, \breve{\boldsymbol{y}} \boldsymbol{v})<\delta\right\}<\infty$, that is, for all $\boldsymbol{c}$ and $\boldsymbol{v}$ satisfying $g(\boldsymbol{c}, \breve{\boldsymbol{y}} \boldsymbol{v})<\delta\left(X_{k} / X_{1}\right)$ 's are bounded below and above uniformly by some positive constants. If $\inf \left\{\ell_{\boldsymbol{c}, \boldsymbol{v}} \mid g(\boldsymbol{c}, \breve{\boldsymbol{y}} \boldsymbol{v})<\delta\right\}=0$, then we can choose a sequence $\ell_{c_{n}, v_{n}}^{(n)}=X_{k_{n}}^{(n)} / X_{1}^{(n)}, n=1,2, \ldots$, such that $\lim _{n \rightarrow \infty} \ell_{c_{n}, v_{n}}^{(n)}$ $=0$. By renumbering the indices if necessary we can assume that $\lim _{n \rightarrow \infty} X_{2}^{(n)} /$ $X_{1}^{(n)}=0$. In the following we omit the superfix (n) in $X_{k}^{(n)}$ and $P_{k}^{(n)}$, and put $\boldsymbol{X}=\sum_{k=1}^{G} X_{k}^{(n)}, \check{\boldsymbol{X}}=\boldsymbol{X}-X_{2}^{(n)}$. Then we have

$$
\begin{aligned}
g\left(\boldsymbol{c}_{n}, \breve{y}_{n}\right)= & \log \left(\frac{X_{1}}{\boldsymbol{X}}+\sum_{k=2}^{G} \frac{X_{1} P_{k}}{X P_{1}}\right)-\sum_{k=1}^{G} \frac{X_{k}}{\boldsymbol{X}} \log \left(\frac{X_{1} P_{k}}{X_{k} P_{1}}\right) \\
= & \log \left(1+\left(\frac{P_{2}}{P_{1}}\right)\left(1+\sum_{k=3}^{G} \frac{P_{k}}{P_{1}}\right)^{-1}\right)+\log \left(\frac{\check{\boldsymbol{X}}}{\boldsymbol{X}}\right) \\
& +\frac{\check{X}}{\tilde{X}}\left[\log \left(\frac{X_{1}}{\check{\boldsymbol{X}}} \cdot 1+\sum_{k=3}^{G} \frac{X_{k}}{\check{\boldsymbol{X}}} \cdot \frac{X_{1} P_{k}}{X_{k} P_{1}}\right)\right. \\
& \left.-\left\{\frac{X_{1}}{\tilde{\boldsymbol{X}}} \log (1)+\sum_{k=3}^{G} \frac{X_{k}}{\check{\boldsymbol{X}}} \log \left(\frac{X_{1} P_{k}}{X_{k} P_{1}}\right)\right\}\right] \\
& +\left(1-\frac{\check{\boldsymbol{X}}}{\boldsymbol{X}}\right) \log \left(\frac{X_{1}}{\check{\boldsymbol{X}}} \cdot 1+\sum_{k=3}^{G} \frac{X_{1} P_{k}}{\tilde{\boldsymbol{X}} P_{1}}\right)-\frac{X_{2}}{\boldsymbol{X}} \log \left(\frac{X_{1} P_{2}}{X_{2} P_{1}}\right) \\
\geq & \log \left(1+\frac{1}{M_{1}}\left(1+G M_{1}\right)^{-1}\right)+\log \left(\frac{\check{\boldsymbol{X}}}{\boldsymbol{X}}\right) \\
& +\frac{X_{2}}{\boldsymbol{X}} \log \left(\frac{X_{1}}{\check{\boldsymbol{X}}} \cdot 1+\sum_{k=3}^{G} \frac{X_{1} P_{k}}{\check{\boldsymbol{X}} P_{1}}\right)-\frac{X_{2}}{\boldsymbol{X}} \log \left(\frac{X_{1} P_{2}}{X_{2} P_{1}}\right) \\
\equiv & Z_{1}+Z_{2}+Z_{3}+Z_{4}
\end{aligned}
$$

and

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} Z_{2}=\lim _{n \rightarrow \infty} \log \left(1-\frac{X_{2}}{\boldsymbol{X}}\right)=0 \\
& \lim _{n \rightarrow \infty} Z_{3}=\lim _{n \rightarrow \infty}\left\{\frac{X_{2} \check{X}}{X_{1} \boldsymbol{X}} \Psi\left(\frac{X_{1}}{\check{X}}\right)+\frac{X_{2}}{\boldsymbol{X}} \log \left(1+\sum_{k=3}^{G} \frac{P_{k}}{P_{1}}\right)\right\}=0 \\
& \lim _{n \rightarrow \infty} Z_{4}=\lim _{n \rightarrow \infty}\left\{\frac{X_{1}}{\boldsymbol{X}} \Psi\left(\frac{X_{2}}{X_{1}}\right)+\frac{X_{2}}{X} \log \left(\frac{P_{1}}{P_{2}}\right)\right\}=0
\end{aligned}
$$

which lead to a contradiction such as $g\left(\boldsymbol{c}_{n}, \breve{\boldsymbol{y}} \boldsymbol{v}_{n}\right)>\delta$ for sufficiently large $n$. So $\inf \left\{\ell_{\boldsymbol{c}, \boldsymbol{v}} \mid g(\boldsymbol{c}, \breve{\boldsymbol{y}} \boldsymbol{v})<\delta\right\}=0$ does not happen. Now suppose that $\sup \left\{L_{c, v} \mid g(\boldsymbol{c}, \breve{\boldsymbol{y}} \boldsymbol{v})<\delta\right\}=\infty$ does happen, and that we can choose a sequence $L_{c_{n}, v_{n}}^{(n)}=X_{2}^{(n)} / X_{1}^{(n)}, n=1,2, \ldots$, such that $\lim _{n \rightarrow \infty} X_{2}^{(n)} / X_{1}^{(n)}=\infty$. Then, putting $\hat{\boldsymbol{X}}=\boldsymbol{X}-X_{1}^{(n)}$,

$$
\begin{aligned}
g\left(c_{n}, \breve{y} v_{n}\right)= & \log \left(1+\sum_{k=2}^{G} \frac{P_{k}}{P_{1}}\right)-\log \left(\sum_{k=2}^{G} \frac{P_{k}}{P_{1}}\right)+\log \left(\frac{\hat{\boldsymbol{X}}}{\boldsymbol{X}}\right) \\
& +\frac{\hat{\boldsymbol{X}}}{\boldsymbol{X}}\left[\log \left(\sum_{k=2}^{G} \frac{X_{k}}{\hat{\boldsymbol{X}}} \cdot \frac{X_{1} P_{k}}{X_{k} P_{1}}\right)-\sum_{k=2}^{G} \frac{X_{k}}{\hat{\boldsymbol{X}}} \log \left(\frac{X_{1} P_{k}}{X_{k} P_{1}}\right)\right] \\
& +\left(1-\frac{\hat{\boldsymbol{X}}}{\boldsymbol{X}}\right) \log \left(\sum_{k=2}^{G} \frac{X_{k}}{\hat{\boldsymbol{X}}} \cdot \frac{X_{1} P_{k}}{X_{k} P_{1}}\right) \\
\geq & \log \left(1+\left(\sum_{k=2}^{G} \frac{P_{k}}{P_{1}}\right)^{-1}\right)+\log \left(\frac{\hat{\boldsymbol{X}}}{\boldsymbol{X}}\right)+\frac{X_{1}}{\boldsymbol{X}} \log \left(\sum_{k=2}^{G} \frac{X_{1} P_{k}}{\hat{\boldsymbol{X}} P_{1}}\right) \\
\geq & \log \left(1+\left(G M_{1}\right)^{-1}\right)+\log \left(\frac{\hat{\boldsymbol{X}}}{\boldsymbol{X}}\right)+\frac{X_{1}}{\boldsymbol{X}} \log \left(\sum_{k=2}^{G} \frac{X_{1} P_{k}}{\hat{\boldsymbol{X}} P_{1}}\right) \\
\equiv & Z_{5}+Z_{6}+Z_{7}
\end{aligned}
$$

and

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} Z_{6}=\lim _{n \rightarrow \infty} \log \left(1-\frac{X_{1}}{\boldsymbol{X}}\right)=0 \\
& \lim _{n \rightarrow \infty} Z_{7}=\lim _{n \rightarrow \infty}\left\{\frac{\hat{\boldsymbol{X}}}{\boldsymbol{X}} \Psi\left(\frac{X_{1}}{\hat{\boldsymbol{X}}}\right)+\frac{X_{1}}{\boldsymbol{X}} \log \left(\sum_{k=2}^{G} \frac{P_{k}}{P_{1}}\right)\right\}=0
\end{aligned}
$$

which lead to a contradiction such as $g\left(c_{n}, \breve{\boldsymbol{y}} \boldsymbol{v}_{n}\right)>\delta$ for sufficiently large $n$. Hence $\sup \left\{L_{c, v} \mid g(c, \breve{\boldsymbol{y}} \boldsymbol{v})<\delta\right\}=\infty$ also does not happen.

Step 2. The rest of proof is easy. Let $\left(\delta_{i}\right)$ be a sequence satisfying $\delta_{1}>$ $\delta_{2}>\delta_{3}>\cdots \rightarrow 0$. To complete the proof it is sufficient to show that

$$
\sup _{c, v}^{g(c, \breve{v} v)<\delta_{i}} \max \left\{\left.\left|1-\frac{X_{1} P_{k}}{X_{k} P_{1}}\right| \right\rvert\, k=1,2, \ldots, G\right\} \rightarrow 0
$$

as $i \rightarrow \infty$. Suppose it is not true, and so, there exist $c_{i}$ and $\boldsymbol{v}_{i}, i=1,2, \ldots$, such that

$$
g\left(\boldsymbol{c}_{i}, \breve{y}_{i}\right)<\delta_{i} \quad \text { and } \quad \max \left\{\left.\left|1-\frac{X_{1}^{(i)} P_{k}^{(i)}}{X_{k}^{(i)} P_{1}^{(i)}}\right| \right\rvert\, k=1,2, \ldots, G\right\} \rightarrow{ }^{\exists} \gamma_{0}>0
$$

Without loss of generality we can assume that $\lim _{i \rightarrow \infty}\left|1-\frac{X_{1} P_{2}}{X_{2} P_{1}}\right|=\gamma_{0}$. However this implies that

$$
\begin{aligned}
g\left(\boldsymbol{c}_{i}, \breve{\boldsymbol{y}} v_{i}\right)= & \log \left(\frac{X_{1}}{\boldsymbol{X}} \cdot 1+\frac{X_{2}}{\boldsymbol{X}} \cdot \frac{X_{1} P_{2}}{X_{2} P_{1}}+\cdots+\frac{X_{G}}{\boldsymbol{X}} \cdot \frac{X_{1} P_{G}}{X_{G} P_{1}}\right) \\
& -\left\{\frac{X_{1}}{\boldsymbol{X}} \log (1)+\frac{X_{2}}{\boldsymbol{X}} \log \left(\frac{X_{1} P_{2}}{X_{2} P_{1}}\right)+\cdots \frac{X_{G}}{\boldsymbol{X}} \log \left(\frac{X_{1} P_{G}}{X_{G} P_{1}}\right)\right\}
\end{aligned}
$$

does not converge to zero because of the strict concavity of log-function and the boundedness of $\left(X_{k} / X_{1}\right)$ 's. This is a contradiction.

Proof of Lemma 5. Step 1. Since

$$
\begin{aligned}
H_{N}(\tilde{v}) & =H_{N}(v) \\
& =\sum_{\boldsymbol{a} \in \mathscr{C}_{N}}^{*} \sum_{\boldsymbol{w} \in \mathscr{C}_{N-R}} \sum_{\tilde{w} \in \mathscr{C}_{N-R}} \mu(\boldsymbol{a} \boldsymbol{w}) P(\boldsymbol{a} \boldsymbol{w}, \tilde{\boldsymbol{w}}) \Psi\left(\frac{v(\boldsymbol{a} \boldsymbol{w}) P(\boldsymbol{a} \boldsymbol{w}, \tilde{\boldsymbol{w}})}{\mu(\boldsymbol{a} \boldsymbol{w}) P(\boldsymbol{a} \boldsymbol{w}, \tilde{\boldsymbol{w}})}\right) \\
& =\sum_{a}^{*} \sum_{\boldsymbol{w}, \tilde{w}} \mu(\boldsymbol{a} \tilde{\boldsymbol{w}}) P(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w}) \Psi\left(\frac{Y(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w})}{\mu(\boldsymbol{a} \tilde{\boldsymbol{w}}) P(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w})}\right) \quad[\text { by (3.2)], }
\end{aligned}
$$

$$
\text { where } Y(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w}) \equiv v(\boldsymbol{a} \boldsymbol{w}) P(\boldsymbol{a} \boldsymbol{w}, \tilde{\boldsymbol{w}})
$$

the difference (3.6) is reduced to

$$
\begin{align*}
\Lambda_{N}(v)= & \sum_{a}^{*} \sum_{\boldsymbol{w}, \tilde{\boldsymbol{w}}}\{\Psi(X(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w}))-\Psi(Y(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w}))\}  \tag{4.4}\\
& +\sum_{a}^{*} \sum_{\boldsymbol{w}, \tilde{\boldsymbol{w}}}\{X(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w})-Y(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w})\} \log \frac{1}{\mu(\boldsymbol{a} \tilde{\boldsymbol{w}}) P(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w})} \\
\equiv & \Lambda_{N}^{(1)}(v)+\Lambda_{N}^{(2)}(v)
\end{align*}
$$

Let us show first

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sum_{\boldsymbol{a}}^{*} \sum_{\boldsymbol{w}, \tilde{\boldsymbol{w}}}|X(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w})-Y(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w})|=0 \tag{4.5}
\end{equation*}
$$

We have

$$
\begin{align*}
& \sum_{a}^{*} \sum_{\boldsymbol{w}, \tilde{\boldsymbol{w}}}|X(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w})-Y(\boldsymbol{a} \tilde{\boldsymbol{w}}, \boldsymbol{w})| \\
& =\sum_{a}^{*} \sum_{\boldsymbol{w}, \tilde{w}}\left|\left(\sum_{\tilde{a}}^{*} \sum_{\boldsymbol{b} \in \mathscr{C}_{N+R}}^{*} v(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w}) P(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w}, \boldsymbol{a} \tilde{\boldsymbol{w}})\right)-v(\boldsymbol{a} \boldsymbol{w}) P(\boldsymbol{a} \boldsymbol{w}, \tilde{\boldsymbol{w}})\right| \\
& \leq \sum_{b}^{*} \sum_{a, \tilde{a}}^{*} \sum_{w, \tilde{w}}^{*} \sum_{v, \tilde{v} \in \mathscr{C}_{N-2 R}}  \tag{4.6}\\
& \quad|v(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w} v) P(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w}, \boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}})-v(\boldsymbol{b} \boldsymbol{a} w v) P(\boldsymbol{b} \boldsymbol{a} w v, \tilde{\boldsymbol{a}} \tilde{\tilde{w} \tilde{v}})|
\end{align*}
$$

and, using $K_{1}$ in (FD4),

$$
\begin{aligned}
& v(\boldsymbol{b} \breve{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v})=\sum_{\boldsymbol{c} \in \mathscr{C}_{N+2 R+K_{1}}}^{*} \sum_{\boldsymbol{y} \in \mathscr{C}_{N+R+K_{1}}}^{*} \tilde{v}(\boldsymbol{c y b} \boldsymbol{b} \boldsymbol{a} \boldsymbol{v}) \\
& =\sum_{c, \boldsymbol{y}}^{*} \sum_{\check{\boldsymbol{y}} \in \mathscr{C}_{N+R+K_{1}}}^{*} \sum_{\check{v} \in \mathscr{C}_{N-2 R}} X(\boldsymbol{c y} \boldsymbol{b} \breve{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v}, \check{\boldsymbol{y}} \check{\boldsymbol{v}}) \quad[\text { by (3.4) }]
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{c, y}^{*} \sum_{\check{v}} P(\boldsymbol{w v}, \check{\boldsymbol{v}}) \frac{X(\text { cybă } \mathbf{v} v, y b a w \check{v})}{P(\text { cybă } \boldsymbol{v} v, y b a w \check{v})} \\
& \equiv T(\boldsymbol{b} \breve{a} \boldsymbol{w v})+S(\boldsymbol{b} \breve{\boldsymbol{a}} \boldsymbol{w v}) .
\end{aligned}
$$

Therefore setting $\breve{\boldsymbol{a}}\langle *\rangle=\tilde{\boldsymbol{a}}\langle *\rangle$ and $\breve{\boldsymbol{a}}\langle *\rangle=\boldsymbol{a}\langle *\rangle$ respectively in the above yields

$$
\begin{aligned}
& (4.6) \leq \sum_{b}^{*} \sum_{a, \tilde{a}}^{*} \sum_{w, \tilde{w}}^{*} \sum_{v, \tilde{v}} \\
& \{|T(\boldsymbol{b} \tilde{\boldsymbol{a} w v})| P(\boldsymbol{b} \tilde{a} w v, a \tilde{w} \tilde{\boldsymbol{v}})+|T(\boldsymbol{b a w v})| P(\boldsymbol{b a w v}, \tilde{\boldsymbol{a}} \tilde{w} \tilde{\boldsymbol{v}}) \\
& +\mid S(\boldsymbol{b} \tilde{a} w v) P(\boldsymbol{b} \tilde{a} w v, a \tilde{w} \tilde{v})-S(\boldsymbol{b a w v}) P(\text { bawv, } \tilde{\boldsymbol{a}} \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}) \mid\} \\
& \equiv T_{1}+T_{2}+\sum_{b}^{*} \sum_{a, \tilde{a}}^{*} \sum_{w, \tilde{w}}^{*} \sum_{v, \tilde{v}}\left|S_{1}-S_{2}\right| .
\end{aligned}
$$

Step 2. Let us show that $S_{1}=S_{2}$. Because

$$
\begin{aligned}
& \frac{X(c y b a ̆ w v, y b a w \check{v})}{P(c y b a ̆ w v, y b a w \check{v})} \\
& =\sum_{\check{d} \in \mathscr{C}_{N+3 R+K_{1}}}^{*} \sum_{\check{c}}^{*} \frac{v(\check{d} \check{c} y b \boldsymbol{c} a w \check{v}) P(\text { d̆c̆ } y b a w \check{v}, \text { cybăwv })}{P(\boldsymbol{c y b a ̆ w v}, \boldsymbol{y b a w} \mathbf{v})}
\end{aligned}
$$

$$
\begin{aligned}
& \equiv \sum_{\bar{d}, \check{c}}^{*} v(\check{\boldsymbol{d}} \check{\boldsymbol{c}} \boldsymbol{y} \boldsymbol{b} \boldsymbol{a} \boldsymbol{w} \check{\boldsymbol{v}}) \times U_{p}(\breve{\boldsymbol{a}}) \times U_{e}(\breve{\boldsymbol{a}})
\end{aligned}
$$

by (2.3), we have

$$
S_{1}=P(\boldsymbol{b} \tilde{\boldsymbol{a}} w \boldsymbol{v}, \boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}) \sum_{c, y}^{*} \sum_{\check{v}} P(\boldsymbol{w} \boldsymbol{v}, \check{\boldsymbol{v}}) \sum_{\tilde{d}, \check{c}}^{*} v(\check{\boldsymbol{d}} \check{\boldsymbol{c}} \boldsymbol{y} \boldsymbol{b} \boldsymbol{a} w \check{\boldsymbol{v}}) U_{p}(\tilde{\boldsymbol{a}}) U_{e}(\tilde{\boldsymbol{a}})
$$

and

$$
S_{2}=P(\boldsymbol{b} \boldsymbol{a w v}, \tilde{\boldsymbol{a}} \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}) \sum_{c, y}^{*} \sum_{\check{\boldsymbol{v}}} P(\boldsymbol{w v}, \check{\boldsymbol{v}}) \sum_{\tilde{d}, \tilde{c}}^{*} v(\check{\boldsymbol{d}} \check{\mathrm{c}} \boldsymbol{y} \boldsymbol{b a w} \boldsymbol{v}) U_{p}(\boldsymbol{a}) U_{e}(\boldsymbol{a}) .
$$

From
it holds that

$$
U_{p}(\boldsymbol{a})=U_{p}(\tilde{\boldsymbol{a}}) \quad \text { and } \quad U_{e}(\boldsymbol{a})=U_{\boldsymbol{e}}(\tilde{\boldsymbol{a}}) \cdot \frac{\exp \{-\mathscr{H}(\boldsymbol{b} \boldsymbol{a} \boldsymbol{w v})\}}{\exp \{-\mathscr{H}(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v})\}}
$$

Since

$$
P(\boldsymbol{b} \boldsymbol{a}\langle\boldsymbol{w} \boldsymbol{v}\rangle, \tilde{\boldsymbol{a}}\langle\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}\rangle)=P(\boldsymbol{b} \tilde{\boldsymbol{a}}\langle\boldsymbol{w} \boldsymbol{v}\rangle, \boldsymbol{a}\langle\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}\rangle) \frac{\exp \{-\mathscr{H}(\boldsymbol{b} \tilde{\boldsymbol{a}}\langle\boldsymbol{w} \boldsymbol{v}\rangle)\}}{\exp \{-\mathscr{H}(\boldsymbol{b} \boldsymbol{a}\langle\boldsymbol{w} \boldsymbol{v}\rangle)\}}
$$

by (2.4), we finally have $S_{1}=S_{2}$.
Step 3. Let us show $\lim _{N \rightarrow \infty} T_{1}=\lim _{N \rightarrow \infty} T_{2}=0$. We split the term $T_{1}$ into three parts:

$$
T_{1}=\sum_{b}^{*} \sum_{a, \tilde{a}}^{*} \sum_{w, \tilde{w}}^{*} \sum_{v, \tilde{\boldsymbol{v}}} P(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w v}, \boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{v})\left\{V_{1}+V_{2}+V_{3}\right\}
$$

where

$$
\begin{aligned}
& V_{1}=\sum_{g(c \boldsymbol{c} b \tilde{a} w v, y b a w\langle\check{\boldsymbol{v}}\rangle)<\delta}^{*} \sum_{\check{y}}^{*} \sum_{\tilde{y}} X(\boldsymbol{c y} \boldsymbol{y} \tilde{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v}, \check{\boldsymbol{y}}\langle\check{\boldsymbol{v}}\rangle)
\end{aligned}
$$

$$
\begin{aligned}
& V_{2}=\sum_{g(c y b \tilde{a} w v, y b a w\langle\tilde{y}\rangle) \geq \delta}^{*} \sum_{\check{v}}^{*} \sum_{\check{v}} X(\boldsymbol{c y b} \tilde{\boldsymbol{a}} \boldsymbol{w v}, \check{\boldsymbol{y}}\langle\check{\boldsymbol{v}}\rangle),
\end{aligned}
$$

As to $V_{1}$ we have
by (3.8), and so, by (3.4)

$$
\begin{aligned}
& \sum_{b}^{*} \sum_{a, \tilde{a}}^{*} \sum_{w, \tilde{w}}^{*} \sum_{v, \tilde{v}} P(\boldsymbol{b} \tilde{\boldsymbol{a}} w v, \boldsymbol{a} \tilde{w} \tilde{\boldsymbol{v}}) V_{1} \\
& \quad \leq \sum_{b}^{*} \sum_{a, \tilde{a}}^{*} \sum_{w, \tilde{w}}^{*} \sum_{v, \tilde{v}} P(\boldsymbol{b} \tilde{a} w v, \boldsymbol{a} \tilde{w} \tilde{v}) \sum_{c, y}^{*} v(\boldsymbol{c} y \boldsymbol{b} \tilde{\boldsymbol{a}} w v) \gamma \\
& \quad \leq \gamma
\end{aligned}
$$

Since $P(\boldsymbol{b} \tilde{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v}, \boldsymbol{a} \tilde{\boldsymbol{v}} \tilde{\boldsymbol{v}}) \leq P(\tilde{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v}, \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}})$ and $\sum_{\tilde{w}}^{*} \sum_{\tilde{\boldsymbol{v}}} P(\tilde{\boldsymbol{a}} \boldsymbol{w} \boldsymbol{v}, \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}})=1$,

$$
\begin{aligned}
& \sum_{b}^{*} \sum_{a, \tilde{a}}^{*} \sum_{w, \tilde{w}}^{*} \sum_{v, \tilde{v}} P(\boldsymbol{b} \tilde{a} w v, a \tilde{w} \tilde{v}) V_{2} \\
& \leq \sum_{b}^{*} \sum_{a, \tilde{a}}^{*} \sum_{w}^{*} \sum_{v}\left\{\sum_{g(c y b \tilde{a} w v, y b a w\langle\tilde{v}\rangle) \geq \delta}^{*} \sum_{\tilde{\tilde{v}}}^{*} \sum_{\tilde{\tilde{v}}} X(c y b \tilde{a} w v, \check{\boldsymbol{y}}\langle\check{v}\rangle)\right\} \\
& \leq \sum_{\boldsymbol{y}, \boldsymbol{b}, \boldsymbol{a}, \boldsymbol{w}}^{*}\left[\sum_{\substack{c(\hat{y}, \hat{\boldsymbol{b}}, \tilde{a}, \hat{w} \\
g(c \hat{\boldsymbol{c}} \tilde{\boldsymbol{b}} \hat{w}, y b a w\langle\tilde{v}\rangle) \geq \delta}}^{*} \sum_{\tilde{\delta}}\left\{\sum_{\check{\boldsymbol{y}}}^{*} X(c \hat{\boldsymbol{c}} \hat{\boldsymbol{y}} \tilde{\boldsymbol{a}} \hat{\boldsymbol{a}} \hat{\boldsymbol{w}}, \check{\boldsymbol{y}}\langle\check{\boldsymbol{v}}\rangle)\right\}\right] \\
& \leq 2^{2\left(3 R+K_{1}\right)} \gamma
\end{aligned}
$$

by (3.7) for sufficiently large $N$. Analogously, using (FD5),

$$
\begin{aligned}
& \sum_{b}^{*} \sum_{a, \tilde{a}}^{*} \sum_{w, \tilde{w}}^{*} \sum_{v, \tilde{v}} P(\boldsymbol{b} \tilde{a} w v, a \tilde{w} \tilde{v}) V_{3} \\
& \left.\leq \sum_{b}^{*} \sum_{a, \tilde{a}}^{*} \sum_{w}^{*} \sum_{v}\left\{\sum_{\substack{c(c y b a \tilde{y} v, y b a w}\langle\tilde{v}\rangle) \geq \delta}^{*} \sum_{\check{v}}^{*} M_{1} X(\boldsymbol{c y b} \tilde{a} w v, y b a w<\check{v}\rangle\right)\right\} \\
& \leq M_{1} \sum_{y, b, a, w}^{*} \sum_{\tilde{y}}^{*}\left[\sum_{\substack{c, \tilde{y}, \tilde{b}, \tilde{a}, \tilde{w} \\
g(\tilde{\boldsymbol{c}} \tilde{b} \tilde{a} \tilde{v}, y b a w\langle\tilde{v}\rangle) \geq \delta}}^{*} \sum_{v} \sum_{\tilde{v}}\left\{\sum_{\hat{y}}^{*} X(\tilde{c} \tilde{y} \tilde{b} \tilde{a} \tilde{\boldsymbol{w}} v, \hat{\boldsymbol{y}}\langle\check{\boldsymbol{v}}\rangle)\right\}\right] \\
& \leq M_{1} 2^{4\left(3 R+K_{1}\right)} \gamma
\end{aligned}
$$

by (3.7). Summing up these estimates gives us

$$
T_{1} \leq \gamma+2^{2\left(3 R+K_{1}\right)} \gamma+M_{1} 2^{4\left(3 R+K_{1}\right)} \gamma
$$

As we can take $\gamma$ arbitrarily small, it follows that $\lim _{N \rightarrow \infty} T_{1}=0$. Similarly we can show that $\lim _{N \rightarrow \infty} T_{2}=0$. Thus (4.5) is verified.

Step 4. Let us complete the proof. From the definition of $X(\boldsymbol{a}, \boldsymbol{w})$ and $Y(\boldsymbol{a}, \boldsymbol{w})$, for each $\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}$ and $\boldsymbol{v}$ it holds that

$$
\begin{equation*}
\sum_{a}^{*} \sum_{w}^{*} X(\boldsymbol{a} \tilde{w} \tilde{v}, w v)=\sum_{a}^{*} \sum_{w}^{*} Y(a \tilde{w} \tilde{\boldsymbol{v}}, \boldsymbol{w v}) \tag{4.8}
\end{equation*}
$$

and so

$$
\sum_{a}^{*} \sum_{\boldsymbol{w}, \tilde{w}}^{*} \sum_{\boldsymbol{v}, \tilde{\boldsymbol{v}}}\{X(\boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{w} \boldsymbol{v})-Y(\boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{w v})\} \log \{\mu(\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}) P(\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{v})\}=0
$$

Hence $\Lambda_{N}^{(2)}(v)$ in (4.4) is equal to

$$
\sum_{a}^{*} \sum_{\boldsymbol{w}, \tilde{w}}^{*} \sum_{\boldsymbol{v}, \tilde{\boldsymbol{v}}}\{X(\boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{w v})-Y(\boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{v}, \boldsymbol{w})\} \log \frac{\mu(\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}) P(\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{v})}{\mu(\boldsymbol{a} \tilde{\boldsymbol{w}}) P(\boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{w})},
$$

whose log-part it bounded uniformly from (FD5) and (2.5) with $v=\mu$. Therefore $\lim _{N \rightarrow \infty} \Lambda_{N}^{(2)}(v)=0$ follows from (4.5). Finally let us show that $\lim _{N \rightarrow \infty} \Lambda_{N}^{(1)}(v)=0$. If we put the value of (4.8) as $k(\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{v})$, we have

$$
\Lambda_{N}^{(1)}=\sum_{a}^{*} \sum_{\tilde{w}, \tilde{w}}^{*} \sum_{\boldsymbol{v}, \tilde{v}} k(\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{v})\left\{\Psi\left(\frac{X(\boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{w v})}{k(\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{v})}\right)-\Psi\left(\frac{Y(\boldsymbol{a} \tilde{\tilde{w}} \tilde{\boldsymbol{v}}, \boldsymbol{w} \boldsymbol{v})}{k(\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{v})}\right)\right\}
$$

and each argument of $\Psi$ is less than or equal to one. It is elementary to check that for a given $\varepsilon>0$ there exists a constant $M_{\varepsilon}>0$ such that $|\Psi(u)-\Psi(v)|<$ $\varepsilon+M_{\varepsilon}|u-v|$ for every $0 \leq u, v \leq 1$. Hence for any fixed $\varepsilon>0$ we have

$$
\left|\Lambda_{N}^{(1)}\right| \leq \sum_{\boldsymbol{a}}^{*} \sum_{\boldsymbol{w}, \tilde{\boldsymbol{w}}}^{*} \sum_{\boldsymbol{v}, \tilde{\boldsymbol{v}}}\left(k(\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{v}) \varepsilon+M_{\varepsilon}|X(\boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{v}, \boldsymbol{w v})-Y(\boldsymbol{a} \tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{w} \boldsymbol{v})|\right)
$$

Since $\sum_{\tilde{w}}^{*} \sum_{\tilde{v}, \boldsymbol{v}} k(\tilde{\boldsymbol{w}} \tilde{\boldsymbol{v}}, \boldsymbol{v})=1$ and $\sum_{\boldsymbol{a}}^{*} \sum_{\boldsymbol{w}}^{*} 1=2^{4 R}$, we have the result.
Proof of Lemma 6. This is almost obvious. Let $a$ be in $\mathscr{C}_{i, j}$. Since $\sum_{\boldsymbol{b} \in \mathscr{C}_{i-R, j+R}} v(\boldsymbol{b})=1$, there exists an element $\tilde{\boldsymbol{b}}$ such that $v(\tilde{\boldsymbol{b}})>0$. Then $\nu(\boldsymbol{a})=\stackrel{\tilde{v}}{ }(\boldsymbol{a})>0$ by (3.5) and (FD1) with $\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\langle\boldsymbol{w}\rangle\rangle=\tilde{\boldsymbol{b}}$.

## 5. An example of the discrete-time Ising model

We give here an example of the discrete-time stochastic Ising models satisfying the conditions (FD1)-(FD5). Its intuitive interpretation is given at the end of this section.

Let $\mathscr{Z}=\left\{(x, y) \in \mathbf{Z}^{2} \mid x \leq y, y-x \leq R\right\}$, and set $\mathscr{E}=\{0, \times\}^{\mathscr{L}}$. We endow $\mathscr{E}$ with the topology given by the product of the discrete topology and consider a Borel structure on $\mathscr{E}$ as usual. Let $\alpha_{i}$ and $\beta_{i}, i=0,1, \ldots, R$, be
numbers in $(0,1)$. Suppose that the configuration of spins on $\mathbf{Z}$ at time $t$ is $\eta \in \mathscr{X}$. Then we attach the state $O$ (permission) or $\times$ (prohibition) to each $(x, y) \in \mathscr{Z}$ as follows:
i) if $\eta_{x}=+1$, attach $\circ[$ resp. $\times]$ to $(x, x)$ with probability $\alpha_{0}\left[\right.$ resp. $\left.1-\alpha_{0}\right]$;
ii) if $\eta_{x}=-1$, attach $\circ$ [resp. $\times$ ] to $(x, x)$ with probability $\beta_{0}$ [resp. $1-\beta_{0}$ ];
iii) if $\eta_{x}=\eta_{y}$ for $x \neq y$, attach $\circ[$ resp. $\times]$ to $(x, y)$ with probability $\alpha_{y-x}$ [resp. $\left.1-\alpha_{y-x}\right]$;
iv) if $\eta_{x} \neq \eta_{y}$ for $x \neq y$, attach $\circ[$ resp. $\times]$ to $(x, y)$ with probability $\beta_{y-x}$ [resp. $1-\beta_{y-x}$ ];
v) the random choices of $\circ$ and $\times$ for $(x, y) \in \mathscr{Z}$ are independent.

For each $\eta$ the above rule defines a probability measure $Q_{\eta}$ on $\mathscr{E}$. As a time evolution of spin-configurations on $\mathbf{Z}$ as time goes to $t+1$, we reverse the spinorientation on the site $i$ if and only if the state O is attached to all $(x, y) \in \mathscr{Z}$ satisfying $\{x, y\} \ni i$, i.e., to every $(i-R, i), \ldots,(i, i), \ldots,(i, i+R)$. Thus the transition probabilities $P_{\eta}, \eta \in \mathscr{X}$, are determined through $Q_{\eta}$. It is easy to check that each $P_{\eta}$ satisfies (FD1)-(FD5) except (FD3). Let us check (FD3). By the definition of $P(\eta, \cdot) \equiv P_{\eta}(\cdot)$, we have for $\boldsymbol{a}, \tilde{\boldsymbol{a}} \in \mathscr{C}_{i, j}$ and $\boldsymbol{b}\langle *\rangle \in \mathscr{C}_{i-R, j+R}$

$$
\frac{P(\boldsymbol{b}\langle\boldsymbol{a}\rangle, \tilde{\boldsymbol{a}})}{P(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle, \boldsymbol{a})}=\left(\frac{\alpha_{0}}{\beta_{0}}\right)^{\frac{1}{2} \sum_{k=i}^{j}\left(a_{k}-\tilde{a}_{k}\right)} \prod_{r=1}^{R}\left(\frac{\alpha_{r}}{\beta_{r}}\right)^{\frac{1}{2} \sum_{k=i}^{j+r}\left(a_{k-r} a_{k}-\tilde{a}_{k-r} \tilde{a}_{k}\right)},
$$

here $a_{k}$ and $\tilde{a}_{k}$ for $k<i$ or $k>j$ should be read as $b_{k}$. Therefore if we define

$$
J_{r}=\frac{1}{2} \log \left(\frac{\alpha_{r}}{\beta_{r}}\right), \quad r=0,1, \ldots, R
$$

the above equals

$$
\begin{aligned}
& \exp \left[J_{0}\left\{\sum_{k=i}^{j}\left(a_{i}-\tilde{a}_{k}\right)\right\}\right] \times \prod_{r=1}^{R} \exp \left[J_{r} \sum_{k=i}^{j+r}\left(a_{k-r} a_{k}-\tilde{a}_{k-r} \tilde{a}_{k}\right)\right] \\
& \quad=\frac{\exp \{-\mathscr{H}(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle)\}}{\exp \{-\mathscr{H}(\boldsymbol{b}\langle\boldsymbol{a}\rangle)\}}
\end{aligned}
$$

which yields (2.3). Let $\boldsymbol{w}, \tilde{\boldsymbol{w}}, \boldsymbol{a}\langle *\rangle, \tilde{\boldsymbol{a}}\langle *\rangle$ and $\boldsymbol{b}\langle *\rangle$ be as in (FD3)-(ii). Since the set of sites at which reversal of spins occurs in $P(\boldsymbol{b}\langle\boldsymbol{a}\langle\boldsymbol{w}\rangle\rangle, \tilde{\boldsymbol{a}}\langle\tilde{\boldsymbol{w}}\rangle)$ and $P(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\langle\boldsymbol{w}\rangle\rangle, \boldsymbol{a}\langle\tilde{\boldsymbol{w}}\rangle)$ is the same, and since the reversal of spins for $\boldsymbol{w}$ is the same, it holds that

$$
\begin{aligned}
& \frac{P(\boldsymbol{b}\langle\boldsymbol{a}\langle\boldsymbol{w}\rangle\rangle, \tilde{\boldsymbol{a}}\langle\tilde{\boldsymbol{w}}\rangle)}{P(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\langle\boldsymbol{w}\rangle\rangle, \boldsymbol{a}\langle\tilde{\boldsymbol{w}}\rangle)} \\
& =\exp \left[J_{0}\left\{\left(\sum_{k=i}^{i+R-1}+\sum_{k=j-R+1}^{j}\right)\left(a_{k}-\tilde{a}_{k}\right)\right\}\right] \\
& \quad \times \prod_{r=1}^{R} \exp \left[J _ { r } \left\{\left(\sum_{k=i}^{i+R-1}+\sum_{k=j-R+1+r}^{j+r}\right)\left(a_{k-r} a_{k}-\tilde{a}_{k-r} \tilde{a}_{k}\right)\right.\right. \\
& \\
& +\sum_{k=i+R}^{i+R-1+r}\left(a_{k-r} w_{k}-\tilde{a}_{k-r} w_{k}\right) \\
& \\
& \left.\left.+\sum_{k=j-R+1}^{j-R+r}\left(w_{k-r} a_{k}-w_{k-r} \tilde{a}_{k}\right)\right\}\right] \\
& =\frac{\exp \{-\mathscr{H}(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\langle\boldsymbol{w}\rangle\rangle)\}}{\exp \{-\mathscr{H}(\boldsymbol{b}\langle\boldsymbol{a}\langle\boldsymbol{w}\rangle\rangle)\},}
\end{aligned}
$$

which is (2.4). Therefore by Theorem 1 and the succeeding remark we know that the stationary measure for the corresponding discrete-time stochastic Ising model is unique and is given by the Gibbs state associated with the potentials $J_{r}, r=0, \ldots, R$.

We can interpret this example as an extended version of (2.1) and (2.2). Indeed, letting $\delta_{x}(y)=1$ if $x=y$ and $=0$ otherwise, define

$$
\begin{aligned}
P\left(\eta, i\left[\bar{\eta}_{i} \bar{\eta}_{i+1} \ldots \bar{\eta}_{j}\right]_{j}\right)= & {\left[\prod_{k=i}^{j}\left\{\delta_{+1}\left(\eta_{k}\right) \alpha_{0}+\delta_{-1}\left(\eta_{k}\right) \beta_{0}\right\}\right] } \\
& \times \prod_{r=1}^{R}\left[\prod_{k=i}^{j+r}\left\{\delta_{+1}\left(\eta_{k-r} \eta_{k}\right) \alpha_{r}+\delta_{-1}\left(\eta_{k-r} \eta_{k}\right) \beta_{r}\right\}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& P\left(\eta, A_{1} \cap A_{2} \cap \ldots \cap A_{n}\right) \\
& =\left[\prod_{s=1}^{n} P\left(\eta, A_{s}\right)\right] / \prod_{r=2}^{R}\left[\widetilde{\prod}_{k=i_{1}}^{j_{n}+r}\left\{\delta_{+1}\left(\eta_{k-r} \eta_{k}\right) \alpha_{r}+\delta_{-1}\left(\eta_{k-r} \eta_{k}\right) \beta_{r}\right\}\right] \\
& \quad \text { for } A_{s}={ }_{i_{s}}\left[\bar{\eta}_{i_{s}} \ldots \bar{\eta}_{j_{s}}\right]_{j_{s}} \text { with } i_{s}-j_{s-1} \geq 2,
\end{aligned}
$$

here $\tilde{\Pi}$ means that the product over $\eta_{k-r} \eta_{k}$ should be taken only for the pairs $\left(\eta_{k-r}, \eta_{k}\right)$ such that $\bar{\eta}_{k-r}$ and $\bar{\eta}_{k}$ belong to different $A_{s}$. Then it is elementary to check that this inductively determines a probability measure $P(\eta, \cdot)$ on $\mathscr{X}$, which coincides with the measure determined by $Q_{\eta}$. In fact, denoting ${ }_{i}\left[\bar{\eta}_{i} \ldots \bar{\eta}_{k-1}\right]_{k-1} \cap{ }_{k+1}\left[\bar{\eta}_{k+1} \ldots \bar{\eta}_{j}\right]_{j}$ by ${ }_{i}\left[\bar{\eta}_{i} \ldots \bar{\eta}_{k-1} * \bar{\eta}_{k+1} \ldots \bar{\eta}_{j}\right]_{j}$, we have

$$
\begin{align*}
& P\left(\eta,_{i}\left[\bar{\eta}_{i} \ldots \bar{\eta}_{k-1} \eta_{k} \bar{\eta}_{k+1} \ldots \bar{\eta}_{j}\right]_{j}\right)  \tag{5.1}\\
& \quad=P\left(\eta,_{i}\left[\bar{\eta}_{i} \ldots \bar{\eta}_{k-1} * \bar{\eta}_{k+1} \ldots \bar{\eta}_{j}\right]_{j}\right)-P\left(\eta,_{i}\left[\bar{\eta}_{i} \ldots \bar{\eta}_{k-1} \bar{\eta}_{k} \bar{\eta}_{k+1} \ldots \bar{\eta}_{j}\right]_{j}\right)
\end{align*}
$$

$$
\begin{aligned}
P(\eta, i & {\left.\left[\bar{\eta}_{i} \ldots \bar{\eta}_{k-1} \eta_{k} \bar{\eta}_{k+1} \ldots \bar{\eta}_{l-1} \eta_{l} \bar{\eta}_{l+1} \ldots \bar{\eta}_{j}\right]_{j}\right) } \\
= & P\left(\eta, i\left[\bar{\eta}_{i} \ldots \bar{\eta}_{k-1} * \bar{\eta}_{k+1} \ldots \bar{\eta}_{l-1} * \bar{\eta}_{l+1} \ldots \bar{\eta}_{j}\right]_{j}\right) \\
& -\sum_{\left(\zeta_{k}, \zeta_{l}\right) \neq\left(\eta_{k}, \eta_{l}\right)} P\left(\eta,_{i}\left[\bar{\eta}_{i} \ldots \bar{\eta}_{k-1} \zeta_{k} \bar{\eta}_{k+1} \ldots \bar{\eta}_{l-1} \zeta_{l} \bar{\eta}_{l+1} \ldots \bar{\eta}_{j}\right]_{j}\right)
\end{aligned}
$$

and so on. We remark that $P\left(\eta, A_{s} \cap A_{s+1}\right)=P\left(\eta, A_{s}\right) P\left(\eta, A_{s+1}\right)$ if $i_{s+1}-j_{s} \geq$ $R+1$.

## 6. Application to exclusion processes

In this section we apply the preceding argument to discrete-time interactive exclusion processes on the one-dimensional lattice. In the processes particles are located at most one on each site of $\mathbf{Z}$, and each particle executes mutually exclusive random walk to an unoccupied site situated within the range $R$. Infinitely many particles can move simultaneously at time $t=0,1, \ldots$. The movement of a particle is affected by the particles which are located within the distance $R$ from both of two related sites concerning the jump of particle. As $\mathscr{X}$ we take $\{0,1\}^{\mathbf{Z}}$ and consider that there exists a particle at site $i$ iff $\eta_{i}=1$ for $\left(\ldots \eta_{i-1} \eta_{i} \eta_{i+1} \ldots\right) \in \mathscr{X}$. We use the notations given in the previous sections without any comments.

Let $\mathscr{Z}=\left\{(x, y) \in \mathbf{Z}^{2} \mid 0<y-x \leq R\right\}$. Each element of $\mathscr{Z}$ indicates a pair $(x, y)$ of sites $x$ and $y$ at which the values $\eta_{x}$ and $\eta_{y}$ of $\left(\ldots \eta_{-1} \eta_{0} \eta_{1} \ldots\right)$ might be exchanged. We put $\mathscr{E}=\{0,1\}^{\mathscr{V}}$, and let $\omega(x, y)$ denote the value of $\omega \in \mathscr{E}$ at $(x, y) \in \mathscr{Z}$. (For convenience sake we set $\omega(x, y)=0$ if $(x, y) \notin \mathscr{Z}$.) Because we want to exchange values $\eta_{x}$ and $\eta_{y}$ for all $(x, y)$ 's satisfying $\omega(x, y)=1$, we extract an essential part $\mathscr{E}^{*}$ from $\mathscr{E}$ by

$$
\begin{array}{r}
\mathscr{E}^{*}=\{\omega \in \mathscr{E}: \text { if } \omega(x, y)=1 \text { then } \omega(\tilde{x}, \tilde{y})=0 \text { for all }(\tilde{x}, \tilde{y}) \in \mathscr{Z} \\
\\
\text { satisfying }(\tilde{x}, \tilde{y}) \neq(x, y) \text { and }\{\tilde{x}, \tilde{y}\} \cap\{x, y\} \neq \varnothing\} .
\end{array}
$$

Then for $\eta \equiv\left(\ldots \eta_{-1} \eta_{0} \eta_{1} \ldots\right) \in \mathscr{X}$, by exchanging the values $\eta_{x}$ and $\eta_{y}$ iff $\omega(x, y)=1$, we can associate each element $\omega$ of $\mathscr{E}^{*}$ with a movement of infinitely many particles starting from $\eta$. (We identify a jump of particle from site $x$ to $y$ with an exchange of values $\eta_{x}=1$ and $\eta_{y}=0$.) Let $V_{\omega}, \omega \in \mathscr{E}^{*}$, denote the map from $\mathscr{X}$ to $\mathscr{X}$ defined by $V_{\omega}(\eta) \equiv\left(\ldots \eta_{-1}^{\prime} \eta_{0}^{\prime} \eta_{1}^{\prime} \ldots\right)$ where $\left(\eta_{x}^{\prime}, \eta_{y}^{\prime}\right)=\left(\eta_{y}, \eta_{x}\right)$ iff $\omega(x, y)=1$, and $\eta_{i}^{\prime}=\eta_{i}$ otherwise.

A random movement of infinitely many particles starting from $\eta$ is introduced by indicating a map $V_{\omega}, \omega \in \mathscr{E}^{*}$, randomly. Let $\left\{\Theta_{\eta} \mid \eta \in \mathscr{X}\right\}$ be a set of probability measures on $\mathscr{E}$ satisfying $\Theta_{\eta}\left(\mathscr{E}^{*}\right)=1$. Suppose $e_{\eta}, \eta \in \mathscr{X}$, is a random element which takes its value on $\mathscr{E}$ and of which distribution is $\Theta_{\eta}$. (As such $e_{\eta}$ we can take an identity map on $\mathscr{E}$.) Then by considering a
random map $V_{e_{\eta}}$, we have a random configuration $V_{e_{\eta}}(\eta) \in \mathscr{X}$ starting from $\eta$ whose distribution is controlled by $\Theta_{\eta}$. For $\eta \in \mathscr{X}$ and $A \in \mathscr{B}$, we define

$$
\begin{equation*}
P(\eta, A)=\operatorname{Prob}\left\{V_{e_{\eta}}(\eta) \in A\right\}=\Theta_{\eta}\left\{\omega \in \mathscr{E}: V_{\omega}(\eta) \in A\right\}, \tag{6.1}
\end{equation*}
$$

which is the probability that $\eta$ jumps into a set $A$. In this way we can define a set of transition probabilities $\{P(\eta, A)\}$ and have a discrete time Markov process on $\mathscr{X}$ under which each particle undergoes an interactive exclusive random walk on $\mathbf{Z}$. In the following we will refer to this process by (DX).

Let $\mathscr{E}_{i, j}, i \leq j, i, j \in \mathbf{Z}$, be the set of all basic cylinders $\boldsymbol{E} \subset \mathscr{E}$ given by

$$
\boldsymbol{E} \equiv\left\{\omega \in \mathscr{E}: \omega(x, y)=e_{x y} \text { for }(x, y) \in \mathscr{Z}, i \leq x<y \leq j\right\}, \quad e_{x y}=0 \text { or } 1,
$$

and endow $\mathscr{E}$ with the Borel structure generated by $\sigma\left(\mathscr{E}_{i, j}\right), i \leq j$. (It is easy to see that $\mathscr{E}^{*}$ is a measurable set.) We define $\boldsymbol{E}(x, y)$ just as $\omega(x, y)$ and put $\boldsymbol{E}(x, y)=0$ if $\boldsymbol{E}(x, y)$ is not defined. We also set

$$
\begin{array}{r}
\mathscr{E}_{i, j}^{*}=\left\{\boldsymbol{E} \in \mathscr{E}_{i, j} \mid \text { if } \boldsymbol{E}(x, y)=1 \text { then } \boldsymbol{E}(\tilde{x}, \tilde{y})=0 \text { for all }(\tilde{x}, \tilde{y}) \in \mathscr{Z}\right. \\
\text { satisfying }(\tilde{x}, \tilde{y}) \cap(x, y) \neq \varnothing \text { and }(\tilde{x}, \tilde{y}) \neq(x, y)\} .
\end{array}
$$

For $\boldsymbol{E} \in \mathscr{E}_{i, j}^{*}$ let $\boldsymbol{F}\langle\boldsymbol{E}\rangle$ denote an element of $\mathscr{E}_{I, J}^{*}, I \leq i, j \leq J$, such that $\boldsymbol{F}\langle\boldsymbol{E}\rangle(x, y)=\boldsymbol{E}(x, y)$ for every $(x, y) \in \mathscr{Z}$ with $i \leq x<y \leq j$. We also define $\sum_{\boldsymbol{F}\langle *\rangle}^{*}$ analogously to $\sum_{\boldsymbol{b}(*)\rangle}^{*}$. Given $\boldsymbol{E} \in \mathscr{E}_{i+R, j-R}^{*}$ let $V_{\boldsymbol{E}}: \mathscr{C}_{i, j} \rightarrow \mathscr{C}_{i, j}$ be the map defined by $V_{\boldsymbol{E}}\left({ }_{i}\left[a_{i} \ldots a_{j^{\prime}}\right]_{j}\right)={ }_{i}\left[a_{i}^{\prime} \ldots a_{j}^{\prime}\right]_{j}$ where $\left(a_{x}^{\prime}, a_{y}^{\prime}\right)=\left(a_{y}, a_{x}\right)$ iff $\boldsymbol{E}(x, y)=1$, and $a_{x}^{\prime}=a_{x}$ otherwise. For $\boldsymbol{a} \in \mathscr{C}_{i, j}, \boldsymbol{b}\langle\boldsymbol{a}\rangle \in \mathscr{C}_{I, J}$ and $\boldsymbol{E} \in \mathscr{E}_{i+R, j-R}^{*}$, we set $V_{\boldsymbol{E}}(\boldsymbol{b}\langle\boldsymbol{a}\rangle)=\boldsymbol{b}\left\langle V_{\boldsymbol{E}}(\boldsymbol{a})\right\rangle$. The definition of energy $\mathscr{H}(\boldsymbol{a})$ for $\boldsymbol{a}$ is the same as before except for $a_{x}=0$ or 1 .

We assume that our transition rule $\Theta_{\eta}, \eta \in \mathscr{X}$, whose example will be given at the end, satisfy the following $\left(\mathrm{FD}_{\mathrm{x}}\right)-\left(\mathrm{FD}_{\mathrm{x}}\right)$ :
$\left(\mathrm{FD}_{\mathrm{x}}\right) \quad \Theta_{\eta}\left(\mathscr{E}^{*}\right)=1$ and $\Theta(\eta, \boldsymbol{E}) \equiv \Theta_{\eta}(\boldsymbol{E})>0$ for every $\eta$ and $\boldsymbol{E} \in \mathscr{E}_{i, j}^{*}$.
$\left(\mathrm{FD} 2_{\mathrm{x}}\right)$ Given $\boldsymbol{E} \in \mathscr{E}_{i, j}^{*}, \boldsymbol{\Theta}(\eta, \boldsymbol{E})$ is $\mathscr{B}_{i-R, j+R}$-measurable as a function of $\eta$.
$\left(\mathrm{FD}_{\mathrm{x}}\right)$ (i) For every $\boldsymbol{b} \in \mathscr{C}_{i-R, j+R}$ and $\boldsymbol{E} \in \mathscr{E}_{i, j}^{*}$,

$$
\begin{equation*}
\Theta\left(V_{\boldsymbol{E}}(\boldsymbol{b}), \boldsymbol{E}\right) \exp \left\{-\mathscr{H}\left(V_{\boldsymbol{E}}(\boldsymbol{b})\right)\right\}=\Theta(\boldsymbol{b}, \boldsymbol{E}) \exp \{-\mathscr{H}(\boldsymbol{b})\} \tag{x}
\end{equation*}
$$

(ii) For every $\boldsymbol{b} \in \mathscr{C}_{i-R, j+R}$ and $\boldsymbol{D} \in \mathscr{E}_{i+2 R, j-2 R}^{*}, \boldsymbol{E}\langle\boldsymbol{D}\rangle \in \mathscr{E}_{i, j}^{*}$,

$$
\begin{align*}
\Theta\left(V_{\boldsymbol{E}\langle\mathbf{0}\rangle}(\boldsymbol{b}), \boldsymbol{E}\langle\boldsymbol{D}\rangle\right) \exp \{-\mathscr{H} & \left.\left(V_{\boldsymbol{E}\langle\mathbf{0}\rangle}(\boldsymbol{b})\right)\right\}  \tag{x}\\
& =\boldsymbol{\Theta}(\boldsymbol{b}, \boldsymbol{E}\langle\boldsymbol{D}\rangle) \exp \{-\mathscr{H}(\boldsymbol{b})\},
\end{align*}
$$

where

$$
\boldsymbol{E}\langle\mathbf{O}\rangle(x, y)=\left\{\begin{array}{l}
0 \quad \text { if } \boldsymbol{D}(x, y)=1 \\
\boldsymbol{E}\langle\boldsymbol{D}\rangle(x, y) \quad \text { otherwise } .
\end{array}\right.
$$

$(\mathrm{FD} 4 \mathrm{x})$ There exists a positive integer $K_{1}(>2 R)$ such that values

$$
\begin{aligned}
& \frac{\Theta(\boldsymbol{d}\langle\boldsymbol{c}\langle\boldsymbol{b}\rangle\rangle, \boldsymbol{G}\langle\mathbf{O}\langle\boldsymbol{E}\rangle\rangle)}{\Theta(\boldsymbol{d}\langle\boldsymbol{c}\langle\boldsymbol{b}\rangle\rangle, \tilde{\boldsymbol{G}}\langle\mathbf{O}\langle\boldsymbol{E}\rangle\rangle)} \\
& \quad \boldsymbol{b} \in \mathscr{C}_{i, j}, \boldsymbol{c}\langle\boldsymbol{b}\rangle \in \mathscr{C}_{i-K_{1}-L, j+K_{1}+L}, \\
& \quad \boldsymbol{d}\langle\boldsymbol{c}\langle\boldsymbol{b}\rangle\rangle \in \mathscr{C}_{i-2 R-K_{1}-L, j+2 R+K_{1}+L}, \\
& \quad \boldsymbol{E} \in \mathscr{E}_{i+R, j-R}^{*}, \quad \mathbf{O}\langle\boldsymbol{E}\rangle \in \mathscr{E}_{i+R-K_{1}-L, j-R+K_{1}+L}^{*}, \\
& \quad \boldsymbol{G}\langle\mathbf{O}\langle\boldsymbol{E}\rangle\rangle, \tilde{\boldsymbol{G}}\langle\mathbf{O}\langle\boldsymbol{E}\rangle\rangle \in \mathscr{E}_{i-R-K_{1}-L, j+R+K_{1}+L}^{*}, \\
& L
\end{aligned}
$$

are independent of $\boldsymbol{b}$ and $\boldsymbol{E}$.
(FD5 ${ }_{\mathrm{x}}$ ) There exists a constant $M_{1}>0$ such that

$$
\frac{\Theta(\boldsymbol{b}, \boldsymbol{E}\langle\boldsymbol{D}\rangle)}{\Theta(\boldsymbol{b}, \tilde{\boldsymbol{E}}\langle\boldsymbol{D}\rangle)}<M_{1}
$$

for any $\boldsymbol{b} \in \mathscr{C}_{i-R-L, j+R+L}, \boldsymbol{D} \in \mathscr{E}_{i, j}^{*}, \boldsymbol{E}\langle\boldsymbol{D}\rangle, \tilde{\boldsymbol{E}}\langle\boldsymbol{D}\rangle \in \mathscr{E}_{i-L, j+L}^{*}$ and $0<$ $L \leq K_{1}+4 R$.

Notice that the exchange of particles on the sites $\{i, \ldots, j\}$ is influenced by the particles on the sites at most $\{i-R, \ldots, j+R\}$ from (FD2 $2_{\mathrm{x}}$ ). Therefore if $\boldsymbol{b}$ is in $\mathscr{B}_{i, j}$, then $P(\cdot, \boldsymbol{b})$ becomes $\mathscr{B}_{i-2 R, j+2 R}$-measurable.

A probability measure $v$ on $\mathscr{X}$ is called a canonical Gibbs state associated with the potentials $J_{r}, r=1, \ldots, R$, if it satisfies

$$
\begin{equation*}
v(\boldsymbol{b}\langle\boldsymbol{a}\rangle) \exp \{-\mathscr{H}(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle)\}=v(\boldsymbol{b}\langle\tilde{\boldsymbol{a}}\rangle) \exp \{-\mathscr{H}(\boldsymbol{b}\langle\boldsymbol{a}\rangle)\} \tag{x}
\end{equation*}
$$

for every $\boldsymbol{a}, \tilde{\boldsymbol{a}} \in \mathscr{C}_{i, j}$ and $\boldsymbol{b}\langle *\rangle \in \mathscr{C}_{i-R, j+R}$, satisfying

$$
\begin{equation*}
\sum_{\ell=i}^{j} a_{\ell}=\sum_{\ell=i}^{j} \tilde{a}_{\ell} \tag{6.2}
\end{equation*}
$$

(Notice that in (2.5x) the value of $J_{0}$ in $\mathscr{H}(\cdot)$ has no meaning because of (6.2).) The set of such canonical Gibbs states is written by $\mathscr{G}_{c}$. We remark that if $\Theta(\cdot, \cdot)$ satisfies $\left(2.3_{\mathrm{x}}\right)$, then $v \in \mathscr{G}_{c}$ is equivalent to the following equation:

$$
\begin{equation*}
\Theta\left(V_{\boldsymbol{E}}(\boldsymbol{b}), \boldsymbol{E}\right) v\left(V_{\boldsymbol{E}}(\boldsymbol{b})\right)=\Theta(\boldsymbol{b}, \boldsymbol{E}) v(\boldsymbol{b}), \quad \boldsymbol{E} \in \mathscr{E}_{i, j}^{*}, \quad \boldsymbol{b} \in \mathscr{C}_{i-R, j+R} \tag{x}
\end{equation*}
$$

The set of stationary measures for (DX) is denoted by $\mathscr{J}$. Now we can state the theorem as follows:

Theorem 2. Assume the conditions $\left(\mathrm{FD}_{\mathrm{x}}\right)-\left(\mathrm{FD} 5_{\mathrm{x}}\right)$. Then $\mathscr{J}=\mathscr{G}_{c}$, that is, a probability measure $v$ on $\mathscr{X}$ is stationary for the exclusion process ( $D X$ ) if
and only if it is a canonical Gibbs state associated with the potentials $J_{r}, r=$ $1, \ldots, R$.

It is known (see, e.g., $[1,2]$ ) that the set of extremal points of the closed convex set $\mathscr{G}_{c}$ in the topology of weak convergence is equal to the set $\left\{\mu_{\rho} \mid-\infty<\rho<\infty\right\} \cup\left\{\delta_{0}, \delta_{1}\right\}$, where $\mu_{\rho}$ is the unique Gibbs state associated with the potentials $J_{r}, r=1, \ldots, R$, with $J_{0}=\rho$; and $\delta_{0}$ [resp. $\delta_{1}$ ] is a Dirac measure concentrated at $\mathbf{0} \equiv(\ldots 0000 \ldots) \quad[$ resp. $\quad \mathbf{1} \equiv(\ldots 1111 \ldots)] \in \mathscr{X}$. Therefore we get the complete description of the stationary measures for (DX).

Corollary 2. ext $\mathscr{J}=\left\{\mu_{\rho} \mid-\infty<\rho<\infty\right\} \cup\left\{\delta_{\mathbf{0}}, \delta_{\mathbf{1}}\right\}$, where ext $\mathscr{J}$ denotes the totality of extremal points of $\mathscr{J}$.

We can also prove that
Corollary 3. Every stationary measure for ( $D X$ ) is reversible.
Proofs for the sufficiency part of the theorem and the corollary 3 are just the same as for (DI) by virtue of (6.1) and (2.6x). For the proof of necessity part we have only to set

$$
\begin{align*}
\tilde{v}(\boldsymbol{a}) & =\sum_{\boldsymbol{b}(\forall) \in \mathscr{C}_{-N-2 R, N+2 R}}^{*} \sum_{\boldsymbol{E} \in \mathscr{E}_{-N-R, N+R}^{*}} v\left(V_{\boldsymbol{E}}(\boldsymbol{b}\langle\boldsymbol{a}\rangle)\right) \Theta\left(V_{\boldsymbol{E}}(\boldsymbol{b}\langle\boldsymbol{a}\rangle), \boldsymbol{E}\right)  \tag{x}\\
& =\sum_{\boldsymbol{D} \in \mathscr{E}_{-N+R, N-R}^{*}} X(\boldsymbol{a}, \boldsymbol{D}), \quad \boldsymbol{a} \in \mathscr{C}_{-N, N},
\end{align*}
$$

where

$$
\begin{equation*}
X(\boldsymbol{a}, \boldsymbol{D})=\sum_{\boldsymbol{b}(*)}^{*} \sum_{\boldsymbol{E}\langle *\rangle}^{*} v\left(V_{\boldsymbol{E}\langle D\rangle}(\boldsymbol{b}\langle\boldsymbol{a}\rangle)\right) \boldsymbol{\Theta}\left(V_{\boldsymbol{E}\langle D\rangle}(\boldsymbol{b}\langle\boldsymbol{a}\rangle), \boldsymbol{E}\langle\boldsymbol{D}\rangle\right), \tag{x}
\end{equation*}
$$

and apply the preceding argument under the assumption $v(\{\mathbf{0}, \mathbf{1}\})=0$. (It is easy to see that $\{\mathbf{0}, \mathbf{1}\} \in \mathscr{J} \cap \mathscr{G}_{c}$.) In this case $I_{N}(v)$ in (3.6) becomes

$$
I_{N}(v) \equiv \sum_{\boldsymbol{a}} \mu(a) \sum_{\boldsymbol{D}} \Theta(\boldsymbol{a}, \boldsymbol{D}) \Psi\left(\frac{X(\boldsymbol{a}, \boldsymbol{D})}{\boldsymbol{\Theta}(\boldsymbol{a}, \boldsymbol{D}) \mu(\boldsymbol{a})}\right)
$$

and $g(\boldsymbol{c}, \breve{\boldsymbol{y}}\langle\boldsymbol{v}\rangle)$ in Lemmas 3 and 4 should be replaced with

$$
\begin{aligned}
g(\boldsymbol{c}, \breve{\boldsymbol{F}}\langle\boldsymbol{C}\rangle)= & \log \left(\sum_{\boldsymbol{F}\langle *\rangle}^{*} \frac{X(\boldsymbol{c}, \boldsymbol{F}\langle\boldsymbol{C}\rangle)}{\sum_{\hat{\boldsymbol{F}}(*)\rangle}^{*} X(\boldsymbol{c}, \hat{\boldsymbol{F}}\langle\boldsymbol{C}\rangle)} \cdot \frac{X(\boldsymbol{c}, \breve{\boldsymbol{F}}\langle\boldsymbol{C}\rangle)}{X(\boldsymbol{c}, \boldsymbol{F}\langle\boldsymbol{C}\rangle)} \cdot \frac{\boldsymbol{\Theta}(\boldsymbol{c}, \boldsymbol{F}\langle\boldsymbol{C}\rangle)}{\boldsymbol{\Theta}(\boldsymbol{c}, \breve{\boldsymbol{F}}\langle\boldsymbol{C}\rangle)}\right) \\
& -\sum_{\boldsymbol{F}\langle *\rangle}^{*} \frac{X(\boldsymbol{c}, \boldsymbol{F}\langle\boldsymbol{C}\rangle)}{\sum_{\hat{\boldsymbol{F}}\langle *)}^{*} X(\boldsymbol{c}, \hat{\boldsymbol{F}}\langle\boldsymbol{C}\rangle)} \log \left(\frac{X(\boldsymbol{c}, \breve{\boldsymbol{F}}\langle\boldsymbol{C}\rangle)}{X(\boldsymbol{c}, \boldsymbol{F}\langle\boldsymbol{C}\rangle)} \cdot \frac{\Theta(\boldsymbol{c}, \boldsymbol{F}\langle\boldsymbol{C}\rangle)}{\Theta(\boldsymbol{c}, \breve{\boldsymbol{F}}\langle\boldsymbol{C}\rangle)}\right),
\end{aligned}
$$

where $\boldsymbol{c} \in \mathscr{G}_{-N-2 R-K_{1}, N+2 R+K_{-1}}, \boldsymbol{C} \in \mathscr{E}_{-N+3 R, N-3 R}^{*}$ and $\breve{\boldsymbol{F}}\langle *\rangle \in \mathscr{E}_{-N-R-K_{1}, N+R+K_{1}}^{*}$. Then the proofs given in Sections 3 and 4 go through parallelly after few
modifications: (1) The constant $G$ which will appear in the proof of Lemma 4 such as $\left\{\boldsymbol{F}_{1}\langle\boldsymbol{C}\rangle, \boldsymbol{F}_{2}\langle\boldsymbol{C}\rangle, \ldots, \boldsymbol{F}_{\boldsymbol{G}}\langle\boldsymbol{C}\rangle\right\}$ varies depending on $\boldsymbol{C}$, but they are uniformly bounded from above. Hence we can apply the proof of Lemma 4 for each class of $C$ whose $G$ is the same. (2) In exclusion processes, differently from stochastic Ising models, particles can not be born or disappear; and so a configuration of particles on an interval can not change to another configuration directly at one time. Hence the proof of Lemma 6 needs another discussion under the assumption $v(\{\mathbf{0}, \mathbf{1}\})=0$. However the proof is elementary.

Proof of Lemma 6 For (DX) Under $v(\{\mathbf{0}, \mathbf{1}\})=0$. It is easy to see that if $\boldsymbol{a} \in \mathscr{C}_{i, j}$ is of the form $\boldsymbol{a}={ }_{i}\left[V_{\boldsymbol{E}_{n}} V_{\boldsymbol{E}_{n-1}} \ldots V_{E_{1}}(\boldsymbol{b})\right]_{j}$ for some $\boldsymbol{b} \in \mathscr{C}_{I, J}, v(\boldsymbol{b})>0$, and $\left\{\boldsymbol{E}_{k}\right\}_{k=1}^{n} \subset \mathscr{E}_{I+R, J-R}^{*}$, then $v(\boldsymbol{a})>0$. This implies that if $v(\boldsymbol{a})=0$, then $v(\boldsymbol{c})=0$ for every $\boldsymbol{c} \in \mathscr{C}$ satisfying $\sharp_{1}(\boldsymbol{a}) \leq \sharp_{1}(\boldsymbol{c})$ and $\sharp_{0}(\boldsymbol{a}) \leq \sharp_{0}(\boldsymbol{c})$, where $\sharp_{1}(\boldsymbol{a})=\sum_{k=i}^{j} a_{k}, \sharp_{0}(\boldsymbol{a})=\sum_{k=i}^{j}\left(1-a_{k}\right)$ and so on.

Now suppose $v(\boldsymbol{a})=0$ for some $\boldsymbol{a} \neq \varnothing$. From the above fact we have $v\left(\left\{\eta \in \mathscr{X} \mid \sum_{k=-\infty}^{\infty} \eta_{k} \geq \sharp_{1}(\boldsymbol{a})\right.\right.$ and $\left.\left.\sum_{k=-\infty}^{\infty}\left(1-\eta_{k}\right) \geq \sharp_{0}(\boldsymbol{a})\right\}\right)=0$. This implies $v\left(\left\{\eta \in \mathscr{X} \mid \sum_{k=-\infty}^{\infty} \eta_{k}<\sharp_{1}(\boldsymbol{a})\right.\right.$ or $\left.\left.\sum_{k=-\infty}^{\infty}\left(1-\eta_{k}\right)<\sharp_{0}(\boldsymbol{a})\right\}\right)=1$, and hence

$$
\begin{equation*}
\sum_{q=1}^{H_{1}(\boldsymbol{a})-1} v\left(Z_{1, q}\right)+\sum_{q=1}^{H_{0}(\boldsymbol{a})-1} v\left(Z_{0, q}\right)=1, \tag{6.3}
\end{equation*}
$$

where $Z_{1, q} \equiv\left\{\eta \in \mathscr{X} \mid \sum_{k=-\infty}^{\infty} \eta_{k}=q\right\}$ and $Z_{0, q} \equiv\left\{\eta \in \mathscr{X} \mid \sum_{k=-\infty}^{\infty}\left(1-\eta_{k}\right)=q\right\}$. (Note that $v\left(Z_{1,0}\right)=v\left(Z_{0,0}\right)=0$ from the assumption $\left.v(\{\mathbf{0}, \mathbf{1}\})=0\right)$.

It is straightforward to show that if $v\left(Z_{1, q+d}\right)=0$ for $d=1, \ldots, R$, then $v\left(Z_{1, q}\right)=0$. Indeed for each $\eta \in Z_{1, q}$ choose $N_{\eta}$ sufficiently large so that $\sum_{k=-N_{\eta}+R}^{N_{\eta}-R} \eta_{k}=q$ and put $: \eta:={ }_{-N_{\eta}}\left[\eta_{-N_{\eta}} \ldots \eta_{N_{\eta}}\right]_{N_{\eta}}$. Then define

$$
M_{1, q}=\max \left\{v(: \eta:) \exp \{\mathscr{H}(: \eta:)\} \mid \eta \in \boldsymbol{Z}_{1, q}\right\},
$$

which is well-defined since $v(\mathscr{X})=1$. Suppose $v(: \hat{\eta}:) \exp \{\mathscr{H}(: \hat{\eta}:)\}=M_{1, q}$. Taking $a$ to be $: \hat{\eta}: \equiv_{-N_{\hat{\eta}}}\left[\hat{\eta}_{-N_{\eta}} \ldots \hat{\eta}_{N_{\eta}}\right]_{n_{\eta}}$ in (3.4x) we have

$$
\begin{aligned}
v(: \hat{\eta}:) & =\sum_{c * *) \in \mathscr{C}_{-N_{\eta}-2 R, N_{n}+2 R}}^{*} \sum_{\boldsymbol{E}} \Theta\left(V_{\boldsymbol{E}}(\boldsymbol{c}\langle: \hat{\eta}:\rangle), \boldsymbol{E}\right) v\left(V_{\boldsymbol{E}}(\boldsymbol{c}\langle: \hat{\eta}:\rangle)\right) \\
& =\sum_{c(*)}^{*} \sum_{\boldsymbol{E}} \Theta(\boldsymbol{c}\langle: \hat{\eta}:\rangle, \boldsymbol{E}) \frac{\boldsymbol{\Theta}\left(V_{\boldsymbol{E}}(\boldsymbol{c}\langle: \hat{\eta}:\rangle), \boldsymbol{E}\right)}{\Theta(\boldsymbol{c}\langle: \hat{\eta}:\rangle, \boldsymbol{E})} v\left(V_{\boldsymbol{E}}(\boldsymbol{c}\langle: \hat{\eta}:\rangle)\right) \\
& =\sum_{\left.c^{(* *}\right)}^{*} \sum_{\boldsymbol{E}} \Theta(\boldsymbol{c}\langle: \hat{\eta}:\rangle, \boldsymbol{E}) \frac{\exp \{-\mathscr{H}(\boldsymbol{c}\langle: \eta:\rangle)\}}{\exp \left\{-\mathscr{H}\left(V_{\boldsymbol{E}}(\boldsymbol{c}\langle: \eta:\rangle)\right)\right\}} v\left(V_{\boldsymbol{E}}(\boldsymbol{c}\langle: \hat{\eta}:\rangle)\right) \\
& =\sum_{\boldsymbol{D} \in \mathscr{E}_{-N_{\eta}+R, N_{n}-R}^{*}}^{*} \Theta(: \hat{\eta}:, \boldsymbol{D}) \frac{\exp \{-\mathscr{H}(: \hat{\eta}:)\}}{\exp \left\{-\mathscr{H}\left(V_{\boldsymbol{D}}(: \hat{\eta}:)\right)\right\}} v\left(V_{\boldsymbol{D}}(: \hat{\eta}:)\right)
\end{aligned}
$$

by $\left(2.3_{\mathrm{x}}\right)$ and $v\left(Z_{1, q+d}\right)=0$, that is,

$$
M_{1, q}=\sum_{\boldsymbol{D}} \Theta(: \hat{\eta}:, \boldsymbol{D}) v\left(V_{\boldsymbol{D}}(: \hat{\eta}:)\right) \exp \left\{\mathscr{H}\left(V_{\boldsymbol{D}}(: \hat{\eta}:)\right)\right\}
$$

which implies $v\left(V_{\boldsymbol{D}}(: \hat{\eta}:)\right) \exp \left\{\mathscr{H}\left(V_{\boldsymbol{D}}(: \hat{\eta}:)\right)\right\}=M_{1, q} \quad$ for every $\quad \boldsymbol{D}$ since $\sum_{\boldsymbol{D}} \boldsymbol{\Theta}(: \hat{\eta}:, \boldsymbol{D})=1$. Thus we know that $v(: \eta:) \exp \{\mathscr{H}(: \eta:)\}=M_{1, q}$ if $: \eta:$ is related to $: \hat{\eta}:$ by $: \eta:=V_{\boldsymbol{D}}(: \hat{\eta}:)$ for some $\boldsymbol{D}$. By repeating this argument we have $v(: \eta:) \exp \{\mathscr{H}(: \eta:)\}=M_{1, q}$ for all $\eta \in Z_{1, q}$. But this is impossible if $M_{1, q}>0$ since $v(\mathscr{X})=1$; and so $M_{1, q}$ must be zero. Hence $v\left(Z_{1, q}\right)=0$ if $v\left(Z_{1, q+d}\right)=0$ for $d=1, \ldots, R$.

This argument gives us $v\left(Z_{1, q}\right)=0$ for $q=\sharp_{1}(\boldsymbol{a})-1, \ldots, 2,1$ because $v\left(Z_{1, q+d}\right)=0 \quad$ for $\quad q=\sharp_{1}(\boldsymbol{a})-1, d=1, \ldots, R \quad$ by (6.3). So we have $\sum_{q=1}^{\sharp_{1}(a)-1} v\left(Z_{1, q}\right)=0$ in (6.3). Analogously we can show that $\sum_{q=1}^{\sharp_{0}(a)-1} v\left(Z_{0, q}\right)$ $=0$ by choosing $N_{\eta}$ sufficiently large so that $\sum_{k=N_{\eta}+R}^{N_{\eta}-R}\left(1-\eta_{k}\right)=q$ and putting $M_{0, q}=\max \left\{v(: \eta:) \exp \left\{\mathscr{H}(: \eta:)-\mathscr{H}\left({ }_{{ }_{n}}[\mathbf{1}]_{N_{\eta}}\right)\right\} \mid \eta \in Z_{0, q}\right\}$. Consequently the 1.h.s. of (6.3) reduces to zero, a contradiction. Therefore $v(\boldsymbol{a})>0$ for any $\boldsymbol{a} \neq \varnothing$ if $v$ is stationary and $v(\{\mathbf{0}, \mathbf{1}\})=0$.

Finally we give an example of (DX) by defining $\{\Theta(\eta, \cdot) \mid \eta \in \mathscr{X}\}$, of which idea and interpretation are essentially the same as in $\S 5$ (see also (2.1) and (2.2)). Let $\alpha_{i}$ 's and $\beta_{i}$ 's, $i=1, \ldots, R$, be numbers in ( 0,1 ). Suppose that the configuration of particles on $\mathbf{Z}$ at time $t$ is $\eta \in \mathscr{X}$. Then we attach the state $\bigcirc$ (permission) or $\times$ (prohibition) to each $(x, y) \in \mathscr{Z}$ as follows:
i) if $\eta_{x} \neq \eta_{y}$, attach $\circ[$ resp. $\times]$ to $(x, y)$ with probability $\alpha_{y-x}$ [resp. $1-\alpha_{y-x}$;
ii) if $\eta_{x}=\eta_{y}$, attach $\circ[$ resp. $\times]$ to $(x, y)$ with probability $\beta_{y-x}$ [resp. $1-\beta_{y-x}$;
iii) The random choices of $\circ$ and $\times$ are independent.

This rule defines a probability measure $\hat{Q}_{\eta}$ on $\{0, \times\}^{\mathscr{Z}}$ which depends on $\eta$. As time goes to $t+1$, we exchange the state $\eta_{x}$ and $\eta_{y}$ if the state $\circ$ is attached to $(x, y)$ and the state $\times$ is attached to all $(\tilde{x}, \tilde{y}) \in \mathscr{Z}$ satisfying $\{\tilde{x}, \tilde{y}\} \cap\{x, y\} \neq \varnothing$ and $(\tilde{x}, \tilde{y}) \neq(x, y)$. This defines a probability measure $\Theta_{\eta}$ on $\mathscr{E}$ satisfying $\Theta_{\eta}\left(\mathscr{E}^{*}\right)=1$. If we define

$$
J_{r}=2 \log \left(\frac{1-\beta_{r}}{1-\alpha_{r}}\right), \quad r=1, \ldots, R,
$$

we can show just as in $\S 5$ that $\Theta_{\eta}$ satisfies $\left(\mathrm{FD}_{\mathrm{x}}\right)-\left(\mathrm{FD} 5_{\mathrm{x}}\right)$. Thus, by Theorem 2, we know that the set $\mathscr{J}$ of stationary measures for the corresponding (DX) is equal to the set $\mathscr{G}_{c}$ of canonical Gibbs states with pair potentials $J_{r}, r=$ $1, \ldots, R$. Especially an extremal point of $\mathscr{J}$ which is different from $\delta_{0}$ and $\delta_{1}$ is a Gibbs state with some self-potential $J_{0}$.

Concluding Remarks. 1. The proof of our theorem is making use of the one-dimensionality of the configuration space $\mathscr{X}$ in the sense that the
number of sites within the distance $R$ from the boundary of each interval is bounded uniformly. (This is used in the proofs of Lemmas 2, 4 and 5 as estimates $\sharp\{+1,-1\}^{R}\left(=2^{R}\right)$ 's.) So our argument here does not go through directly in higher dimensional cases.
2. We think that the conditions (2.3) and (2.4) in (FD3) should be grasped as a special case of the following general "dynamic local equilibrium": Let $\boldsymbol{a}, \tilde{\boldsymbol{a}} \in \mathscr{C}_{i, j}$ and $\boldsymbol{b}\langle *\rangle \in \mathscr{C}_{i-R, j+R}$. Then for every $A \subset\{i, i+1, \ldots, j\}$

$$
\begin{aligned}
\exp \left\{-\mathscr{H}\left(\boldsymbol{b}\left\langle\left.\left.\tilde{\boldsymbol{a}}\right|_{A} \cdot \boldsymbol{a}\right|_{\bar{A}}\right\rangle\right\} P\left(\boldsymbol{b}\left\langle\left.\left.\tilde{\boldsymbol{a}}\right|_{A} \cdot \boldsymbol{a}\right|_{\bar{A}}\right\rangle,\left.\left.\boldsymbol{a}\right|_{A} \cdot \tilde{\boldsymbol{a}}\right|_{\bar{A}}\right)\right. \\
\quad=\exp \left\{-\mathscr{H}\left(\boldsymbol{b}\left\langle\left.\left.\boldsymbol{a}\right|_{A} \cdot \boldsymbol{a}\right|_{\bar{A}}\right\rangle\right\} P\left(\boldsymbol{b}\left\langle\left.\left.\boldsymbol{a}\right|_{A} \cdot \boldsymbol{a}\right|_{\bar{A}}\right\rangle,\left.\left.\tilde{\boldsymbol{a}}\right|_{A} \cdot \tilde{\boldsymbol{a}}\right|_{\tilde{A}}\right)\right. \\
\quad(\equiv \exp \{-\mathscr{H}(\boldsymbol{b}\langle\boldsymbol{a}\rangle\} P(\boldsymbol{b}\langle\boldsymbol{a}\rangle \tilde{\boldsymbol{a}})),
\end{aligned}
$$

where $\left.\left.\tilde{\boldsymbol{a}}\right|_{A} \cdot \boldsymbol{a}\right|_{\bar{A}}$ is the element of $\mathscr{C}_{i, j}$ such that spin-orientations on $A$ are the same as $\tilde{\boldsymbol{a}}$ and on $\bar{A} \equiv\{i, \ldots, j\} \backslash A$ the same as $\boldsymbol{a}$, and so on. If $A=\{i, \ldots, j\}$ [resp. $=\{i, \ldots, i+R\} \cup\{j-R, \ldots, j\}]$, the above condition reduces to (2.3) [resp. (2.4)].
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