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#### Abstract

We provide an irreducibility criterion for polynomials in one variable over a valued field $K$, in the presence of a secondary valuation defined on $K$.


## 1. Introduction

The problem of understanding the structure of irreducible polynomials over a local field is simpler than the corresponding problem over a global field. In [6] it is shown how one can construct all the irreducible polynomials in one variable over a local field. This is done with the aid of the so-called saturated distinguished chains of polynomials, introduced in [6] and studied also in [1], [4] and [5]. In this paper we are concerned with an irreducibility criterion for polynomials in one variable over a field equipped with two valuations. A classical fact concerning irreducible polynomials over a field $K$ which is complete with respect to a nonarchimedean absolute value $|$.$| , is that if f(X)=$ $X^{d}+a_{1} X^{d-1}+\cdots+a_{d} \in K[X]$ is irreducible over $K$, then there exists an $\varepsilon>0$ such that any polynomial $g(X)=X^{d}+b_{1} X^{d-1}+\cdots+b_{d} \in K[X]$, with $\left|b_{j}-a_{j}\right|<\varepsilon$ for any $j \in\{1, \ldots, d\}$, is also irreducible over $K$. A more precise result in this direction is provided by a well known lemma of Krasner. By pursuing this kind of ideas, Krasner (see [3]) computed explicitly the number of extensions of a given degree of a $p$-adic field. In this paper we present an irreducibility result as above, which is applicable to some valued fields $K$ that are not necessarily complete with respect to the given absolute value. As we shall see, the lack of completeness of the field $K$ is compensated by the existence of a secondary valuation on $K$, which satisfies a certain property in connection with the given, primary valuation. In Section 2 below we consider the case where $K=K_{0}(t)$, where $K_{0}$ is a finite extension of $\mathbf{Q}_{p}$ for some prime number $p$, and $t$ is an indeterminate. By examining this example we identify a certain property, which we then take as a starting point in the more general
case treated in Section 3. In the last section we consider the case of an algebraic function field of one variable over a $p$-adic field. It would be interesting to find more instances where properties which are known to hold true for complete fields can be shown to be satisfied by some valued fields which are not necessarily complete, and where the lack of completeness is compensated by the existence of one, or several secondary valuations.

## 2. The case $K=K_{0}(t)$

Let $p$ be a prime number, $\mathbf{Q}_{p}$ the field of $p$-adic numbers, $K_{0}$ a finite extension of $\mathbf{Q}_{p}, t$ an indeterminate and $K=K_{0}(t)$ the field of rational functions in $t$ with coefficients in $K_{0}$. Denote by $|$.$| the p$-adic absolute value on $K_{0}$, normalized by $|p|=\frac{1}{p}$, say. If $\pi_{0}$ is a uniformizing element of $K_{0}$ and $e\left(K_{0} / \mathbf{Q}_{p}\right)$ denotes the ramification index of $K_{0}$ over $\mathbf{Q}_{p}$, then $\left|\pi_{0}\right|=$ $\left(\frac{1}{p}\right)^{1 / e\left(K_{0} / \mathbf{Q}_{p}\right)}$. We consider the Gauss extension of $|$.$| to K$. This absolute value, which we continue to denote by $|$.$| , is defined as follows. If P(t)=$ $c_{0} t^{n}+c_{1} t^{n-1}+\cdots+c_{n}$, with $c_{0}, \ldots, c_{n} \in K_{0}$, then

$$
\begin{equation*}
|P(t)|=\max _{0 \leq j \leq n}\left|c_{j}\right| . \tag{2.1}
\end{equation*}
$$

Next, |.| is extended from $K_{0}[t]$ to $K$ by multiplicativity, thus if $r(t)=\frac{P(t)}{Q(t)} \in K$ with $P(t), Q(t) \in K_{0}[t]$, then

$$
\begin{equation*}
|r(t)|=\frac{|P(t)|}{|Q(t)|} \tag{2.2}
\end{equation*}
$$

Note that $K$ is not complete with respect to the absolute value |.|. We now take a polynomial in one variable

$$
\begin{equation*}
f(X)=X^{d}+a_{1} X^{d-1}+\cdots+a_{d} \tag{2.3}
\end{equation*}
$$

with $a_{1}, \ldots, a_{d} \in K_{0}[t]$, such that $f(X)$ is irreducible over $K$, and approximate $f(X)$ with polynomials

$$
\begin{equation*}
g(X)=X^{d}+b_{1} X^{d-1}+\cdots+b_{d} \tag{2.4}
\end{equation*}
$$

with $b_{1}, \ldots, b_{d} \in K_{0}[t]$. Suppose that

$$
\begin{equation*}
\left|b_{j}-a_{j}\right|<\varepsilon \quad \text { for any } j \in\{1, \ldots, d\} \tag{2.5}
\end{equation*}
$$

for a given $\varepsilon>0$. One can not conclude that for $\varepsilon$ small enough, any such polynomial $g(X)$ is irreducible. To see this, consider the following example. Let $p$ be an odd prime and $f(X)=X^{2}-(1+p t)$. For each positive integer $m$, let

$$
\begin{equation*}
g_{m}(X)=X^{2}-\left(\sum_{k=0}^{m}\binom{1 / 2}{k} p^{k} t^{k}\right)^{2} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\binom{1 / 2}{k}=\frac{\frac{1}{2}\left(\frac{1}{2}-1\right) \ldots\left(\frac{1}{2}-k+1\right)}{k!} \tag{2.7}
\end{equation*}
$$

The elements $A_{m}(t):=\sum_{k=0}^{m}\binom{1 / 2}{k} p^{k} t^{k} \in K_{0}[t]$ are partial sums of the Taylor series expansion of $\sqrt{1+p t}$. Hence $1+p t-A_{m}(t)^{2}$, as a polynomial in $t$, has only terms of degree $>m$. These terms are of the form $\binom{1 / 2}{i}\binom{1 / 2}{j} p^{i+j} t^{i+j}$ and are small in our absolute value $|$.$| as (i+j) \rightarrow \infty$. Thus $g_{m}(X)$ approaches $f(X)$ as $m \rightarrow \infty$. At the same time, each polynomial $g_{m}(X)$ is reducible over $K$, while the limiting polynomial $f(X)$ is irreducible over $K$.

At this point we would say that this was an expected phenomenon, simply due to the fact that the field $K$ is not complete with respect to the absolute value |.|. Observe that in the above example the coefficients of the polynomials $g_{m}(X)$ are elements of $K_{0}[t]$ of higher and higher degree as polynomials in $t$ over $K_{0}$. Let us then restrict to the case when the irreducible polynomial $f(X)$ given by (2.3) is approximated by polynomials $g(X)$ as in (2.4) and (2.5), with the additional constraint that the degrees of all the coefficients $b_{0}, \ldots, b_{d}$, as polynomials in $t$ over $K_{0}$, are bounded by a given number $D$. Then we do have an irreducibility result. For $\varepsilon>0$ small enough, depending on $K_{0}, f(X)$ and $D$, any polynomial $g(X)$ as above is irreducible over $K$. Indeed, if this fails, then there is a sequence of polynomials $\left(g_{n}(X)\right)_{n \in \mathbf{N}}$,

$$
g_{n}(X)=X^{d}+b_{1, n} X^{d-1}+\cdots+b_{d, n}
$$

with $b_{1, n}, \ldots, b_{d, n} \in K_{0}[t]$, for which

$$
\begin{equation*}
\left|b_{j, n}-a_{j}\right| \leq \frac{1}{n} \tag{2.8}
\end{equation*}
$$

for any $n \in \mathbf{N}$ and any $j \in\{1, \ldots, d\}$, and such that each polynomial $g_{n}(X)$ is reducible over $K$. Say

$$
g_{n}(X)=G_{n}(X) H_{n}(X)
$$

for any $n \in \mathbf{N}$, with $G_{n}(X), H_{n}(X) \in K_{0}[t][X], \operatorname{deg} G_{n}(X) \geq 1, \operatorname{deg} H_{n}(X) \geq 1$. Restricting if necessary to a subsequence, we may assume that $\operatorname{deg} G_{n}(X)=r$ is constant. Denote

$$
G_{n}(X)=X^{r}+C_{1, n} X^{r-1}+\cdots+C_{r, n}
$$

where each $C_{j, n}, 1 \leq j \leq r$, is a polynomial in $t$ over $K_{0}$, of degree at most $D$,

$$
C_{j, n}=c_{j, 0, n}+c_{j, 1, n} t+\cdots+c_{j, D, n} t^{D}
$$

If we extend the absolute value $|$.$| to an absolute value, also denoted by |$.$| , on$ a fixed algebraic closure $\overline{K_{0}(t)}$ of $K_{0}(t)$, then from (2.8) we see that the coefficients, and therefore also the roots of all the polynomials $g_{n}(X)$, are uniformly bounded in the absolute value |.|. In particular the roots of the polynomials $G_{n}(X)$, and thus also their coefficients $C_{j, n}$, are uniformly bounded in the absolute value $|$.$| . Since for any j$ and any $n$ we have

$$
\left|C_{j, n}\right|=\max _{0 \leq s \leq D}\left|c_{j, s, n}\right|,
$$

we deduce that for any $j \in\{1, \ldots, r\}$ and any $s \in\{0, \ldots, D\}$, the sequence $\left(c_{j, s, n}\right)_{n \in \mathbf{N}}$ is bounded. The field $K_{0}$ is locally compact, and so each such sequence has a subsequence which converges in $K_{0}$. Therefore there is a subsequence $n_{1}<n_{2}<\cdots<n_{k}<\cdots$ for which

$$
\begin{equation*}
\lim _{k \rightarrow \infty} c_{j, s, n_{k}}=c_{j, s} \in K_{0} \tag{2.9}
\end{equation*}
$$

for $1 \leq j \leq r$ and $0 \leq s \leq D$. If we denote

$$
C_{j}=c_{j, 0}+c_{j, 1} t+\cdots+c_{j, D} t^{D}
$$

then from (2.9) it follows that

$$
\lim _{k \rightarrow \infty} C_{j, n_{k}}=C_{j}
$$

for $1 \leq j \leq r$. This means that the sequence of polynomials $\left(G_{n_{k}}(X)\right)_{k \in \mathbf{N}}$ converges to the polynomial

$$
G(X):=X^{r}+C_{1} X^{r-1}+\cdots+C_{r} .
$$

Similarly, along a subsequence of this sequence, we have that $H_{n}(X)$ approaches a polynomial $H(X) \in K_{0}[t][X]$. Then clearly $g_{n}(X)$ will converge along this last subsequence, to $G(X) H(X)$. Thus $f(X)=G(X) H(X)$, which contradicts our assumption that $f(X)$ is irreducible.

The above familiar reasoning uses two special properties, particular to this situation, namely the fact the ring $K_{0}[t]$ containing the coefficients of the given polynomial $f(X)$ is a polynomial ring in one variable over a field $K_{0}$, and the fact that $K_{0}$ is locally compact with respect to the given absolute value |.|. We would like to find an alternative way of proving a result as above, assuming less restrictive properties of the rings and absolute values under consideration, and which will then have a larger area of possible applications.

Let us also remark that in the above example we have a second absolute value, namely the one given by the degree of elements from $K_{0}[t]$ viewed as polynomials in $t$, whose properties were tacitly used in the proof.

In the next section we consider a more general situation, in which $K_{0}[t]$ is replaced by a ring $A$ on which we have two absolute values, or, more generally, two valuations $v_{1}$ and $v_{2}$. The valuation $v_{1}$, which we view as the primary valuation, will play the role of the above absolute value $|$.$| , and the valuation$ $v_{2}$, which we see as a secondary valuation, will play the role of the degree with respect to $t$ in the above result. Thus the role of the secondary valuation $v_{2}$ will be to compensate the lack of completeness of the given field with respect to our primary valuation $v_{1}$.

## 3. An axiomatic treatment

Let $K$ be a field of characteristic zero, equipped with two non-archimedean valuations $v_{1}$ and $v_{2}$. For general definitions and basic properties of valuations we refer the reader to [7]. For $i=1,2$, let $O_{i}$ denote the valuation ring of $v_{i}$, let $M_{i}$ be the maximal ideal of $O_{i}$, and let $k_{i}=O_{i} / M_{i}$, the residue field of $v_{i}$. We also denote by $\Gamma_{i}$ the value group of the valuation $v_{i}$.

Let now $A$ be a subring of $K$, with field of fractions $K$, and which is integrally closed in $K$.

Denote by $\bar{K}$ a fixed algebraic closure of $K$, and let us fix two valuations $\bar{v}_{1}$ and $\bar{v}_{2}$ on $\bar{K}$, which are extensions of the given valuations $v_{1}$ and respectively $v_{2}$. For $i=1,2$, denote by $\bar{O}_{i}, \bar{M}_{i}, \bar{k}_{i}=\bar{O}_{i} / \bar{M}_{i}$ and $\overline{\Gamma_{i}}$ the valuation ring, the maximal ideal of the valuation ring, the residue field, and respectively the value group of the valuation $\bar{v}_{i}$ on $\bar{K}$.

So far the valuations $v_{1}$ and $v_{2}$ had a symmetric role. We now introduce a condition which is not symmetric in $v_{1}$ and $v_{2}$, and from now on we call $v_{1}$ the primary valuation, and we call $v_{2}$ the secondary valuation on $K$.

Denote by $\bar{A}$ the integral closure of $A$ in $\bar{K}$. Since $A$ is integrally closed in $K$, we have $\bar{A} \cap K=A$.

We introduce the following condition. We require that no element from $\bar{A} \backslash A$ can be approximated, with respect to $\bar{v}_{1}$, by a (generalized) sequence of elements from $A$ which is bounded with respect to the secondary valuation $v_{2}$. Thus, we ask that for any $\alpha \in \bar{A} \backslash A$, and any $\gamma_{2} \in \Gamma_{2}$, there exists an element $\gamma_{1} \in \Gamma_{1} \subseteq \bar{\Gamma}_{1}$, such that

$$
\begin{equation*}
\bar{v}_{1}(u-\alpha) \leq \gamma_{1}, \quad \text { for any } u \in A \text { with } v_{2}(u) \geq \gamma_{2} . \tag{3.1}
\end{equation*}
$$

Note that (3.1) holds if $K$ is complete with respect to the primary valuation $v_{1}$, regardless of the choice of $v_{2}$.

Note also that (3.1) holds with $K$ as in the previous section, $K=K_{0}(t), K_{0}$
finite extension of $\mathbf{Q}_{p}, A=K_{0}[t], v_{1}$ the Gauss extension to $K_{0}(t)$ of the $p$-adic valuation on $K_{0}$, and $v_{2}$ defined by

$$
v_{2}\left(\frac{P(t)}{Q(t)}\right)=\operatorname{deg} Q(t)-\operatorname{deg} P(t)
$$

for any $P(t), Q(t) \in K_{0}[t], Q(t) \neq 0$. In this case, (3.1) says that no element $\alpha \in \bar{A} \backslash A$ can be approximated by a sequence of elements from $K_{0}[t]$ whose degrees with respect to $t$ are uniformly bounded. This happens simply because any sequence of polynomials in $t$, of bounded degree, with coefficients in $K$, which is a Cauchy sequence in the Gauss valuation, will converge to an element from $K_{0}[t]=A$.

Of course, if one would ignore the secondary valuation here and would only ask whether elements $\alpha \in \overline{K_{0}[t]} \backslash K_{0}[t]$ can be limits with respect to the Gauss valuation of sequences of elements from $K_{0}[t]$, we already know that this does happen indeed. We have seen for instance in the previous section that the algebraic function $\alpha=\sqrt{1+p t} \in \overline{K_{0}[t]} \backslash K_{0}[t]$ is approximated in the Gauss valuation by the partial sums of its Taylor expansion.

Returning to the general case, let us remark that (3.1) only depends on the ring $A$, which also determines the field $K$, and on the two valuations $v_{1}$ and $v_{2}$ on $K$, and does not depend on the particular choice of the extension $\bar{v}_{1}$ of $v_{1}$ to $\bar{K}$.

To see this, let us assume that (3.1) holds for a particular extension $\bar{v}_{1}$ of $v_{1}$ to $\bar{K}$, and let us choose any other valuation $w$ on $\bar{K}$, whose restriction to $K$ coincides with $v_{1}$. Fix elements $\alpha \in \bar{A} \backslash A$ and $\gamma_{2} \in \Gamma_{2}$. We need to show that there exists an element $\gamma_{1} \in \Gamma_{1}$ such that

$$
\begin{equation*}
w(u-\alpha) \leq \gamma_{1}, \quad \text { for any } u \in A \text { with } v_{2}(u) \geq \gamma_{2} \tag{3.2}
\end{equation*}
$$

Let

$$
f_{\alpha}(X)=X^{d}+c_{1} X^{d-1}+\cdots+c_{d} \in A[X]
$$

be the minimal polynomial of $\alpha$ over $K$, and denote by $\alpha_{1}=\alpha, \alpha_{2}, \ldots, \alpha_{d}$ the roots of $f_{\alpha}(X)$ in $\bar{K}$. We apply (3.1), with $\alpha$ replaced by $\alpha_{i}, 1 \leq i \leq d$. It follows that there are elements $\gamma_{1,1}, \ldots, \gamma_{1, d} \in \Gamma_{1}$ such that

$$
\begin{equation*}
\bar{v}_{1}\left(u-\alpha_{i}\right) \leq \gamma_{1, i}, \tag{3.3}
\end{equation*}
$$

for any $u \in A$ with $v_{2}(u) \geq \gamma_{2}$, and any $i \in\{1, \ldots, d\}$. As a consequence,

$$
\begin{equation*}
\bar{v}_{1}\left(f_{\alpha}(u)\right)=\sum_{1 \leq i \leq d} \bar{v}_{1}\left(u-\alpha_{i}\right) \leq \sum_{1 \leq i \leq d} \gamma_{1, i}, \tag{3.4}
\end{equation*}
$$

for any $u \in A$ with $v_{2}(u) \geq \gamma_{2}$. Since for any such $u, f_{\alpha}(u)$ belongs to $A$, we have that

$$
\bar{v}_{1}\left(f_{\alpha}(u)\right)=v_{1}\left(f_{\alpha}(u)\right)=w\left(f_{\alpha}(u)\right)=\sum_{1 \leq i \leq d} w\left(u-\alpha_{i}\right) .
$$

Therefore,

$$
\begin{equation*}
\sum_{1 \leq i \leq d} w\left(u-\alpha_{i}\right) \leq \sum_{1 \leq i \leq d} \gamma_{1, i} \tag{3.5}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\sum_{1 \leq i \leq d} w\left(u-\alpha_{i}\right) \geq w(u-\alpha)+\sum_{2 \leq j \leq d} \min \left\{w(u-\alpha), w\left(\alpha-\alpha_{j}\right)\right\} \tag{3.6}
\end{equation*}
$$

Fix an element $\gamma^{\prime} \in \Gamma_{1}$ such that

$$
\begin{equation*}
\gamma^{\prime} \geq w\left(\alpha-\alpha_{j}\right) \tag{3.7}
\end{equation*}
$$

for any $j \in\{2, \ldots, d\}$. We distinguish two cases.
I. If $u$ is such that $w(u-\alpha) \leq \gamma^{\prime}$, then (3.2) will hold true for such elements $u$, provided that $\gamma_{1}$ is chosen to be larger than or equal to $\gamma^{\prime}$.
II. If $u$ is such that $w(u-\alpha) \geq \gamma^{\prime}$, then from (3.6) and (3.7) we obtain

$$
\begin{equation*}
\sum_{1 \leq i \leq d} w\left(u-\alpha_{i}\right) \geq w(u-\alpha)+\sum_{2 \leq j \leq d} w\left(\alpha-\alpha_{j}\right) \tag{3.8}
\end{equation*}
$$

Fix an element $\gamma^{\prime \prime} \in \Gamma_{1}$ for which

$$
\begin{equation*}
\gamma^{\prime \prime} \geq \sum_{1 \leq i \leq d} \gamma_{1, i}-\sum_{2 \leq j \leq d} w\left(\alpha-\alpha_{j}\right) \tag{3.9}
\end{equation*}
$$

By (3.5), (3.8) and (3.9) we find that

$$
w(u-\alpha) \leq \gamma^{\prime \prime}
$$

for any $u \in A$ for which $v_{2}(u) \geq \gamma_{2}$ and $w(u-\alpha) \geq \gamma^{\prime}$.
In conclusion, if we let

$$
\gamma_{1}:=\max \left\{\gamma^{\prime}, \gamma^{\prime \prime}\right\} \in \Gamma_{1}
$$

then (3.2) will hold true for any $u \in A$ with $v_{2}(u) \geq \gamma_{2}$. This shows that the above property (3.1) is independent indeed of the particular choice of the valuation $\bar{v}_{1}$ on $\bar{K}$ which extends $v_{1}$.

We prove the following irreducibility result.

Theorem 1. Let $K$ be a field of characteristic zero, equipped with two nonarchimedean valuations $v_{1}$ and $v_{2}$, and let $A$ be a subring of $K$, with field of fractions $K$, and which is integrally closed in K. Denote by $\Gamma_{1}$ and $\Gamma_{2}$ the value groups of $v_{1}$ and respectively $v_{2}$, and assume that (3.1) holds true. Then, for any polynomial

$$
f(X)=X^{d}+a_{1} X^{d-1}+\cdots+a_{d} \in A[X]
$$

which is irreducible over $K$, and for any $\gamma_{2} \in \Gamma_{2}$, there exists $\gamma_{1} \in \Gamma_{1}$ such that, for any $b_{1}, \ldots, b_{d} \in A$ for which

$$
\begin{equation*}
v_{1}\left(b_{i}-a_{i}\right) \geq \gamma_{1}, \quad 1 \leq i \leq d \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{2}\left(b_{i}\right) \geq \gamma_{2}, \quad 1 \leq i \leq d \tag{3.11}
\end{equation*}
$$

the polynomial

$$
\begin{equation*}
g(X)=X^{d}+b_{1} X^{d-1}+\cdots+b_{d} \tag{3.12}
\end{equation*}
$$

is irreducible over $K$.
Proof. Let $\bar{v}_{1}$ and $\bar{v}_{2}$ be valuations on $\bar{K}$ whose restrictions to $K$ coincide with $v_{1}$ and respectively $v_{2}$, and denote by $\bar{\Gamma}_{1}$ and $\bar{\Gamma}_{2}$ respectively, the value groups of $\bar{v}_{1}$ and $\bar{v}_{2}$.

We first work inside the group $\overline{\Gamma_{2}}$.
Note first that for any polynomial $g(X)$ as in (3.12), with $b_{1}, \ldots, b_{d}$ satisfying (3.11), and any root $\theta$ of $g(X)$ in $\bar{K}$, we have

$$
\begin{aligned}
d \bar{v}_{2}(\theta) & =\bar{v}_{2}\left(\theta^{d}\right)=\bar{v}_{2}\left(-\sum_{1 \leq i \leq d} b_{i} \theta^{d-i}\right) \\
& \geq \min _{1 \leq i \leq d}\left\{v_{2}\left(b_{i}\right)+(d-i) \bar{v}_{2}(\theta)\right\} \geq \gamma_{2}+\min _{1 \leq i \leq d}\left\{(d-i) \bar{v}_{2}(\theta)\right\}
\end{aligned}
$$

Thus there is an $i \in\{1, \ldots, d\}$ for which

$$
\begin{equation*}
\bar{v}_{2}(\theta) \geq \frac{\gamma_{2}}{i} . \tag{3.13}
\end{equation*}
$$

According as to whether $\gamma_{2}$ is a positive or a negative element of $\Gamma_{2}$, we let $\gamma_{2}^{\prime} \in \bar{\Gamma}_{2}$ be defined by the equality $\gamma_{2}^{\prime}=\gamma_{2} / d$, and respectively by the equality $\gamma_{2}^{\prime}=\gamma_{2}$. Then, in both cases it follows from (3.13) that

$$
\begin{equation*}
\bar{v}_{2}(\theta) \geq \gamma_{2}^{\prime} \tag{3.14}
\end{equation*}
$$

for any root $\theta$ of any polynomial $g(X)$ as in (3.12), with coefficients $b_{1}, \ldots, b_{d}$ satisfying (3.11).

Let us also remark that in case such a polynomial $g(X)$ is reducible, say

$$
g(X)=G(X) H(X),
$$

with $G(X), H(X) \in A[X]$, then from (3.14) one obtains bounds for all the coefficients of $G(X)$ and $H(X)$, with respect to the valuation $v_{2}$. More precisely, if

$$
\begin{equation*}
G(X)=X^{r}+C_{1} X^{r-1}+\cdots+C_{r}, \tag{3.15}
\end{equation*}
$$

and if $\theta_{1}, \ldots, \theta_{r} \in \bar{K}$ are the roots of $G(X)$, then $\bar{v}_{2}\left(\theta_{j}\right) \geq \gamma_{2}^{\prime}, 1 \leq j \leq r$, and from the expressions of $C_{1}, \ldots, C_{r}$ as symmetric functions of $\theta_{1}, \ldots, \theta_{r}$, we see that

$$
\begin{equation*}
v_{2}\left(C_{i}\right) \geq i \gamma_{2}^{\prime}, \quad 1 \leq i \leq r, \tag{3.16}
\end{equation*}
$$

and similarly for the coefficients of $H(X)$.
We now return to the given polynomial $f(X)$, and apply (3.1) for various symmetric functions of proper subsets of the set of roots of $f(X)$. Thus, if $\alpha_{1}, \ldots, \alpha_{d}$ are the roots of $f(X)$ in $\bar{K}$, then for any $r \in\{1, \ldots, d-1\}$, and any subset $S$ of $\{1, \ldots, d\}$ having exactly $r$ elements, we consider the symmetric sums

$$
\sigma_{S, 1}=\sum_{j \in S} \alpha_{j}, \quad \sigma_{S, 2}=\sum_{\substack{i, j \in S \\ i<j}} \alpha_{i} \alpha_{j}, \ldots, \sigma_{S, r}=\prod_{j \in S} \alpha_{j} .
$$

Clearly, $\sigma_{S, j} \in \bar{A}, 1 \leq j \leq r$, and if we consider the polynomial $f_{S}(X) \in \bar{A}[X]$,

$$
f_{S}(X):=X^{r}-\sigma_{S, 1} X^{r-1}+\sigma_{S, 2} X^{r-2}+\cdots+(-1)^{r} \sigma_{S, r},
$$

then $f_{S}(X)$ factors over $\bar{A}$, as

$$
f_{S}(X)=\prod_{j \in S}\left(X-\alpha_{j}\right) .
$$

Since $f(X)$ was assumed to be irreducible over $K$, it follows that for $1 \leq r \leq$ $d-1$, and any subset $S$ of $\{1, \ldots, d\}$ having exactly $r$ elements, at least one of the coefficients of $f_{S}(X)$ belongs to $\bar{A} \backslash A$. For any such $S$, let us denote by $j_{S} \in\{1, \ldots, r\}$ the smallest positive integer for which $\sigma_{S, j_{S}} \in \bar{A} \backslash A$. We now apply (3.1), with $\alpha$ replaced by $\sigma_{S, j_{s}}$, and $\gamma_{2}$ replaced by $j_{s} \gamma_{2}^{\prime}$. It follows that there is an element of $\Gamma_{1}$, call it $\gamma_{1, S}$, for which

$$
\begin{equation*}
\bar{v}_{1}\left(u-\sigma_{S, j_{S}}\right) \leq \gamma_{1, S}, \tag{3.17}
\end{equation*}
$$

for any $u \in A$ with $v_{2}(u) \geq j s \gamma_{2}^{\prime}$.
We now fix an element $\gamma_{1} \in \Gamma_{1}$. The actual choice of $\gamma_{1}$ will be made explicit later. We will choose $\gamma_{1}$ to be large enough so that it satisfies certain inequalities which will appear in what follows.

Let $g(X)$ be as in (3.12), with $b_{1}, \ldots, b_{d}$ satisfying (3.10) and (3.11), and let us assume that $g(X)$ is not irreducible over $K$. Say $g(X)=G(X) H(X)$, with $G(X), H(X) \in A[X]$, $\operatorname{deg} G \geq 1$, $\operatorname{deg} H \geq 1$. Denote by $\theta_{1}, \ldots, \theta_{d}$ the roots of $g(X)$ in $\bar{K}$. Here we order these roots so that $\theta_{1}$ is one of the roots of $g(X)$ that are closest to $\alpha_{1}$, that is,

$$
\bar{v}_{1}\left(\theta_{1}-\alpha_{1}\right)=\max _{1 \leq j \leq d} \bar{v}_{1}\left(\theta_{j}-\alpha_{1}\right)
$$

After $\theta_{1}$ is chosen, we denote by $\theta_{2}$ one of the remaining roots of $g(X)$, which is closest to $\alpha_{2}$, so

$$
\bar{v}_{1}\left(\theta_{2}-\alpha_{2}\right)=\max _{2 \leq j \leq d} \bar{v}_{1}\left(\theta_{j}-\alpha_{2}\right)
$$

Then continue in the same way with $\theta_{3}, \ldots, \theta_{d}$. Thus for any $1 \leq i<j \leq d$ we have that

$$
\bar{v}_{1}\left(\theta_{i}-\alpha_{i}\right) \geq \bar{v}_{1}\left(\theta_{j}-\alpha_{i}\right)
$$

For any $i \in\{1, \ldots, d\}$, one has

$$
\begin{align*}
\sum_{1 \leq j \leq d} \bar{v}_{1}\left(\theta_{j}-\alpha_{i}\right) & =\bar{v}_{1}\left(g\left(\alpha_{i}\right)\right)=\bar{v}_{1}\left(g\left(\alpha_{i}\right)-f\left(\alpha_{i}\right)\right)  \tag{3.18}\\
& =\bar{v}_{1}\left(\sum_{1 \leq s \leq d}\left(b_{s}-a_{s}\right) \alpha_{i}^{d-s}\right) \\
& \geq \min _{1 \leq s \leq d}\left\{v_{1}\left(b_{s}-a_{s}\right)+(d-s) \bar{v}_{1}\left(\alpha_{i}\right)\right\} \\
& \geq \gamma_{1}+\min _{1 \leq s \leq d}\left\{(d-s) \bar{v}_{1}\left(\alpha_{i}\right)\right\}=\gamma_{1}+\delta_{i}
\end{align*}
$$

where $\delta_{i} \in \bar{\Gamma}_{1}$ is given by $\delta_{i}=0$ if $\bar{v}_{1}\left(\alpha_{i}\right) \geq 0$, and respectively by $\delta_{i}=$ $(d-1) \bar{v}_{1}\left(\alpha_{i}\right)$, if $\bar{v}_{1}\left(\alpha_{i}\right)<0$. Let us denote

$$
\omega=\max _{1 \leq i \neq j \leq d} \bar{v}_{1}\left(\alpha_{i}-\alpha_{j}\right)
$$

We assume that $\gamma_{1}$ is chosen such that

$$
\begin{equation*}
\gamma_{1}>d \omega-\delta_{i} \tag{3.19}
\end{equation*}
$$

for any $i \in\{1, \ldots, d\}$. By (3.18) and (3.19) we see that

$$
\sum_{1 \leq j \leq d} \bar{v}_{1}\left(\theta_{j}-\alpha_{i}\right)>d \omega
$$

which further implies that

$$
\begin{equation*}
\max _{1 \leq j \leq d} \bar{v}_{1}\left(\theta_{j}-\alpha_{i}\right)>\omega \tag{3.20}
\end{equation*}
$$

for any $i \in\{1, \ldots, d\}$. For $i=1$, we know that the maximum on the left side of (3.20) is attained for $j=1$, so

$$
\begin{equation*}
\bar{v}_{1}\left(\theta_{1}-\alpha_{1}\right)>\omega . \tag{3.21}
\end{equation*}
$$

Since $\bar{v}_{1}\left(\alpha_{1}-\alpha_{2}\right) \leq \omega<\bar{v}_{1}\left(\theta_{1}-\alpha_{1}\right)$, we have

$$
\begin{equation*}
\bar{v}_{1}\left(\theta_{1}-\alpha_{2}\right)=\bar{v}_{1}\left(\alpha_{1}-\alpha_{2}\right) \leq \omega \tag{3.22}
\end{equation*}
$$

By (3.22) and the choice of $\theta_{2}$, it follows that for $i=2$, the maximum on the left side of (3.20) is attained for $j=2$, hence

$$
\begin{equation*}
\bar{v}_{1}\left(\theta_{2}-\alpha_{2}\right)>\omega \tag{3.23}
\end{equation*}
$$

As before we find that $\bar{v}_{1}\left(\theta_{1}-\alpha_{3}\right)=\bar{v}_{1}\left(\alpha_{1}-\alpha_{3}\right) \leq \omega$, and $\bar{v}_{1}\left(\theta_{2}-\alpha_{3}\right)=$ $\bar{v}_{1}\left(\alpha_{2}-\alpha_{3}\right) \leq \omega$, from which we derive that $\bar{v}_{1}\left(\theta_{3}-\alpha_{3}\right)>\omega$. By repeating the above reasoning, we conclude that

$$
\begin{equation*}
\bar{v}_{1}\left(\theta_{i}-\alpha_{i}\right)>\omega \tag{3.24}
\end{equation*}
$$

for any $i \in\{1, \ldots, d\}$. It also follows that

$$
\begin{equation*}
\bar{v}_{1}\left(\theta_{j}-\alpha_{i}\right)=\bar{v}_{1}\left(\alpha_{j}-\alpha_{i}\right), \tag{3.25}
\end{equation*}
$$

for any $1 \leq i \neq j \leq d$. Using (3.18), (3.25) and the equality

$$
\bar{v}_{1}\left(f^{\prime}\left(\alpha_{i}\right)\right)=\sum_{\substack{1 \leq j \leq d \\ j \neq i}} \bar{v}_{1}\left(\alpha_{i}-\alpha_{j}\right)
$$

we deduce that for any $i \in\{1, \ldots, d\}$,

$$
\begin{equation*}
\bar{v}_{1}\left(\theta_{i}-\alpha_{i}\right) \geq \gamma_{1}-\bar{v}_{1}\left(f^{\prime}\left(\alpha_{i}\right)\right)+\delta_{i} \tag{3.26}
\end{equation*}
$$

Assume in what follows that for any $i \in\{1, \ldots, d\}$,

$$
\begin{equation*}
\gamma_{1}>\bar{v}_{1}\left(f^{\prime}\left(\alpha_{i}\right)\right)-\delta_{i}+\bar{v}_{1}\left(\alpha_{i}\right) \tag{3.27}
\end{equation*}
$$

By (3.26) and (3.27) it follows that

$$
\begin{equation*}
\bar{v}_{1}\left(\theta_{i}\right)=\bar{v}_{1}\left(\alpha_{i}\right) \tag{3.28}
\end{equation*}
$$

for any $i \in\{1, \ldots, d\}$. Denote by $S$ the subset of $\{1, \ldots, d\}$ which corresponds to the roots of $G(X)$, in the sense that

$$
G(X)=\prod_{j \in S}\left(X-\theta_{j}\right)
$$

Consider the polynomial

$$
f_{S}(X)=\prod_{j \in S}\left(X-\alpha_{j}\right)
$$

By (3.26) we see that for $\gamma_{1}$ large enough, the corresponding coefficients in the polynomials $G(X)$ and $f_{S}(X)$ are close to each other. One of the coefficients of $f_{S}(X)$ is

$$
\begin{equation*}
\sigma_{S, j_{S}}=\sum_{\substack{i_{1}, \ldots, i_{S} \in S \\ i_{1} \lll i_{S}}} \alpha_{i_{1}} \alpha_{i_{2}} \ldots \alpha_{i_{i_{S}}} . \tag{3.29}
\end{equation*}
$$

The corresponding coefficient in $G(X)$, call it $u$, is given by

$$
\begin{equation*}
u=\sum_{\substack{i_{1}, \ldots, i_{i_{s}} \in S \\ i_{1}<\cdots<i_{j}}} \theta_{i_{1}} \theta_{i_{2}} \ldots \theta_{i_{i_{S}}} . \tag{3.30}
\end{equation*}
$$

Note that for any $1 \leq i_{1}, \ldots, i_{k} \leq d$, one has

$$
\begin{aligned}
\theta_{i_{1}} \ldots \theta_{i_{k}}-\alpha_{i_{1}} \ldots \alpha_{i_{k}}= & \theta_{i_{1}} \ldots \theta_{i_{k-1}}\left(\theta_{i_{k}}-\alpha_{i_{k}}\right)+\theta_{i_{1}} \ldots \theta_{i_{k-2}}\left(\theta_{i_{k-1}}-\alpha_{i_{k-1}}\right) \alpha_{i_{k}} \\
& +\theta_{i_{1}} \ldots \theta_{i_{k-3}}\left(\theta_{i_{k-2}}-\alpha_{i_{k-2}}\right) \alpha_{i_{k-1}} \alpha_{i_{k}}+\cdots+\left(\theta_{i_{1}}-\alpha_{i_{1}}\right) \alpha_{i_{2}} \ldots \alpha_{i_{k}}
\end{aligned}
$$

Combining this with (3.26) and (3.28), we find that

$$
\begin{align*}
\bar{v}_{1}\left(\theta_{i_{1}} \ldots \theta_{i_{k}}-\alpha_{i_{1}} \ldots \alpha_{i_{k}}\right) \geq & \bar{v}_{1}\left(\alpha_{i_{1}} \ldots \alpha_{i_{k}}\right)  \tag{3.31}\\
& +\min _{1 \leq l \leq k}\left\{\gamma_{1}-\bar{v}_{1}\left(f^{\prime}\left(\alpha_{i_{i}}\right)\right)+\delta_{i_{i}}-\bar{v}_{1}\left(\alpha_{i}\right)\right\} .
\end{align*}
$$

Using (3.31) together with (3.29) and (3.30), we obtain

$$
\begin{align*}
\bar{v}_{1}\left(\sigma_{S, j_{S}}-u\right) \geq & \gamma_{1}+\min _{\substack{i_{1}, \ldots, i_{j} \in S \\
i_{1}<\cdots<i_{i_{S}}}}\left\{\bar{v}_{1}\left(\alpha_{i_{1}} \ldots \alpha_{i_{j}}\right)\right.  \tag{3.32}\\
& \left.+\min _{1 \leq l \leq j_{s}}\left\{-\bar{v}_{1}\left(f^{\prime}\left(\alpha_{i_{l}}\right)\right)+\delta_{i_{l}}-\bar{v}_{1}\left(\alpha_{i_{l}}\right)\right\}\right\}=\gamma_{1}+\rho_{S}
\end{align*}
$$

where $\rho_{S} \in \bar{\Gamma}_{1}$ denotes the minimum above.
Now $\sigma_{S, j_{s}} \in \bar{A} \backslash A$, while $u \in A$. By (3.16) we also know that $v_{2}(u) \geq j s \gamma_{2}^{\prime}$.
Thus (3.17) is applicable, and we get

$$
\begin{equation*}
\bar{v}_{1}\left(\sigma_{S, j_{s}}-u\right) \leq \gamma_{1, S} . \tag{3.33}
\end{equation*}
$$

The inequalities (3.32) and (3.33) imply that

$$
\begin{equation*}
\gamma_{1} \leq \gamma_{1, S}-\rho_{S} . \tag{3.34}
\end{equation*}
$$

It follows that if we start with an element $\gamma_{1}$ of $\Gamma_{1}$ satisfying (3.19), (3.27) and such that

$$
\begin{equation*}
\gamma_{1}>\gamma_{1, S}-\rho_{S}, \tag{3.35}
\end{equation*}
$$

for any nonempty, proper subset $S$ of $\{1, \ldots, d\}$, then no polynomial $g(X) \in A[X]$ as in (3.10), (3.11) and (3.12), can be reducible over $K$. This completes the proof of the theorem.

## 4. The case of an algebraic function field over a $p$-adic field

We conclude this paper with an example. Let $K_{0}$ be a $p$-adic field, as in Section 2. Denote by $O$ the ring of $p$-adic integers in $K_{0}$, and let $K$ be an algebraic function field of one variable over $K_{0}$. Choose any prime divisor $\mathscr{P}$ (i.e. any valuation on $K$ which is trivial on $K_{0}$ ), and let $t$ be any element of $K$ whose only pole is at $\mathscr{P}$. The existence of such an element $t$ follows from the Riemann-Roch theorem (see Chapter II of [2]). Denote by $A$ the integral closure of $O[t]$ in $K$. Then $A$ is integrally closed in $K$, and $K$ is the field of fractions of $A$. Also, $K$ is a finite extension of $K_{0}(t)$. On $K_{0}(t)$ we have an absolute value, as in Section 2, which is the Gauss extension of the p-adic absolute value on $K_{0}$. We fix an extension of this absolute value to $K$, and denote it by $|.|_{1}$. This is our primary absolute value. Next, fix any real number $\rho>1$, and put

$$
\begin{equation*}
|P(t)|_{2}=\rho^{\operatorname{deg} P(t)} \tag{4.1}
\end{equation*}
$$

for any $P(t) \in K_{0}[t]$. Then extend this absolute value to an absolute value on $K$, which we continue to denote by $|\cdot|_{2}$. This is our secondary absolute value on $K$. By the above construction, the extension of the secondary absolute value from $K_{0}[t]$ to $K$ is unique. Indeed, any two such extensions would correspond to distinct prime divisors which are poles for $t$, contrary to our assumption that the only pole of $t$ is at $\mathscr{P}$. Note that if we extend the absolute value $|\cdot|_{2}$ to an absolute value on a fixed algebraic closure $\bar{K}$ of $K$, which we also denote by $|\cdot|_{2}$, then for any automorphism $\sigma \in \operatorname{Gal}\left(\bar{K} / K_{0}(t)\right)$, the map defined on $\bar{K}$ by $z \mapsto|\sigma(z)|_{2}$ is also an absolute value on $\bar{K}$, and its restriction to $K_{0}(t)$ coincides with the absolute value $|\cdot|_{2}$. Since $|\cdot|_{2}$ has a unique extension to $K$, it follows that the two absolute values also coincide on $K$. Therefore,

$$
\begin{equation*}
|\sigma(z)|_{2}=|z|_{2} \tag{4.2}
\end{equation*}
$$

for any $\sigma \in \operatorname{Gal}\left(\bar{K} / K_{0}(t)\right)$ and any $z \in K$. This shows that for any $z \in K,|z|_{2}$ is given by

$$
\begin{equation*}
|z|_{2}=\left|\operatorname{Norm}_{K / K_{0}(t)} z\right|_{2}^{1 /\left[K: K_{0}(t)\right]} \tag{4.3}
\end{equation*}
$$

Note also that

$$
\begin{equation*}
|z|_{2} \geq 1, \quad \text { for any } 0 \neq z \in A \tag{4.4}
\end{equation*}
$$

Let us check that property (3.1) holds in the present context. We choose an extension of the primary absolute value $|\cdot|_{1}$ to $\bar{K}$, and continue to denote it by
 case that for any $\alpha \in \bar{A} \backslash A$, and any $L>0$, there exists a $\delta>0$ such that

$$
\begin{equation*}
|u-\alpha|_{1} \geq \delta, \quad \text { for any } u \in A \text { with }|u|_{2} \leq L \tag{4.5}
\end{equation*}
$$

Suppose that (4.5) fails for some $\alpha \in \bar{A} \backslash A$ and $L>0$. Then there is a sequence $\left(u_{n}\right)_{n \in \mathbf{N}}$ of elements from $A$, with $\left|u_{n}\right|_{2} \leq L$ for any $n \in \mathbf{N}$, and such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|u_{n}-\alpha\right|_{1}=0 \tag{4.6}
\end{equation*}
$$

Denote by $\tilde{A}$ the integral closure of $K_{0}[t]$ in $K$, and fix an integral basis $B=$ $\left\{\eta_{1}, \ldots, \eta_{m}\right\}$ of $\tilde{A}$ over $K_{0}[t]$, where $m=\left[K: K_{0}(t)\right]$. Each $u_{n}$ belongs to $A$, and hence it also belongs to $\tilde{A}$. We write $u_{n}$ in terms of this basis,

$$
\begin{equation*}
u_{n}=c_{1, n} \eta_{1}+\cdots+c_{m, n} \eta_{m}, \tag{4.7}
\end{equation*}
$$

with $c_{1, n}, \ldots, c_{m, n} \in K_{0}[t]$, for any $n \in \mathbf{N}$. Denote by $B^{*}=\left\{\eta_{1}^{*}, \ldots, \eta_{m}^{*}\right\}$ the dual basis of $B$. Then each coefficient $c_{j, n}$ can be written as a trace,

$$
\begin{equation*}
c_{j, n}=\operatorname{Trace}_{K / K_{0}(t)}\left(u_{n} \eta_{j}^{*}\right), \quad 1 \leq j \leq m, n \in \mathbf{N} \tag{4.8}
\end{equation*}
$$

On the other hand, from (4.2) we know that for any automorphism $\sigma \in$ $\operatorname{Gal}\left(\bar{K} / K_{0}(t)\right)$ we have

$$
\begin{equation*}
\left|\sigma\left(u_{n} \eta_{j}^{*}\right)\right|_{2}=\left|u_{n} \eta_{j}^{*}\right|_{2}=\left|u_{n}\right|_{2} \cdot\left|\eta_{j}^{*}\right|_{2} \leq L\left|\eta_{j}^{*}\right|_{2} \tag{4.9}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\left|c_{j, n}\right|_{2} \leq L\left|\eta_{j}^{*}\right|_{2} \tag{4.10}
\end{equation*}
$$

for any $n \in \mathbf{N}$ and any $1 \leq j \leq m$. Therefore, for any fixed $j \in\{1, \ldots, m\}$, the sequence $\left(c_{j, n}\right)_{n \in N}$ is a sequence of polynomials in $t$ over $K_{0}$, of bounded degree, say

$$
c_{j, n}=c_{j, n, 0}+c_{j, n, 1} t+\cdots+c_{j, n, D} t^{D}
$$

where $c_{j, n, 0}, \ldots, c_{j, n, D} \in K_{0}$ for any $n \in \mathbf{N}$ and any $1 \leq j \leq m$. We claim that for any $1 \leq j \leq m$ and any $0 \leq d \leq D$, the sequence $\left(c_{j, n, d}\right)_{n \in N}$ is bounded in the $p$-adic absolute value. Indeed, each $u_{n}$ belongs to $A$, so $u_{n}$ is a root of a polynomial of the form

$$
P_{n}(X)=X^{l_{n}}+a_{1} X^{l_{n}-1}+\cdots+a_{l_{n}}
$$

with $a_{1}, \ldots, a_{l_{n}} \in O[t]$. Since $\left|a_{1}\right|_{1} \leq 1, \ldots,\left|a_{l_{n}}\right|_{1} \leq 1$, it follows immediately that $\left|u_{n}\right|_{1} \leq 1$, and also $\left|\sigma\left(u_{n}\right)\right|_{1} \leq 1$ for any $\sigma \in \operatorname{Gal}\left(\bar{K} / K_{0}(t)\right)$. Therefore

$$
\left|c_{j, n}\right|_{1}=\left|\operatorname{Trace}_{K / K_{0}(t)}\left(u_{n} \eta_{j}^{*}\right)\right|_{1} \leq \max \left\{\left|\sigma\left(\eta_{j}^{*}\right)\right|_{1}: \sigma \in \operatorname{Gal}\left(\bar{K} / K_{0}(t)\right)\right\}
$$

which in turn implies that

$$
\left|c_{j, n, d}\right|_{1} \leq \max \left\{\left|\sigma\left(\eta_{j}^{*}\right)\right|_{1}: \sigma \in \operatorname{Gal}\left(\bar{K} / K_{0}(t)\right)\right\}
$$

for all $d \in\{0,1, \ldots, D\}$. Hence for any $1 \leq j \leq m$ and any $0 \leq d \leq D$ the sequence $\left(c_{j, n, d}\right)_{n \in N}$ is bounded, as claimed. Since $K_{0}$ is locally compact, it follows that the sequence $\left(c_{j, n, 0}\right)_{n \in N}$ has a subsequence which converges with respect to the absolute value $|\cdot|_{1}$ to an element $\mu_{j, 0}$ of $K_{0}$. This subsequence has a subsequence along which $c_{j, n, 1}$ converges to an element $\mu_{j, 1}$ of $K_{0}$, and so on. We conclude that there is a subsequence along which we simultaneously have that $c_{j, n, 0} \rightarrow \mu_{j, 0}, c_{j, n, 1} \rightarrow \mu_{j, 1}, \ldots, c_{j, n, D} \rightarrow \mu_{j, D}$. This means that along this subsequence $c_{j, n}$ converges in the Gauss absolute value $|\cdot|_{1}$ to the element

$$
c_{j}:=\mu_{j, 0}+\mu_{j, 1} t+\cdots+\mu_{j, D} t^{D}
$$

of $K_{0}[t]$. This further implies that there is a subsequence $n_{1}<n_{2}<\cdots<$ $n_{k}<\cdots$ for which we simultaneously have

$$
\lim _{k \rightarrow \infty}\left|c_{j, n_{k}}-c_{j}\right|_{1}=0, \quad \text { for } 1 \leq j \leq m .
$$

Combining this with (4.6) and (4.7), we obtain

$$
\left|\alpha-\sum_{1 \leq j \leq m} c_{j} \eta_{j}\right|_{1} \leq\left|\alpha-u_{n_{k}}\right|_{1}+\sum_{1 \leq j \leq m}\left|c_{j, n_{k}}-c_{j}\right|_{1} \cdot\left|\eta_{j}\right|_{1} \rightarrow 0,
$$

as $k \rightarrow \infty$. Thus

$$
\alpha=\sum_{1 \leq j \leq m} c_{j} \eta_{j} \in K .
$$

Therefore $\alpha \in \bar{A} \cap K=A$, which contradicts our assumption that $\alpha \in \bar{A} \backslash A$. In conclusion, property (4.5) holds true.

Theorem 1 is then applicable in our case, and it gives the following result.
Theorem 2. Let $K_{0}$ be a p-adic field, $O$ its ring of integers, and let $K$ be an algebraic function field of one variable over $K_{0}$. Choose any prime divisor $\mathscr{P}$ and any element $t \in K$ whose only pole is at $\mathscr{P}$. Denote by $A$ the integral closure of $O[t]$ in $K$. Let $|.|_{1}$ be an absolute value on $K$ whose restriction to $K_{0}[t]$ coincides with the Gauss extension to $K_{0}[t]$ of the $p$-adic absolute value on $K_{0}$. Choose a real number $\rho>1$, and denote by $|\cdot|_{2}$ the unique absolute value on $K$ given by (4.1) and (4.3). Then, for any polynomial

$$
f(X)=X^{d}+a_{1} X^{d-1}+\cdots+a_{d} \in A[X],
$$

which is irreducible over $K$, and for any $L>0$, there exists a $\delta>0$ such that, for any $b_{1}, \ldots, b_{d} \in A$ for which

$$
\left|b_{i}-a_{i}\right|_{1} \leq \delta, \quad 1 \leq i \leq d,
$$

and

$$
\left|b_{i}\right|_{2} \leq L, \quad 1 \leq i \leq d
$$

the polynomial

$$
g(X)=X^{d}+b_{1} X^{d-1}+\cdots+b_{d}
$$

is irreducible over $K$.
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