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Abstract

In this study, we introduce a new space
∣∣Aθf ∣∣k by using factorable matrix and investigate its

certain topological and algebraic structures where θ is a positive sequence. Also, we characterize
some matrix operators on this space and determine their norms and the Hausdorff measure of
noncompactness. In the particular case, we get some well known results.
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1 Introduction

Let ω be the set of all complex sequences. Any vector subspace of ω is called a sequence space.
We write c, l∞, cs, lk (k ≥ 1) for the sequence space of all convergent and bounded sequences, for
the space of all convergent and k-absolutely convergent series, respectively. A sequence space X
with complete norm is called a BK-space provided that linear functional pn : X → C defined by
pn(x) = xn is continuous for all n ≥ 0, where C denotes the complex field. A sequence (bn) is a
Schauder base of the normed space X, if, for every x ∈ X, there is a unique sequence (xn) of scalars
such that ∥∥∥∥∥x−

m∑
n=0

xnbn

∥∥∥∥∥→ 0 as m→∞.

Let X and Y be two subspaces of ω and A = (anυ) be an arbitrary infinite matrix of complex
numbers. By A(x) = (An(x)), we denote the A-transform of the sequence x = (xυ), i.e.,

An(x) =

∞∑
v=0

anvxv,

provided that the series converges for n ≥ 0. Then, we say that A defines a matrix transformation
from X into Y, it is denoted by A ∈ (X,Y ), or A : X → Y , if A(x) = (An(x)) exists and in Y for
all x ∈ X. The domain of the matrix A in X and β- duals of X are defined by

XA = {x = (xn) ∈ ω : A(x) ∈ X} , (1.1)

and
Xβ = {ε ∈ w : (εnxn) ∈ cs for all x ∈ X} ,

respectively.
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Let Σxυ be an infinite series with nth partial sum sn, (θn) be a sequence of positive terms and
A be a triangular matrix. The series Σxυ is summable |A, θn|k, 1 ≤ k <∞, if (see [11])

∞∑
n=0

θk−1
n |An(s)−An−1(s)|k <∞. (1.2)

If we take the weighted mean matrix (with θ = Pn /pn and θ = n ) instead of A in (1.2), the
summability |A, θn|k is reduced to the summability

∣∣N, pn, θn∣∣k [15] (
∣∣N, pn∣∣k [1] and |R, pn|k [13],

respectively) and we get the set
∣∣∣Nθ

p

∣∣∣
k

of all series summable by this method [10] i.e.,

∣∣∣Nθ

p

∣∣∣
k

=

x = (xυ) :

∞∑
n=1

θk−1
n

∣∣∣∣∣ pn
PnPn−1

n∑
υ=1

Pυ−1xυ

∣∣∣∣∣
k

<∞

 .

Here, the weighted mean matrix is defined by

anv =

{
pv/Pn, 0 ≤ v ≤ n

0, v > n,

where (pn) is a positive sequence with Pn = p0 + p1 + · · ·+ pn →∞ as n→∞, (P−1 = p−1 = 0).
Also, by a factorable matrix, we mean the following matrix

anυ =

{
ânaυ, 0 ≤ υ ≤ n

0, υ ≥ n, (1.3)

where (ân) and (aυ) are any sequence of real numbers.

In this study, we define a new space
∣∣∣Aθf ∣∣∣

k
that extends the space

∣∣∣Nθ

p

∣∣∣
k

using by factorable

matrix in following way

∣∣Aθf ∣∣k =

x ∈ w :

∞∑
n=0

θk−1
n

∣∣∣∣∣ân
n∑
υ=0

aυxυ

∣∣∣∣∣
k

<∞

 ,

and characterize some matrix operators on that space, and also determine their norms and the
Hausdorff measure of noncompactness. Thus we extend some well known results.

Also, according to (1.1), we note that it can be stated by
∣∣∣Aθf ∣∣∣

k
= (l)

T
(k)
A

, where the matrix T
(k)
A

is defined by

t
(k)

nυ =

{
θ

1/k∗

n ânaυ, 0 ≤ υ ≤ n
0, υ ≥ n,

(1.4)

and S
(k)
A , the inverse of T

(k)
A , is given by

s
(k)

nυ =


1

θ
1/k∗
n anân

, υ = n

1

θ
1/k∗

n−1 anân−1

, υ = n− 1

0, υ 6= n− 1, n

(1.5)
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where k∗ is conjugate of k, i.e., 1/k + 1/k∗ = 1 for k > 1, and 1/k∗ = 0 for k = 1.
Now, we point out some well known lemmas which play important roles the proof of theorems.

Lemma 1.1 [14] Let 1 < k <∞. Then, A ∈ (lk, l) if and only if

‖A‖′(lk,l) = sup
F


∞∑
v=0

∣∣∣∣∣∑
n∈F

anυ

∣∣∣∣∣
k∗


1/k∗

where F denotes the collection of all finite subsets of N.
Lemma 1.1 exposes a rather difficult condition to apply in applications. So, the following lemma

which gives equivalent norm is more pratical in many cases.
Lemma 1.2 [8] Let 1 < k <∞. Then, A ∈ (lk, l) if and only if

‖A‖ (lk,l)
=


∞∑
v=0

( ∞∑
n=0

|anυ|

)k∗
1/k∗

<∞.

Moreover since ‖A‖′(lk,l) ≤ ‖A‖(lk,l) ≤ 4 ‖A‖′(lk,l) , there exists 1 ≤ ξ ≤ 4 such that ‖A‖(lk,l) =

ξ ‖A‖′(lk,l) .
Lemma 1.3 [2] Let 1 ≤ k <∞. Then, A ∈ (l, lk) if and only if

‖A‖(l,lk) = sup
υ

{ ∞∑
n=0

|anυ|k
}1/k

.

Lemma 1.4 [14] Let 1 < k <∞. Then,

A ∈ (l, c)⇔ (i) lim
n
anυ exists for υ ≥ 0, (ii) sup

n,υ
|anυ| <∞,

A ∈ (lk, c)⇔ (i) holds, (iii) sup
n

∞∑
v=0

|anυ|k
∗
<∞.

2 The Hausdorff measure of noncompactness

Let ε > 0, S and H are subsets of a metric space (X, d). Then S is called an ε-net of H, if, for
every h ∈ H , there exists an s ∈ S such that d(h, s) < ε; if S is finite, then the ε-net S of H is
called a finite ε-net of H.

If Q is a bounded subset of the metric space X, then the Hausdorff measure of noncompactness
of Q is defined by

χ (Q) = inf {ε > 0 : Q has a finite ε− net in X} ,

and χ is called the Hausdorff measure of noncompactness.
Let X and Y be Banach spaces. A linear operator L : X → Y is called compact if and only

if its domain is all of X and, for every bounded sequence (xn) in X, the sequence (L(xn)) has a
convergent subsequence in Y . By C(X,Y ), we denote the class of these operators.

The following lemma is an important tool for determining the Hausdorff measure of noncom-
pactness of a bounded subset of lk which is a BK-space for k ≥ 1.
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Lemma 2.1 [6] Let Q be a bounded subset of the normed space X where X = c0, lk for 1 ≤ k <∞.
If Pn : X → X is the operator defined by Pn(x) = (x0,x1, ...xn, 0, 0, ...) for all x ∈ X, then

χ (Q) = lim
r→∞

(
sup
x∈Q
‖(I − Pr (x))‖

)
.

Let X and Y be Banach spaces and χ1 and χ2 be the Hausdorff measures on X and Y , the
linear operator L : X → Y is said to be (χ1, χ2)- bounded if L(Q) is a bounded subset of Y and
there exists a positive constant M such that χ2 (L(Q)) ≤ Mχ1(Q) for every bounded subset Q of
X. If L is (χ1, χ2)- bounded, then the number

‖L‖(χ1,χ2) = inf {M > 0 : χ2 (L(Q)) ≤Mχ1(Q) for all bounded set Q ⊂ X}

is called the (χ1, χ2)-measure of noncompactness of L. In particular, if χ1 = χ2 = χ then ‖L‖(χ,χ) =

‖L‖χ .
Lemma 2.2 [4] Let X and Y be Banach spaces, L ∈ B(X,Y ) and Sx = {x ∈ X : ‖x‖ ≤ 1} denote
the unit sphere in X. Then,

‖L‖χ = χ (L (Sx))

and
L ∈ C(X,Y )⇔ ‖L‖χ = 0.

Lemma 2.3 [3] Let X be a normed sequence space, T = (tnv) be an infinite triangle matrix, χT
and χ denote the Hausdorff meausures of noncompactness on MXT and MX , the collections of all
bounded sets in XT and X, respectively. Then, χT (Q) = χ(T (Q)) for all Q ∈MXT .

3 Main results

In this section, by giving some properties of
∣∣∣Aθf ∣∣∣

k
we characterize some matrix operators on that

space and also determine their norms and the Hausdorff measure of noncompactness.

Theorem 3.1. Let k > 1. Then, the set
∣∣∣Aθf ∣∣∣

k
becomes a linear space with the coordinatewise

addition and scalar multiplication, and also it is a BK-space under the following norm

‖x‖|Aθf |k
=
∥∥∥T (k)

A (x)
∥∥∥
lk
. (3.1)

Moreover,
∣∣∣Aθf ∣∣∣

k
has a Schauder base.

Proof. The first part is a routine verification, so it is omitted. Let us consider the transformation

T
(k)
A defined by (1.4) . Then, T

(k)
A defines a matrix map from ω into ω since it is triangle matrix.

Further, since lk is BK space and
∣∣∣Aθf ∣∣∣

k
= (lk)

T
(k)
A

, then
∣∣∣Aθf ∣∣∣

k
is a BK-space from Wilansky’s

Theorem 4.3.2 [16].

To prove that
∣∣∣Aθf ∣∣∣

k
has Schauder base, let us consider the base

(
e(n)

)
of lk, where e(n) is a

sequence whose only non-zero term is one in nth place for n ≥ 0. Let x ∈
∣∣∣Aθf ∣∣∣

k
, then y = T

(k)
A (x) ∈

lk. Also, since y ∈ lk and lk has Schauder base, we get
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∥∥∥∥∥y −
n∑
v=0

yυe
(υ)

∥∥∥∥∥
lk

=

∥∥∥∥∥x−
n∑
v=0

xυS
(k)
A

(
e(υ)

)∥∥∥∥∥
|Aθf |k

→ 0 as (n→∞)

which means that
∣∣∣Aθf ∣∣∣

k
has Schauder base. This completes the proof.

Theorem 3.2. Let 1 ≤ k <∞. Then the space
∣∣∣Aθf ∣∣∣

k
is linearly isomorphic to the space lk.

Proof. To prove the theorem, we should show that there exists a linear bijection between the

spaces
∣∣∣Aθf ∣∣∣

k
and lk for 1 ≤ k <∞. Let us consider the map T

(k)
A :

∣∣∣Aθf ∣∣∣
k
→ lk, y = T

(k)
A (x), defined

by

yn = θ1/k∗

n ân

n∑
υ=0

aυxυ, for n ≥ 0. (3.2)

It is a bijective isomorphism preserving the norm, linear and injective transformation. In fact, it is
clear that it is linear and injective. Now, for surjective, take y ∈ lk. Then, by the definition, there

is a sequence x = (xn) ∈
∣∣∣Aθf ∣∣∣

k
such that

xn =
1

an

(
yn

θ
1/k∗
n ân

− yn−1

θ
1/k∗

n−1 ân−1

)
. (3.3)

Also,

‖x‖|Aθf |k
=
∥∥∥T (k)

A (x)
∥∥∥
lk
.

So the space
∣∣∣Aθf ∣∣∣

k
is linearly isomorphic to the space lk.

Now we define the following notations.

D1 =

{
ε = (εv) : sup

m

∣∣∣∣ εm
amâm

∣∣∣∣ <∞} ,
D2 =

{
ε = (εv) : sup

r

∣∣∣∣ 1

âr
∆

(
εr
ar

)∣∣∣∣ <∞} ,
D3 =

{
ε = (εv) : sup

m

∣∣∣∣∣θ−1/k∗

m εm
amâm

∣∣∣∣∣ <∞
}
,

D4 =

ε = (εv) : sup
m

m−1∑
r=0

∣∣∣∣∣θ−1/k∗

r

âr
∆

(
εr
ar

)∣∣∣∣∣
k∗

<∞

 .

Theorem 3.3. Let 1 < k < ∞, A be a factorable matrix defined by (1.3) and (θn) be a positive
sequence. Then {∣∣Aθf ∣∣k}β = D3 ∩D4 and {|Af |}β = D1 ∩D2.
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Proof. Now, ε ∈
{∣∣∣Aθf ∣∣∣

k

}β
if and only if

(
n∑
υ=0

ευxυ

)
is convergent for every x ∈

∣∣∣Aθf ∣∣∣
k
. Note

that, if x ∈
∣∣∣Aθf ∣∣∣

k
, then y ∈ lk, where

yn = θ1/k∗

n ân

n∑
υ=0

aυxυ for n ≥ 0.

So we can write from (3.3) that

m∑
r=0

εrxr =

m∑
r=0

εr
ar

(
yr

θ
1/k∗
r âr

− yr−1

θ
1/k∗

r−1 âr−1

)

=
εmym

amθ
1/k∗
m âm

+

m−1∑
r=0

1

θ
1/k∗
r âr

(
εr
ar
− εr+1

ar+1

)
yr

=

m∑
r=0

hmryr

where

hmr =


1

θ
1/k∗
r âr

(
εr
ar
− εr+1

ar+1

)
, 0 ≤ r ≤ m− 1

εm

amθ
1/k∗
m âm

, r = m

0, r > m,

(3.4)

which implies that ε ∈
{∣∣∣Aθf ∣∣∣

k

}β
⇔ H ∈ (lk, c) . Therefore it follows from Lemma 1.4 that ε ∈{∣∣∣Aθf ∣∣∣

k

}β
iff ε ∈ D3 ∩ D4. This completes the proof. The proof of other part can similarly be

proved, so we leave the reader.

Theorem 3.4. Let A and B be factorable matrices as in (1.3), (θn) be a positive sequence and

1 < k <∞. Then, C ∈
(∣∣∣Aθf ∣∣∣

k
, |Bf |

)
if and only if, for all n,

sup
m

∣∣∣∣∣ cnm

amθ
1/k∗
m âm

∣∣∣∣∣ exists, (3.5)

sup
m

m−1∑
r=0

∣∣∣∣∣ 1

θ
1/k∗
r âr

(
cnr
ar
− cn,r+1

ar+1

)∣∣∣∣∣
k∗

<∞, (3.6)

∞∑
υ=0

( ∞∑
n=0

|dnυ|

)k∗
<∞ (3.7)

where D = (dnυ) is defined by
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dnυ = θ−1/k∗

υ

b̂n
âυ

n∑
r=0

br

(
crυ
aυ
− cr,υ+1

aυ+1

)
; υ, n ≥ 0. (3.8)

Moreover, if C ∈
(∣∣∣Aθf ∣∣∣

k
, |Bf |

)
, then it is a bounded linear operator and there exists 1 ≤ ξ ≤ 4

such that

‖C‖(|Aθf |k,|Bf |) =
1

ξ
‖D‖(lk,l)

and also

‖C‖χ =
1

ξ
lim
r→∞

∞∑
υ=0

{ ∞∑
n=r+1

|dnυ|

}k∗
.

Proof. Let 1 < k < ∞. C ∈
(∣∣∣Aθf ∣∣∣

k
, |Bf |

)
iff (cnυ)

∞
υ=0 ∈

{∣∣∣Aθf ∣∣∣
k

}β
and C(x) ∈ |Bf | for every

x ∈
∣∣∣Aθf ∣∣∣

k
. Also, by Theorem 3.3, (cnυ)

∞
υ=0 ∈

{∣∣∣Aθf ∣∣∣
k

}β
iff the conditions (3.5) and (3.6) hold. On

the other hand, as in Theorem 3.3 we get that

m∑
r=0

cnrxr =

m∑
r=0

h(n)
mryr

where H(n) =
(
h

(n)
mr

)
is defined by (3.4). Additionally, if any matrix R = (rnv) ∈ (lk, c) , then, the

series Rn(x) = Σvrnvxv converges uniformly in n, since, by Lemma 1.4, the remaining term tends
to zero uniformly in n. In fact, using Hölder’s inequality, we get∣∣∣∣∣

∞∑
υ=m

rnυxυ

∣∣∣∣∣ ≤ sup
n

( ∞∑
υ=0

|rnυ|k
∗

)1/k∗ ( ∞∑
υ=m

|xυ|k
)1/k

and also right side of this inequality tends to zero as m→∞, since x ∈ lk, which implies

lim
n
Rn(x) =

∞∑
υ=0

lim
n
rnυxυ. (3.9)

Hence, it follows from (3.5) and (3.6) that H(n) =
(
h

(n)
mr

)
∈ (lk, c), so by using (3.9) , we get

Cn(x) =

∞∑
r=0

lim
m
h(n)
mryr =

∞∑
r=0

h̃nryr = H̃n(y), n ≥ 0.

This means that C(x) ∈ |Bf | for every x ∈
∣∣∣Aθf ∣∣∣

k
iff H̃(y) ∈ |Bf | for every y ∈ lk. Further, if we

define matrix D = (dnυ) by D = T
(1)
B H̃, we get that H̃(y) ∈ |Bf | for every y ∈ lk iff D ∈ (lk, l)

since |Bf | = (l)
T

(1)
B

, where

dnυ =

n∑
r=0

b̂nbr

θ
1/k∗
υ âυ

(
crυ
aυ
− cr,υ+1

aυ+1

)
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and so it follows from applying Lemma 1.2 to the matrix D that D ∈ (lk, l) iff (3.7) is satisfied,
and this proves the first part.

Since
∣∣∣Aθf ∣∣∣

k
and |Bf | are BK-spaces by Theorem 3.1, the second part of Theorem is result of

Theorem 4.2.8 of Wilansky [16].

Also, considering that T
(k)
A :

∣∣∣Aθf ∣∣∣
k
→ lk and T

(1)
B : |Bf | → l are norm isomorphism, as in (3.2),

then we get that C = S
(1)
B ◦D ◦ T

(k)
A . So, by (3.1), we obtain that

‖C‖(|Aθf |k,|Bf |) = sup
x 6=θ

∥∥∥S(1)
B (D(T

(k)
A (x)))

∥∥∥
|Bf |

‖x‖|Aθf |k
= sup

x 6=θ

∥∥∥(D (T (k)
A (x)

))∥∥∥
l∥∥∥T (k)

A (x)
∥∥∥
lk

= ‖D‖′(lk,l) =
1

ξ
‖D‖(lk,l) .

Finally, let S =
{
x ∈

∣∣∣Aθf ∣∣∣
k

: ‖x‖ ≤ 1
}

and define the matrix D(r) =
(
d̄

(r)
nυ

)
by

d̄(r)
nυ =

{
0, 1 ≤ n ≤ r
dnυ, n > r.

Then, by Lemma 2.1-Lemma 2.3 and the definition of D(r) we get that

‖C‖χ = χ (CS) = χ
(
T

(1)
B CS

)
= χ

(
DT

(k)
A S

)
= lim

r→∞
sup

y∈T (k)
A S

‖(I − Pr)D(y)‖l = lim
r→∞

∥∥∥D(r)
∥∥∥

(lk,l)

= lim
r→∞

∞∑
υ=0

{ ∞∑
n=r+1

|dnυ|

}k∗

where Pr : lk → lk is defined by Pr(y) = (y0, y1, ..., yr, 0, ...). So, the proof is completed together
with Lemma 1.2.

Theorem 3.5. Let A, B be factorable matrices defined by (1.3), (θn) be a positive sequence and

1 ≤ k <∞. Then, C ∈
(
|Af | ,

∣∣∣Bθf ∣∣∣
k

)
if and only if, for all n,

sup
m

∣∣∣∣ cnmamâm

∣∣∣∣ <∞, (3.10)

sup
υ

∣∣∣∣ 1

âυ

(
cnυ
aυ
− cn,υ+1

aυ+1

)∣∣∣∣ <∞, (3.11)

sup
υ

∞∑
n=0

|fnυ|k <∞, (3.12)
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where the matrix F = (fnυ) is defined by

fnυ = θ1/k∗

n b̂n

n∑
r=0

br
âυ

(
crυ
aυ
− cr,υ+1

aυ+1

)
, υ, n ≥ 0. (3.13)

Moreover, if C ∈
(
|Af | ,

∣∣∣Bθf ∣∣∣
k

)
, then C is a bounded linear operator,

‖C‖(|Af |,|Bθf |k) = ‖F‖(l, lk )

and

‖C‖χ = lim
r→∞

sup
j

{ ∞∑
n=r+1

|fnj |k
} 1/k

.

Proof. Let 1 < k < ∞ and consider the operators T
(1)
A : |Af | → l and T

(k)
B :

∣∣∣Bθf ∣∣∣
k
→ lk defined

by (1.4), also the inverse S
(k)
B of T

(k)
B is given by (1.5). Then C ∈

(
|Af | ,

∣∣∣Bθf ∣∣∣
k

)
if and only

if (cnυ)
∞
υ=0 ∈ {|Af |}

β
and C(x) ∈

∣∣∣Bθf ∣∣∣
k

for every x ∈ |Af | . Also, by Theorem 3.3, (cnυ)
∞
υ=0 ∈

{|Af |}β iff the conditions (3.10) and (3.11) hold. On the other hand, if any matrix R = (rnυ) ∈ (l, c),
then a series

∞∑
υ=0

rnυxυ

converges uniformly in n. In fact, the remaining term of the series tends to zero uniformly in n,
because, considering x ∈ l, by Lemma 1.4 we get∣∣∣∣∣

∞∑
υ=m

rnυxυ

∣∣∣∣∣ ≤ sup
n,υ
|rnυ|

∞∑
υ=m

|xυ| → 0 as (m→∞)

which leads us

lim
n
Rn (x) =

∞∑
υ=0

lim
n
rnυxυ. (3.14)

So, using (3.14) , we obtain

Cn(x) = lim
m→∞

m∑
r=0

cnrxr = lim
m→∞

m∑
r=0

f̂ (n)
mr yr =

∞∑
r=0

f̃nryr = F̃n(y)

where the matrices F̂ (n) =
(
f̂

(n)
mr

)
and F̃ =

(
f̃nr

)
are given as

f̂ (n)
mr =


1

âr

(
cnr
ar
− cn,r+1

ar+1

)
, 0 ≤ r ≤ m− 1

cnm
amâm

, r = m

0, r > m
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and f̃nr = limm→∞ f̂
(n)
mr . Hence, we get that C(x) ∈

∣∣∣Bθf ∣∣∣
k

for every x ∈ |Af | iff F̃ (y) ∈
∣∣∣Bθf ∣∣∣

k
for

every y ∈ l, that is, F = T
(k)
B F̃ ∈ (l, lk) , and so it follows from applying Lemma 1.3 to the matrix

F that (3.12) holds. This proves the first part.

Since |Af | and
∣∣∣Bθf ∣∣∣

k
are BK-spaces by Theorem 3.1, C is a bounded operator by Theorem

4.2.8 of Wilansky [16].

Now, to determine operator norm of C, consider the isomorphism T
(1)
A : |Af | → l and T

(k)
B :∣∣∣Bθf ∣∣∣

k
→ lk . Then, it is easy to see that C = S

(k)
B ◦ F ◦T

(1)
A , and also, by (3.1),

‖C‖(|Af |,|Bθf |k) = sup
x 6=θ

∥∥∥S(k)
B

(
F
(
T

(1)
A (x)

))∥∥∥
|Bθf |k

‖x‖|Af |
= sup

x 6=θ

∥∥∥F (T (1)
A (x)

)∥∥∥
lk∥∥∥T (1)

A (x)
∥∥∥
l

= ‖F‖(l,lk) .

Finally, let S = {x ∈ |Af | : ‖x‖ ≤ 1} . Then, by Lemma 2.1-Lemma 2.3, we get that

‖C‖χ = χ (CS) = χ
(
T

(k)
B CS

)
= χ

(
FT

(1)
A S

)
= lim

r→∞
sup

y∈T (1)
A S

‖(I − Pr)F (y)‖lk

= lim
r→∞

∥∥∥F (r)
∥∥∥

(l,lk)

= lim
r→∞

sup
υ

∞∑
n=r+1

|fnυ|k <∞,

where Pr : lk → lk is given by Pr(y) = (y0, y1, ..., yr, 0, ...) and the matrix F (r) =
(
f

(r)

nυ

)
is given by

f
(r)

nυ =

{
0, 1 ≤ n ≤ r

fnυ, n > r.

Thus the proof is completed by Lemma 1.3.

4 Applications

Making use of Theorem 3.4 and Theorem 3.5, we can characterize the compact operators in the

classes
(∣∣∣Aθf ∣∣∣

k
, |Bf |

)
and

(
|Af | ,

∣∣∣Bθf ∣∣∣
k

)
.

Corollary 4.1. Under conditions of Theorem 3.4, C ∈
(∣∣∣Aθf ∣∣∣

k
, |Bf |

)
is compact if and only if

lim
r→∞

∞∑
υ=0

{ ∞∑
n=r+1

∣∣∣∣∣θ−1/k∗

υ b̂n
âυ

n∑
r=0

br

(
crυ
aυ
− cr,υ+1

aυ+1

)∣∣∣∣∣
}k∗

= 0.
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Corollary 4.2. Under conditions of Theorem 3.5, C ∈
(
|Af | ,

∣∣∣Bθf ∣∣∣
k

)
is compact if and only if

lim
r→∞

sup
υ

∞∑
n=r+1

∣∣∣∣∣θ1/k∗

n b̂n

n∑
r=0

br
âυ

(
crυ
aυ
− cr,υ+1

aυ+1

)∣∣∣∣∣
k

= 0.

Also, if one takes ân =
pn

PnPn−1
, an = Pn−1, then the space

∣∣∣Aθf ∣∣∣
k

reduces to the space
∣∣N̄θ

p

∣∣
k
.

Thus we get the following results of Sarıgöl [10].
Corollary 4.3. Let C = (cnυ) be a triangular matrix and (θn) be a positive sequence. Then

C ∈
(∣∣N̄θ

p

∣∣
k
,
∣∣N̄q∣∣) if and only if

∞∑
υ=1

1

θυpk
∗
υ

( ∞∑
n=υ

qn
QnQn−1

∣∣∣∣∣
n∑

m=υ

Qm−1 (Pυcmυ − Pυ−1cm,υ+1)

∣∣∣∣∣
)k∗

<∞. (4.1)

Proof. If we take ân =
pn

PnPn−1
, an = Pn−1, b̂n =

qn
QnQn−1

, bn = Qn−1 in Theorem 3.4, then

(3.5) and (3.6) are satisfied since C = (cnυ) is triangular matrix, and also (3.7) reduces to (4.1),
which completes the proof.
Corollary 4.4. Let C = (cnυ) be a triangular matrix and (θn) be a sequence of positive terms.

Then C ∈
(∣∣N̄p∣∣ , ∣∣N̄θ

q

∣∣
k

)
if and only if

Pυqυ
pυQυ

cυυ = O
(
θ−1/k∗

υ

)
, (4.2)

∞∑
n=v+1

∣∣∣∣∣ θ1/k∗

n qn
QnQn−1

n∑
m=v+1

Qm−1cm,υ+1

∣∣∣∣∣
k

= O (1) , (4.3)

∞∑
n=v+1

∣∣∣∣∣ θ1/k∗

n qn
QnQn−1

n∑
m=v

Qm−1 (cmυ − cm,υ+1)

∣∣∣∣∣
k

= O

{(
pυ
Pυ

)k}
as υ →∞. (4.4)

Proof. Take ân =
pn

PnPn−1
, an = Pn−1, b̂n =

qn
QnQn−1

, bn = Qn−1 in the Theorem 3.5. With

a few calculations, (3.10) and (3.11) are satisfied since C = (cnυ) is triangular matrix, and (3.12)
reduces to (4.2) , (4.3) and (4.4).
Corollary 4.5 [5]. I ∈

(
|Rp| , |Rq|k

)
, k ≥ 1, if and only if

Pυqυ
pυQυ

= O
(
v−1/k∗

)
, Wυ = O

(
pυ
Pυqυ

)
, QvWυ = O (1) ,

where

Wυ =

{ ∞∑
n=υ+1

(
n1/k∗qn
QnQn−1

)k}1/k

.

Note that there is a close relation between the problems of absolute summability factors and
comparison of these methods and special matrix transformations such as an identity matrix I and
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a matrix W = (wnv) defined by wnv = εv for v = n otherwise wnv = 0. So if we take the matrix I
instead of matrix C in the Theorem 3.4 and Theorem 3.5, we obtain the followings.

Corollary 4.6. Suppose that (θn) is a positive sequence and k > 1. Then I ∈
(∣∣∣Aθf ∣∣∣

k
, |Bf |

)
if

and only if

∞∑
υ=0

1

θυ

( ∞∑
n=υ+1

∣∣∣∣∣ b̂nâυ∆

(
bυ
aυ

)∣∣∣∣∣+

∣∣∣∣∣ b̂υâυ bυaυ
∣∣∣∣∣
)k∗

<∞ (4.5)

where ∆
(
bυ
aυ

)
= bυ

aυ
− bυ+1

aυ+1
, for all υ ≥ 0.

Proof. If we take the identity matrix I instead of C in Theorem 3.4, (3.5) and (3.6) hold directly,
and also the last condition gives (4.5).

Corollary 4.7. Assume that (θn) is a positive sequence and 1 ≤ k <∞. Then I ∈
(
|Af | ,

∣∣∣Bθf ∣∣∣
k

)
if and only if

sup
υ


∞∑

n=υ+1

∣∣∣∣∣θ1/k∗

n

b̂n
âυ

∆

(
bυ
aυ

)∣∣∣∣∣
k

+

∣∣∣∣∣θ1/k∗

v

b̂υ
âυ

bυ
aυ

∣∣∣∣∣
k
 <∞.

Corollary 4.8. Let (an) , (bn) , (ân) and
(
b̂n

)
be sequences of positive numbers connected by

Y ∗n = ân

n∑
υ=1

aυ−1xυ , X
∗
n = b̂n

n∑
υ=1

bυ−1ευxυ

where (ευ) is a sequence of complex numbers and k ≥ 1. Then,
∞∑
n=1
|Y ∗n | < ∞ =⇒

∞∑
n=1
|X∗n|

k
< ∞

if and only if ∣∣∣∣∣ b̂υbυευaυâυ

∣∣∣∣∣ = O (1) (4.6)

and ∣∣∣∣ 1

âυ
∆

(
bυευ
aυ

)∣∣∣∣
( ∞∑
n=υ+1

b̂kn

)1/k

= O (1) as υ →∞. (4.7)

Proof. Take θn = 1 and C as diagonal matrix with cυυ = ευ in Theorem 3.5. Note that x ∈ |Af |

iff
∞∑
n=1
|Y ∗n | < ∞ and εx ∈

∣∣∣Bθf ∣∣∣
k

iff
∞∑
n=1
|X∗n|

k
< ∞. Further, (3.11) and (3.12) are automatically

satisfied and (3.13) reduces to

sup
υ

∞∑
n=υ

∣∣∣∣∣ b̂nâυ
n∑
r=υ

br

(
crυ
aυ
− cr,υ+1

aυ+1

)∣∣∣∣∣
k

<∞,

which is equivalent to (4.6) and (4.7) .This completes the proof.
This is the main result of [9].
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