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It is well known that the spectral distribution $F_{n}$ of a Wigner matrix converges to Wigner's semicircle law. We consider the empirical process indexed by a set of functions analytic on an open domain of the complex plane including the support of the semicircle law. Under fourth-moment conditions, we prove that this empirical process converges to a Gaussian process. Explicit formulae for the mean function and the covariance function of the limit process are provided.
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## 1. Introduction and main results

A complex Wigner matrix of size $n$ is a Hermitian matrix $W_{n}=\left(x_{i j}\right)_{1 \leqslant i, j \leqslant n}$ where the upper-triangle entries $\left(x_{i j}\right)_{1 \leqslant i \leqslant j \leqslant n}$ are independent, zero-mean complex-valued random variables satisfying the following moment conditions:
(i) for all $i, \mathbb{E}\left|x_{i i}\right|^{2}=\sigma^{2}>0$;
(ii) for all $i<j, \mathbb{E}\left|x_{i j}\right|^{2}=1$ and $\mathbb{E} x_{i j}^{2}=0$.

The set of these complex Wigner matrices is called the unitary ensemble (UE). Similarly, a real Wigner matrix of size $n$ is a real symmetric matrix $W_{n}$ where the upper-triangle entries $\left(x_{i j}\right)_{1 \leqslant i \leqslant j \leqslant n}$ are independent, zero-mean real-valued random variables satisfying the following moment conditions:
(i) for all $i, \mathbb{E}\left|x_{i i}\right|^{2}=\sigma^{2}>0$;
(ii) for all $i<j, \mathbb{E}\left|x_{i j}\right|^{2}=1$.

The set of these real Wigner matrices is called the orthogonal ensemble (OE). In both cases, the entries are not necessarily identically distributed. If, in addition, the entries are Gaussian (with $\sigma^{2}=1$ and 2 for the UE and OE, respectively), the above ensembles are the classical Gaussian unitary ensemble (GUE) and Gaussian orthogonal ensemble (GOE) of random matrices.

The empirical spectral distribution $F_{n}$ is the empirical distribution generated by the $n$ eigenvalues of the normalized matrix $n^{-1 / 2} W_{n}$. This distribution is supported by the real line. Wigner $(1955,1958)$ first proved that as $n \rightarrow \infty, \mathbb{E} F_{n}$ converges to the semicircle law whose density function is given by

$$
F(\mathrm{~d} x)=\frac{1}{2 \pi} \sqrt{4-x^{2}} \mathrm{~d} x, \quad x \in[-2,2] .
$$

It was later established that $F_{n}$ converges to $F$ also in probability and almost surely. A review can be found in Bai (1999).

The problem of the convergence rate has been considered more recently, and several results are proposed in Bai (1993), Costin and Lebowitz (1995), Johansson (1998), Khorunzhy et al. (1996), Sinai and Soshnikov (1998) and Bai et al. (2002). However, the exact convergence rate remains unknown for Wigner matrices. Results from numerical simulations lead to a 'folklore conjecture' of a rate of the order of $O(1 / n)$.

It thus seems natural to consider the asymptotics of the empirical process $G_{n}(x)$ $=n\left(F_{n}(x)-F(x)\right)$. However, there is plenty of evidence to show that the process $G_{n}$ cannot converge in any metric space. Thus, we have to draw back a little and consider the linear functionals of the process $G_{n}(x)$.

More precisely, let $\mu(f)$ denote the integral of a function $f$ with respect to a signed measure $\mu$. An open set $\mathcal{U}$ of the complex plane including the interval [-2,2], the support of $F$, will be fixed throughout this paper. Next, define $\mathcal{A}$ to be the set of analytic functions $f: \mathcal{U} \rightarrow \mathbb{C}$. We then consider the empirical process $G_{n}:=\left\{G_{n}(f)\right\}$ indexed by $\mathcal{A}$, that is,

$$
\begin{equation*}
G_{n}(f):=n \int_{-\infty}^{\infty} f(x)\left[F_{n}-F\right](\mathrm{d} x), \quad f \in \mathcal{A} . \tag{1.1}
\end{equation*}
$$

To study the weak limit of $G_{n}$, we need further conditions on the moments:
Condition 1.1 Homogeneity of fourth moments. $M=\mathbb{E}\left|x_{i j}\right|^{4}$ for $i \neq j$;
Condition 1.2 Uniform tails. For any $\eta>0$, as $n \rightarrow \infty$,

$$
\frac{1}{\eta^{4} n^{2}} \sum_{i, j} \mathbb{E}\left[\left|x_{i j}\right|^{4}\left\{\left\{x_{i j} \mid \geqslant \eta \sqrt{n}\right\}\right]=o(1) .\right.
$$

Note that Condition 1.2 implies the existence of a sequence $\eta_{n} \downarrow 0$ such that

$$
\begin{equation*}
\left(\eta_{n} \sqrt{n}\right)^{-4} \sum_{i, j} \mathbb{E}\left[\left|x_{i j}\right|^{4}\left\{_{\left\{\left|x_{j i}\right| \geqslant \eta_{n} \sqrt{n}\right\}}\right]=o(1) .\right. \tag{1.2}
\end{equation*}
$$

The main result of this paper is that the empirical process $G_{n}$ converges to a Gaussian process. As a consequence, for any $p$ elements $f_{1}, \ldots, f_{p}$ of $\mathcal{A}$, the finite-dimensional central limit theorem (CLT) holds, that is, the vector $\left[G_{n}\left(f_{1}\right), \ldots, G_{n}\left(f_{p}\right)\right]$ converges weakly to a $p$-dimensional Gaussian distribution.

Let $\left\{T_{k}\right\}$ be the family of Chebyshev polynomials and define, for $f \in \mathcal{A}$ and any integer $\ell \geqslant 0$,

$$
\begin{align*}
\tau_{\ell}(f) & =\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(2 \cos (\theta)) \mathrm{e}^{\mathrm{i} \ell \theta} \mathrm{~d} \theta \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(2 \cos (\theta)) \cos (\ell \theta) \mathrm{d} \theta=\frac{1}{\pi} \int_{-1}^{1} f(2 t) T_{\ell}(t) \frac{1}{\sqrt{1-t^{2}}} \mathrm{~d} t . \tag{1.3}
\end{align*}
$$

In order to give a unified statement for both ensembles, we introduce the parameter $\kappa$ with values 1 and 2 for the complex and real Wigner ensemble, respectively. Moreover, set $\beta=\mathbb{E}\left(\left|x_{12}\right|^{2}-1\right)^{2}-\kappa$. In particular, for the GUE we have $\kappa=\sigma^{2}=1$ and for the GOE we have $\kappa=\sigma^{2}=2$, and in both cases $\beta=0$.

Theorem 1.1. Under Conditions 1.1 and 1.2, the spectral empirical process $G_{n}=\left(G_{n}(f)\right)$ indexed by the set of analytic functions $\mathcal{A}$ converges weakly to a Gaussian process $G:=\{G(f): f \in \mathcal{A}\}$ with mean function

$$
\begin{equation*}
\mathbb{E}[G(f)]=\frac{\kappa-1}{4}\{f(2)+f(-2)\}-\frac{\kappa-1}{2} \tau_{0}(f)+\left(\sigma^{2}-\kappa\right) \tau_{2}(f)+\beta \tau_{4}(f), \tag{1.4}
\end{equation*}
$$

and covariance function $c(f, g):=\mathbb{E}[\{G(f)-\mathbb{E} G(f)\}\{G(g)-\mathbb{E} G(g)\}]$ given by

$$
\begin{align*}
c(f, g) & =\left(\sigma^{2}-\kappa\right) \tau_{1}(f) \tau_{1}(g)+2 \beta \tau_{2}(f) \tau_{2}(g)+\kappa \sum_{\ell=1}^{\infty} \ell \tau_{\ell}(f) \tau_{\ell}(g)  \tag{1.5}\\
& =\frac{1}{4 \pi^{2}} \int_{-2}^{2} \int_{-2}^{2} f^{\prime}(t) g^{\prime}(s) V(t, s) \mathrm{d} t \mathrm{~d} s \tag{1.6}
\end{align*}
$$

where

$$
\begin{equation*}
V(t, s)=\left(\sigma^{2}-\kappa+\frac{1}{2} \beta t s\right)\left(4-t^{2}\right)^{1 / 2}\left(4-s^{2}\right)^{1 / 2}+\kappa \log \left(\frac{4-t s+\left(4-t^{2}\right)^{1 / 2}\left(4-s^{2}\right)^{1 / 2}}{4-t s-\left(4-t^{2}\right)^{1 / 2}\left(4-s^{2}\right)^{1 / 2}}\right) \tag{1.7}
\end{equation*}
$$

Note that our definition implies that the variance of $G(f)$ equals $c(f, \bar{f})$. Let $\delta_{a}(\mathrm{~d} t)$ be the Dirac measure at a point $a$. The mean function can also be written as

$$
\begin{equation*}
\mathbb{E}[G(f)]=\int_{\mathbb{R}} f(2 t) \mathrm{d} v(t) \tag{1.8}
\end{equation*}
$$

with signed measure

$$
\begin{align*}
\mathrm{d} v(t)= & \frac{\kappa-1}{4}\left[\delta_{1}(\mathrm{~d} t)+\delta_{-1}(\mathrm{~d} t)\right] \\
& +\frac{1}{\pi}\left[-\frac{\kappa-1}{2}+\left(\sigma^{2}-\kappa\right) T_{2}(t)+\beta T_{4}(t)\right] \frac{1}{{\sqrt{1-t^{2}}}^{1}}[-1,1](t) \mathrm{d} t . \tag{1.9}
\end{align*}
$$

In the case of the GUE and GOE, the covariance reduces to the third term in (1.5). The mean $\mathbb{E}[G(f)]$ is thus always zero for the GUE, and for the GOE we have

$$
\mathbb{E}[G(f)]=\frac{1}{4}\{f(2)+f(-2)\}-\frac{1}{2} \tau_{0}(f) .
$$

Therefore the limit process is not necessarily centred.
Gaussian fluctuations in random matrices are considered by various authors, starting with Costin and Lebowitz (1995). Johansson (1998) considers an extended random ensemble whose entries follow a density proportional to $\exp [-n \operatorname{tr}\{V(W)\}]$, where $V$ is a polynomial of even degree with positive leading coefficient. He established a CLT for the linear spectral statistics. Therefore the Gaussian ensembles are special cases of both Johansson (1998) and the present paper. For these ensembles, our theorem applied to polynomials coincides with the results of Johansson; see Section 6 for a detailed comparison.

Another related work is Khorunzhy et al. (1996), where the authors consider the orthogonal ensemble (with general entries) and established a CLT for $n\left\{s_{n}\left(z_{1}\right)-\right.$ $\left.\mathbb{E} s_{n}\left(z_{1}\right), \ldots, s_{n}\left(z_{q}\right)-\mathbb{E} s_{n}\left(z_{q}\right)\right\}$, where $q$ is an arbitrary integer, $z_{j}$ are complex numbers such that $\left|\mathfrak{Z}\left(z_{j}\right)\right| \geqslant 2$ and $s_{n}$ is the Stieltjes transform (or resolvent) $s_{n}(z)=$ $\frac{1}{n} \operatorname{tr}\left(W_{n} / \sqrt{n}-z I\right)^{-1}$. This CLT is very close to Proposition 4.1 below, corresponding to the finite-dimensional convergence part of our Theorem 2.1. Note that Proposition 4.1 is applicable without the restriction $\left|\mathfrak{Z}\left(z_{j}\right)\right| \geqslant 2$ so that the points $z_{j}$ can approach the real axis in a well-controlled manner. This improvement is fundamental for the contour integration used for the derivation of the main Theorem 1.1 from Theorem 2.1. It is also worth noticing that in many applications the functional CLT given in Theorem 1.1 is more useful than the (finite-dimensional) CLT for the resolvent given in Proposition 4.1 (or in Khorunzhy et al. 1996).

Consider, for example, a bivariate function $f(x, t)$ and the stochastic process

$$
Z_{n}(t)=\sum_{k=1}^{n} f\left(\lambda_{k}, t\right)-n \int_{-2}^{2} f(x, t) F(\mathrm{~d} x) .
$$

If both $f$ and $\partial f(x, t) / \partial t$ are analytic in $x$ over a region containing [ $-2,2$ ], it follows easily from Theorem 1.1 that $Z_{n}(t)$ converges to a Gaussian process. Its finite-dimensional convergence is exactly the same as in Theorem 1.1, while its tightness can be obtained as a simple consequence of the same theorem. However, such a result does not follow from the results of Khorunzhy et al. (1996). Processes like $Z_{n}(t)$ are of undoubted importance for applications of the random matrix theory.

A third related work is Sinai and Soshnikov (1998). Assume $p=p(n) \rightarrow \infty$ and $p / \sqrt{n} \rightarrow 0$. These authors establish a CLT for $\operatorname{tr}\left(2^{-1} n^{-1 / 2} W_{n}\right)^{p}-\mathbb{E} \operatorname{tr}\left(2^{-1} n^{-1 / 2} W_{n}\right)^{p}$ under the assumptions that the underlying variables are symmetric and have all moments satisfying an appropriate growth condition. They also prove that for $f$ analytic on the disc of radius 2, the centred random variable $G_{n}(f)-\mathbb{E}\left[G_{n}(f)\right]$ has a Gaussian limit. However, neither the mean function nor variance function of the Gaussian limit is provided.

This paper is organized as follows. In Section 2 we give the main steps necessary to prove Theorem 1.1. In particular, Theorem 2.1 will be introduced as an intermediate result. We then introduce the truncation tool leading to a preliminary simplification of the proofs. Some useful inequalities and a standard formula are also presented. Sections 3 and 4 are
devoted primarily to the proof of Theorem 2.1. Also a much shorter proof of Theorem 1.1 using Theorem 2.1 and a proof of (2.3) are given at different places in these two sections.

In Section 5 we derive the mean and covariance functions given in Theorem 1.1. Then in Section 6 we present applications to linear spectral statistics and to the Gaussian ensembles. Finally, Section 7 presents two frequently used lemmas.

## 2. Strategy of the proof, simplifications and known formula

### 2.1. Strategy of the proof

Let $\gamma$ be the contour formed by the boundary of the rectangle with vertex ( $\pm a \pm \mathrm{i} v_{0}$ ) where $a>2$ and $1 \geqslant v_{0}>0$. We can always assume that $\gamma \subset \mathcal{U}$ with sufficiently small (but fixed) $a$ and $v_{0}$. Then, for every $x \in(-a, a)$, by Cauchy's theorem,

$$
f(x)=\frac{1}{2 \pi \mathrm{i}} \oint_{\gamma} \frac{f(z)}{z-x} \mathrm{~d} z .
$$

Recall that the Stieltjes transform $s_{H}(z)$ of any function $H$ of bounded variation on $\mathbb{R}$ is defined by

$$
s_{H}(z)=\int_{-\infty}^{\infty} \frac{\mathrm{d} H(x)}{x-z}, \quad z \in \mathbb{C}^{+}:=\{u+\mathrm{i} v, v>0\} .
$$

This definition applies to a probability distribution function. Also, we may analytically extend the Stieltjes transform to the whole complex plane, except for the support of $H$.

Let $s_{n}(z)$ and $s(z)$ denote the extended Stieltjes transforms of $F_{n}$ and $F$, respectively. Then

$$
\begin{align*}
G_{n}(f) & =\int f(x) n\left[F_{n}-F\right](\mathrm{d} x) \\
& =\frac{1}{2 \pi \mathrm{i}} \int \oint_{\gamma} \frac{f(z)}{z-x} n\left[F_{n}-F\right](\mathrm{d} x) \mathrm{d} z=\frac{1}{2 \pi \mathrm{i}} \oint_{\gamma} f(z) \mathrm{d} z \int \frac{1}{z-x} n\left[F_{n}-F\right](\mathrm{d} x) \\
& =-\frac{1}{2 \pi \mathrm{i}} \oint_{\gamma} f(z) n\left[s_{n}(z)-s(z)\right] \mathrm{d} z . \tag{2.1}
\end{align*}
$$

The reader is reminded that the above equality may not be correct when some eigenvalues of $n^{-1 / 2} W_{n}$ fall outside the contour. However, the probability of this event decays rapidly to zero (see below).

This representation reduces our problem to showing that the following process, indexed by $z \notin[-2,2]$,

$$
\begin{equation*}
\xi_{n}(z)=n\left[s_{n}(z)-s(z)\right], \tag{2.2}
\end{equation*}
$$

converges in some appropriate space to a Gaussian process $\xi(z), z \notin[-2,2]$. We will show
this conclusion by the following theorem. Throughout the paper we set $\mathbb{C}_{0}=\{z=$ $\left.u+\mathrm{iv}:|v| \geqslant v_{0}\right\}$.

Theorem 2.1. Under Conditions 1.1 and 1.2, the process $\left\{\xi_{n}(z) ; \mathbb{C}_{0}\right\}$ converges weakly to a Gaussian process $\left\{\xi(z) ; \mathbb{C}_{0}\right\}$ with the mean and covariance functions given in Propositions 3.1 and 4.1 below.

Since the mean and covariance functions of $\xi(z)$ are independent of $v_{0}$, the process $\left\{\xi(z) ; \mathbb{C}_{0}\right\}$ in Theorem 2.1 can be taken as a restriction of a process $\{\xi(z)\}$ defined on the whole complex plane, except for the real line. Further, by noticing the symmetry $\xi(\bar{z})=\bar{\xi}(z)$, and the continuity of the mean and covariance functions of $\xi(z)$ on the real axes except for $z \in[-2,2]$, we may extend the process to $\{\xi(z) ; \mathfrak{i z} \notin[-2,2]\}$.

Split the contour $\gamma$ into the union $\gamma_{u}+\gamma_{l}+\gamma_{r}+\gamma_{0}$, where $\gamma_{l}=\{z=-a+\mathrm{i} y$, $\left.n^{-2}<|y| \leqslant v_{1}\right\}, \quad \gamma_{r}=\left\{z=a+\mathrm{i} y, n^{-2}<|y| \leqslant v_{1}\right\} \quad$ and $\quad \gamma_{0}=\left\{z= \pm a+\mathrm{i} y,|y| \leqslant n^{-2}\right\}$. By Theorem 2.1 we obtain the weak convergence

$$
\int_{\gamma_{u}} \xi_{n}(z) \mathrm{d} z \Rightarrow \int_{\gamma_{u}} \xi(z) \mathrm{d} z
$$

To prove Theorem 1.1, we need only show that for $j=l, r, 0$ and some event $Q_{n}$ with $\mathbb{P}\left(Q_{n}\right) \rightarrow 1$,

$$
\begin{equation*}
\lim _{v_{1} \downarrow 0} \limsup _{n \rightarrow \infty} \int_{\gamma_{j}} \mathbb{E}\left|\xi_{n}(z) \rrbracket Q_{n}\right|^{2} \mathrm{~d} z=0 \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{v_{1} \downarrow 0} \int_{\gamma_{j}} \mathbb{E}|\xi(z)|^{2} \mathrm{~d} z=0 \tag{2.4}
\end{equation*}
$$

The estimate (2.4) can be verified directly by the mean and variance functions of $\xi(z)$. The definition of the random event $Q_{n}$ and the proof of (2.3) for the case $j=0$ will be given in Section 2.3, and the proof of the non-random and random parts of the limits (2.3) with $j=l$ and $r$ will be given in Sections 3.1 and 4.3, respectively.

### 2.2. Simplification by truncation

As proposed in Bai and Yin (1988) to control the fluctuations around the extreme eigenvalues, under Conditions 1.1 and 1.2 , we will truncate the variables at a convenient rate without altering their weak limit.

Choosing $\eta_{n}$ according to (1.2), we first truncate the variables as $\hat{x}_{i j}=x_{i j}{ }^{j}\left|x_{i j}\right| \leqslant \eta_{n} \sqrt{n}$. We must further normalize them by setting $\tilde{x}_{i j}=\left(\hat{x}_{i j}-\mathbb{E} \hat{x}_{i j}\right) / s_{i j}$, where $s_{i j}$ is the standard deviation of $\hat{x}_{i j}$ for $i \neq j$ and $\sigma s_{i i}$ is the standard deviation of $\hat{x}_{i i}$.

Let $\hat{F}_{n}$ and $\tilde{F}_{n}$ be the empirical spectral distribution of the random matrices $n^{-1 / 2}\left(\hat{x}_{i j}\right)$ and $n^{-1 / 2}\left(\tilde{x}_{i j}\right)$, respectively. Define $\hat{G}_{n}$ and $\tilde{G}_{n}$ similarly by means of (1.1). First, observe that

$$
\begin{equation*}
\mathbb{P}\left(G_{n} \neq \hat{G}_{n}\right) \leqslant \mathbb{P}\left(F_{n} \neq \hat{F}_{n}\right)=o(1) . \tag{2.5}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
\mathbb{P}\left(F_{n} \neq \hat{F}_{n}\right) & \leqslant \mathbb{P}\left\{\text { for some } i, j, \hat{x}_{i j} \neq x_{i j}\right\} \\
& \leqslant \sum_{i, j} \mathbb{P}\left\{\left|x_{i j}\right| \geqslant \eta_{n} \sqrt{n}\right\} \\
& \leqslant\left(\eta_{n} \sqrt{n}\right)^{-4} \sum_{i, j} \mathbb{E}\left[\left\{\left|x_{i j}\right|^{4} \tilde{\mid}_{\left|x_{i j}\right| \geqslant \eta_{n} \sqrt{n}}\right\}\right]=o(1) .
\end{aligned}
$$

On the other hand, Condition 1.1 implies that

$$
\begin{align*}
\max _{i, j}\left|1-s_{i j}\right| & \leqslant \max _{i, j}\left|1-s_{i j}^{2}\right| \\
& =\max _{i, j}\left[\mathbb{E}\left(\left|x_{i j}\right|^{2}\left\{1_{\left.\left|x_{i j}\right| \geqslant \eta_{n} \sqrt{n}\right\}}\right)+\left|\mathbb{E}\left(x_{i j} 1\right\}\left\{\left|x_{i j}\right| \geqslant \eta_{n} \sqrt{n}\right\}\right|^{2}\right]\right. \\
& \leqslant\left(n^{-1} \eta_{n}^{-2}+M \eta_{n}^{-6} n^{-3}\right) \max _{i, j}\left[\mathbb{E}\left(\left|x_{i j}\right|^{2}\left\{\imath_{\left\{\left|x_{i j}\right| \geqslant \eta_{n} \sqrt{n}\right\}}\right\}\right)\right] \rightarrow 0 . \tag{2.6}
\end{align*}
$$

Therefore, by Conditions 1.1 and 1.2,

$$
\sum_{i, j} \mathbb{E}\left(\left|x_{i j}\right|^{2}\left|1-s_{i j}^{-1}\right|^{2}\right) \leqslant C \sum_{i, j}\left(1-s_{i j}^{2}\right)^{2} \leqslant \frac{C M}{\eta_{n}^{4} n^{2}} \sum_{i, j} \mathbb{E}\left(x_{i j}^{4} \hat{\left\{\left|x_{i j}\right| \geqslant \eta_{n} \sqrt{n}\right\}}\right) \rightarrow 0 .
$$

Consequently, as $f$ is analytic, we obtain

$$
\begin{aligned}
\mathbb{E}\left|\tilde{G}_{n}(f)-\hat{G}_{n}(f)\right|^{2} & \leqslant C \mathbb{E}\left(\sum_{j=1}^{n}\left|\tilde{\lambda}_{n j}-\hat{\lambda}_{n j}\right|\right)^{2} \leqslant C n \mathbb{E} \sum_{j=1}^{n}\left|\tilde{\lambda}_{n j}-\hat{\lambda}_{n j}\right|^{2} \\
& =C n \mathbb{E} \sum_{i, j}\left|n^{-1 / 2}\left(\tilde{x}_{i j}-\hat{x}_{i j}\right)\right|^{2} \\
& \leqslant C\left[\sum_{i, j}\left(\mathbb{E}\left|x_{i j}\right|^{2}\right)\left|1-s_{i j}^{-1}\right|^{2}+\sum_{i, j}\left|\mathbb{E}\left(\hat{x}_{i j}\right)\right|^{2} s_{i j}^{-2}\right]=o(1),
\end{aligned}
$$

where $\tilde{\lambda}_{n j}$ and $\hat{\lambda}_{n j}$ are the $j$ th largest eigenvalues of the Wigner matrices $n^{-1 / 2}\left(\tilde{x}_{i j}\right)$ and $n^{-1 / 2}\left(\hat{x}_{i j}\right)$, respectively. Therefore the weak limit of the variables $\left(G_{n}(f)\right)$ is not affected if we substitute the normalized truncated variables $\tilde{x}_{i j}$ for the original $x_{i j}$.

From the normalization, the variables $\tilde{x}_{i j}$ all have mean 0 and the same absolute second moments as the original variables. However for the UE, the requirement $\mathbb{E} x_{i j}^{2}=0$ is no longer satisfied after these simplifications. Indeed, we now have $\mathbb{E} \tilde{x}_{i j}^{2}=O(1 / n)$.

We now assume that the above conditions hold and we use $x_{i j}$ to denote the truncated and normalized variables $\tilde{x}_{i j}$.

Let $\lambda_{\text {ext }}$ be the smallest or the largest eigenvalue of the matrix $n^{-1 / 2} W_{n}$ (defined by the
truncated and normalized variables). An important consequence of the truncation (see the proof of Theorem 2.12 in Bai 1999) is that, for any $\eta>0$ and $t>0$,

$$
\begin{equation*}
\mathbb{P}\left(B_{n}\right)=o\left(n^{-t}\right), \quad B_{n}=\left\{\left|\lambda_{\text {ext }}\left(n^{-1 / 2} W_{n}\right)\right| \geqslant 2+\eta\right\} . \tag{2.7}
\end{equation*}
$$

This property will be used in the proof of Corollary 7.3 below.

### 2.3. The proof of (2.3) for $j=0$

If we choose $Q_{n} \subset B_{n}^{c}$, then, when $Q_{n}$ happens, for any $z \in \gamma_{0}$ we have $\left|s_{n}(z)\right| \leqslant 2 /(a-2)$ and $|s(z)| \leqslant 1 /(a-2)$. Hence,

$$
\int_{\gamma_{0}} \mathbb{E}\left|\xi_{n}(z)^{1} Q_{n}\right|^{2} \leqslant 4 n(2 /(a-2))^{2}\left\|\gamma_{0}\right\|=4 n^{-1}(2 /(a-2))^{2} \rightarrow 0 .
$$

### 2.4. Known formulae and easy consequences

The Stieltjes transform $s(z)$ of the semicircle law $F$ is given by $s(z)=-\frac{1}{2}\left(z-\sqrt{z^{2}-4}\right)$ which satisfies the equation $s^{2}+s z+1=0$. Here $\sqrt{z}$ is the square root of $z$ with positive imaginary part. By the symmetry principle, the extended Stieltjes transform of the semicircle law can be found by solving $s(z)=\overline{s(\bar{z})}$, if $\mathfrak{y} z<0$. To prove Theorem 2.1, we only need to show that $\xi_{n}(z) 1_{B_{n}^{c}} \Rightarrow \xi(z)$ on $\mathbb{C}_{0}$ with $B_{n}$ defined in (2.7).

Define $D=\left(n^{-1 / 2} W_{n}-z I_{n}\right)^{-1}$. Let $\alpha_{k}$ be the $k$ th column of $W_{n}$ with $x_{k k}$ removed and $W_{n}(k)$ the submatrix extracted from $W_{n}$ by removing its $k$ th row and $k$ th column. Define $D_{k}=\left(n^{-1 / 2} W_{n}(k)-z I_{n-1}\right)^{-1}$. Let $A^{*}$ be the adjoint of $A$ and define the auxiliary variables

$$
\begin{align*}
\beta_{k} & =-n^{-1 / 2} x_{k k}+z+n^{-1} \alpha_{k}^{*} D_{k} \alpha_{k},  \tag{2.8}\\
\delta(z) & =-\frac{1}{n} \sum_{k=1}^{n} \frac{\varepsilon_{k}}{\beta_{k}\left(z+\mathbb{E} s_{n}(z)\right)},  \tag{2.9}\\
\varepsilon_{k} & =\frac{x_{k k}}{\sqrt{n}}-\frac{1}{n} \alpha_{k}^{*} D_{k} \alpha_{k}+\mathbb{E} s_{n}(z) . \tag{2.10}
\end{align*}
$$

The Stieltjes transform $s_{n}(z)$ of $F_{n}$ has the representation

$$
\begin{align*}
s_{n}(z) & =\frac{1}{n} \operatorname{tr} D=\frac{1}{n} \operatorname{tr}\left(\frac{W_{n}}{\sqrt{n}}-z I_{n}\right)^{-1} \\
& =-\frac{1}{n} \sum_{k=1}^{n} \frac{1}{\beta_{k}}=-\frac{1}{z+\mathbb{E} s_{n}(z)}+\delta(z) . \tag{2.11}
\end{align*}
$$

In particular,

$$
\begin{equation*}
\mathbb{E} s_{n}(z)=s(z+\mathbb{E} \delta(z))+\mathbb{E} \delta(z) \tag{2.12}
\end{equation*}
$$

Moreover, under Condition 1.1, we have for $z \in \mathbb{C}_{0}$ and some generic constant $K$,

$$
\begin{equation*}
|\mathbb{E} \delta(z)| \leqslant K n^{-1} . \tag{2.13}
\end{equation*}
$$

This entails, in particular,

$$
\begin{equation*}
\left|\mathbb{E}_{n}(z)-s(z)\right| \leqslant K n^{-1} \tag{2.14}
\end{equation*}
$$

Secondly, for any $p>1$ such that $\sup _{i, j} \mathbb{E}\left|x_{i j}\right|^{p}<\infty$,

$$
\begin{align*}
\mathbb{E}\left|\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr} D_{k}\right|^{p} & \leqslant K n^{p / 2}  \tag{2.15}\\
\mathbb{E}\left|\operatorname{tr} D_{k}-\mathbb{E} \operatorname{tr} D_{k}\right|^{p} & \leqslant K n^{p / 2} \tag{2.16}
\end{align*}
$$

Inequality (2.13) follows from (4.26) of Bai (1993), and (2.15) and (2.16) follow from Lemmas 2.1 and 2.6 of Bai et al. (2002).

Finally, let us mention a 'trick' frequently played on the matrix $D$ or $D_{k}$ : as $W_{n}$ is Hermitian (or real symmetric), the eigenvalues of $D$ are of the form $1 /\left(\lambda_{j}-z\right)$ with real $\lambda_{j}$. All these values are then bounded by $1 / v$, so that $|\operatorname{tr} D| \leqslant n / v$ and $|\operatorname{tr} D \bar{D}| \leqslant n / v^{2}$. Another useful equality from this spectral decomposition of $D$ is the following differentiation rule (with respect to $z$ ): $\mathrm{d} D(z) / \mathrm{d} z=D^{2}(z)$.

## 3. The mean function of $\xi_{n}$

An expansion from (2.12) gives for the mean function $b_{n}(z):=\mathbb{E} \xi_{n}(z)$,

$$
b_{n}(z):=n\left[\mathbb{E} s_{n}(z)-s(z)\right]=\left[1+s^{\prime}(z)\right] n \mathbb{E} \delta(z)\{1+o(1)\} .
$$

Let the index $k$ always run from 1 to $n$. When we derive a bound or a limit for some expression $g_{k}$ depending on $k$ (e.g. $\operatorname{tr} D_{k}$ ), the result holds uniformly in $k$ (i.e. the bound or the limit is independent of $k$ ), so that the same is true for the mean $n^{-1}\left(g_{1}+\ldots+g_{n}\right)$.

Proposition 3.1. The mean function $b_{n}(z)$ uniformly tends to

$$
b(z)=\left[1+s^{\prime}(z)\right] s^{3}(z)\left[\sigma^{2}-1+(\kappa-1) s^{\prime}(z) \beta s^{2}(z)\right]
$$

for $z \in \mathbb{C}_{0}$ and for both the UE and $O E$.
Proof. By definition,

$$
n \delta(z)=-\sum_{k=1}^{n} \frac{\varepsilon_{k}}{\beta_{k}\left[z+\mathbb{E} s_{n}(z)\right]}
$$

We aim to prove that $n \mathbb{E} \delta$ tends to a limit $d(z)=s^{3}(z)\left[\sigma^{2}-1+(\kappa-1) s^{\prime}(z) \beta s^{2}(z)\right]$. Using the identity

$$
\frac{1}{u-\varepsilon}=\frac{1}{u}\left[1+\frac{\varepsilon}{u}+\ldots+\frac{\varepsilon^{p}}{u^{p}}+\frac{\varepsilon^{p+1}}{u^{p}(u-\varepsilon)}\right]
$$

for any integer $p$, we obtain

$$
\begin{aligned}
n \delta(z) & =-\sum_{k=1}^{n} \frac{\varepsilon_{k}}{\left[z+\mathbb{E} s_{n}(z)\right]^{2}}-\sum_{k=1}^{n} \frac{\varepsilon_{k}^{2}}{\left[z+\mathbb{E} s_{n}(z)\right]^{3}}-\sum_{k=1}^{n} \frac{\varepsilon_{k}^{3}}{\beta_{k}\left[z+\mathbb{E} s_{n}(z)\right]^{3}} \\
& =S_{1}+S_{2}+S_{3} .
\end{aligned}
$$

First, we prove that $\mathbb{E} S_{3}=o(1)$. We have $\left|\beta_{k}\right| \geqslant v$ because

$$
\begin{aligned}
\left|\beta_{k}\right| & =\left|z-\frac{x_{k k}}{\sqrt{n}}+n^{-1} \alpha_{k}^{*} D_{k} \alpha_{k}\right| \\
& \geqslant \operatorname{Im}\left(z-\frac{x_{k k}}{\sqrt{n}}+n^{-1} \alpha_{k}^{*} D_{k} \alpha_{k}\right) \\
& =v\left(1+n^{-1} \alpha_{k}^{*} D_{k} \bar{D}_{k} \alpha_{k}\right)
\end{aligned}
$$

Therefore, by Lemma 7.2 below,

$$
\left|\mathbb{E} S_{3}\right| \leqslant v^{-1}\left|z+\mathbb{E} s_{n}(z)\right|^{-3} \mathbb{E} \sum_{k=1}^{n}\left|\varepsilon_{k}^{3}\right|=o(1)
$$

For $\mathbb{E} S_{1}$ we have

$$
\begin{aligned}
\mathbb{E} \varepsilon_{k} & =\mathbb{E}\left(\frac{x_{k k}}{\sqrt{n}}-n^{-1} \alpha_{k}^{*} D_{k} \alpha_{k}\right)+\mathbb{E} s_{n}(z) \\
& =n^{-1}\left[\mathbb{E} \operatorname{tr} D-\mathbb{E} \operatorname{tr} D_{k}\right] .
\end{aligned}
$$

On the other hand,

$$
\operatorname{tr} D-\operatorname{tr} D_{k}=\frac{1+n^{-1} \alpha_{k}^{*} D_{k}^{2} \alpha_{k}}{n^{-1 / 2} x_{k k}-z-n^{-1} \alpha_{k}^{*} D_{k} \alpha_{k}} .
$$

By inequalities (2.15) and (2.16), it is easy to see that

$$
\begin{aligned}
& n^{-1 / 2} x_{k k}-z-n^{-1} \alpha_{k}^{*} D_{k} \alpha_{k} \xrightarrow{L_{2}}-z-s(z), \\
& 1+n^{-1} \alpha_{k}^{*} D_{k}^{2} \alpha_{k}=1+\left[n^{-1} \alpha_{k}^{*} D_{k} \alpha_{k}\right]^{\prime} \\
& \xrightarrow{L_{2}} 1+s^{\prime}(z) .
\end{aligned}
$$

Therefore, as $\left|\beta_{k}\right| \geqslant v$ it follows that

$$
\operatorname{tr} D-\operatorname{tr} D_{k} \xrightarrow{L_{1}}-\frac{1+s^{\prime}(z)}{z+s(z)}=s(z)\left[1+s^{\prime}(z)\right] .
$$

Hence,

$$
\begin{equation*}
\mathbb{E} S_{1} \xrightarrow{L_{1}}-s^{3}(z)\left[1+s^{\prime}(z)\right] . \tag{3.1}
\end{equation*}
$$

For the term $\mathbb{E} S_{2}$, by the previous estimate for $\mathbb{E} \varepsilon_{k}$, we have

$$
\mathbb{E} \varepsilon_{k}^{2}=\mathbb{E}\left(\varepsilon_{k}-\mathbb{E} \varepsilon_{k}\right)^{2}+O\left(n^{-2}\right)
$$

Furthermore, by the definition of $\varepsilon_{k}$, we have

$$
\begin{aligned}
\varepsilon_{k}-\mathbb{E} \varepsilon_{k} & =x_{k k} / \sqrt{n}-n^{-1}\left[\alpha_{k}^{*} D_{k} \alpha_{k}-\mathbb{E} \operatorname{tr} D_{k}\right] \\
& =x_{k k} / \sqrt{n}-n^{-1}\left[\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr} D_{k}\right]+n^{-1}\left[\operatorname{tr} D_{k}-\mathbb{E} \operatorname{tr} D_{k}\right]
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\mathbb{E}\left[\varepsilon_{k}-\mathbb{E} \varepsilon_{k}\right]^{2}=\frac{\sigma^{2}}{n}+\frac{1}{n^{2}} \mathbb{E}\left[\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr} D_{k}\right]^{2}+\frac{1}{n^{2}} \mathbb{E}\left[\operatorname{tr} D_{k}-\mathbb{E} \operatorname{tr} D_{k}\right]^{2} . \tag{3.2}
\end{equation*}
$$

It will be proved later that

$$
\mathbb{E}\left[\operatorname{tr} D_{k}-\mathbb{E} \operatorname{tr} D_{k}\right]^{2} \rightarrow c(z),
$$

for some function $c(z)$, so that we neglect the last term in (3.2). To evaluate the second term, let us use the notation $\alpha_{k}=\left(\xi_{i}\right)$ and $D_{k}=\left(d_{i j}\right)$. We have

$$
\begin{align*}
\mathbb{E}\left[\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr} D_{k}\right]^{2}= & \mathbb{E}\left[\sum_{i \neq j} d_{i j} \bar{\xi}_{i} \xi_{j}+\sum_{i} d_{i i}\left(\left|\xi_{i}\right|^{2}-1\right)\right]^{2} \\
= & \mathbb{E}\left[\sum_{i \neq j} \sum_{s \neq t} d_{i j} d_{s t} \bar{\xi}_{i} \xi_{j} \bar{\xi}_{s} \xi_{t}\right]+\mathbb{E}\left[\sum_{i} d_{i i}^{2}\left(\left|\xi_{i}\right|^{2}-1\right)^{2}\right] \\
= & \mathbb{E}\left(\bar{\xi}_{1}\right)^{2} \mathbb{E}\left(\xi_{2}\right)^{2} \mathbb{E}\left[\sum_{i \neq j} d_{i j}^{2}\right]+\mathbb{E}\left|\xi_{1}\right|^{2} \mathbb{E}\left|\xi_{2}\right|^{2} \mathbb{E}\left[\sum_{i \neq j} d_{i j} d_{j i}\right] \\
& +\mathbb{E}\left(\left|\xi_{1}\right|^{2}-1\right)^{2} \mathbb{E}\left[\sum_{i} d_{i i}^{2}\right] \\
= & \kappa \mathbb{E}\left[\sum_{i, j} d_{i j} d_{j i}\right]+\beta \mathbb{E}\left[\sum_{i} d_{i i}^{2}\right]+o(n) . \tag{3.3}
\end{align*}
$$

Here we see the main difference between the UE and OE. For the UE, we need the assumption $\mathbb{E}\left(x_{i j}^{2}\right)=0$ for the original variables, which implies $\mathbb{E}\left(\xi_{i}^{2}\right)=o(1)$ for the truncated ones. Without this assumption, it is difficult to deal with the limit of $\sum_{i, j} d_{i j}^{2}=\operatorname{tr}\left(D_{k} D_{k}^{\mathrm{T}}\right)$. The introduction of the parameter $\kappa$, taking different values on the two ensembles, allows us to give a unified expression for the computation above.

Noticing that

$$
\sum_{i, j} d_{i j} d_{j i}=\operatorname{tr} D_{k}^{2}=\frac{\mathrm{d}}{\mathrm{~d} z} \operatorname{tr} D_{k},
$$

we then have

$$
n \mathbb{E} \varepsilon_{k}^{2}=\sigma^{2}+\kappa \mathbb{E}\left[n^{-1} \operatorname{tr} D_{k}^{2}\right]+\beta \mathbb{E}\left[n^{-1} \sum_{i} d_{i i}^{2}\right]+o(1) .
$$

Furthermore, by Lemma 7.1 below,

$$
\begin{aligned}
& \lim _{n} \frac{1}{n} \operatorname{tr} D_{k}^{2}=\lim _{n}\left(\frac{1}{n} \operatorname{tr} D_{k}\right)^{\prime}=s^{\prime}(z), \quad \text { in } L_{1}, \\
& \lim _{n} \frac{1}{n} \sum_{i} d_{i i}^{2}=\frac{1}{[-z-s(z)]^{2}}=s^{2}(z), \\
& \text { in } L_{1} .
\end{aligned}
$$

Hence

$$
\sum_{k=1}^{n} \mathbb{E} \varepsilon_{k}^{2}=\sigma^{2}+\kappa s^{\prime}(z)+\beta s^{2}(z)+o(1)
$$

Summing the three terms, we obtain

$$
n \mathbb{E} \delta(z)=s^{3}\left(\sigma^{2}-1+(\kappa-1) s^{\prime}+\beta s^{2}\right)+o(1)
$$

The proposition is proved.

### 3.1. Proof of the non-random part of (2.3) for $j=l, r$

Using the notation defined in this section, we proceed to prove, for $j=l$ or $r$

$$
\begin{equation*}
\lim _{v_{1} \downarrow 0} \limsup _{n \rightarrow \infty} \int_{\gamma_{j}}\left|\mathbb{E} \xi_{n}(z) Q_{n}\right|^{2} \mathrm{~d} z=0 \tag{3.4}
\end{equation*}
$$

By symmetry, we need only consider the case $j=l$. Let $z \in \gamma_{l}$, that is, $z=-a+\mathrm{i} v$ with $n^{-2}<|v|<v_{1}$. Without loss of generality we may assume that $v_{1}<a / 2-1$.


$$
v:=\inf _{z=-a+\mathrm{iv},|v|<v_{0}} \rightsquigarrow\{-(z+s(z))\}=\inf _{z=-a+\mathrm{i} v,|v|<v_{0}} \leadsto \mathfrak{K}\left\{\frac{1}{s(z)}\right\}>0 \text {. }
$$

Let $B_{n}$ be the event defined in (2.7) with $\eta=\frac{1}{2}(a-2)$. Now define $Q_{n}=B_{n}^{c}$ $\left.\cap_{k}\left\{\left|\beta_{k}\right|>\nu / 3\right)\right\}$ and $B_{n k}=\left\{\left|\lambda_{\text {ext }}\left(n^{-1 / 2} W_{k}\right)\right| \geqslant 1+a / 2\right\}$. By the interlacing theorem (see Rao and Rao, 2001, p. 328), we have $B_{n k} \subset B_{n}$. Multiplying both sides of (2.11) by $Q_{n}$ gives the following expressions analogous to those used in the proof of Proposition 3.1:

$$
\begin{align*}
\tilde{s}_{n}(z) & =-\frac{1}{z+\mathbb{E} \tilde{s}_{n}(z)}+\tilde{\delta}(z), \\
n \tilde{\delta}(z) & =\frac{n \rrbracket Q_{n}^{c}}{z+\mathbb{E} \tilde{s}_{n}(z)}-\sum_{k=1}^{n} \frac{\left.\tilde{\varepsilon}_{k}\right\} Q_{n}}{\left[z+\mathbb{E} \tilde{s}_{n}(z)\right]^{2}}-\sum_{k=1}^{n} \frac{\tilde{\varepsilon}_{k}^{2} \vartheta}{Q_{n}} \\
& =\tilde{S}_{1}+\tilde{S}_{2}+\tilde{S}_{3}, \tag{3.5}
\end{align*}
$$

where $\tilde{s}_{n}(z)=s_{n}(z)^{\natural} Q_{n}$ and $\tilde{\varepsilon}_{k}=n^{-1 / 2} x_{k k}-n^{-1} \alpha_{k}^{*} D_{k} \alpha_{k}+\mathbb{E} \tilde{s}_{n}(z)$.
Note that $\mathbb{E} \tilde{s}_{n} \rightarrow s$ uniformly on $\gamma_{l}$. From (3.5), we find that $\mathbb{E} \tilde{\delta}(z) \rightarrow 0$ uniformly. Our next goal is to show that for any fixed $t>0$,

$$
\begin{equation*}
\mathbb{P}\left(Q_{n}^{c}\right)=o\left(n^{-t}\right) \tag{3.6}
\end{equation*}
$$

which is a consequence of

$$
\begin{equation*}
\sum_{k=1}^{n} \mathbb{P}\left(\left|\beta_{k}\right| \leqslant v / 3\right)=o\left(n^{-t}\right) \tag{3.7}
\end{equation*}
$$

Observe that $\left|z+\mathbb{E} \tilde{s}_{n}\right| \geqslant 2 v / 3$, for all large $n$, which, together with $\left|\beta_{k}\right| \leqslant v / 3$, implies that $\left|\tilde{\varepsilon}_{k}\right| \geqslant v / 3$. Thus (3.7) follows from Corollary 7.3 below. Hence, (3.6) is proved.

On the other hand, we have $\mathbb{E} \tilde{s}_{n}(z)=s(z+\mathbb{E} \tilde{\delta}(z))+\mathbb{E} \tilde{\delta}(z)$, which, together with facts that $\mathbb{E} \tilde{\delta} \rightarrow 0$ and that $s^{\prime}(z)$ is uniformly bounded when $|\Re(z)| \geqslant a / 2+1$, implies that

$$
\left|\mathbb{E} \tilde{s}_{n}(z)-s(z)\right| \leqslant K|\mathbb{E} \tilde{\delta}(z)| .
$$

Therefore,

$$
\begin{aligned}
n\left|\mathbb{E}\left(s_{n}(z)-s(z)\right)^{\imath} Q_{n}\right| & \leqslant n|s(z)| \mathbb{P}\left(Q_{n}^{c}\right)+n\left|\mathbb{E} \tilde{s}_{n}(z)-s(z)\right| \\
& \leqslant o\left(n^{-t}\right)+K n|\mathbb{E}(\tilde{\delta}(z))| .
\end{aligned}
$$

This reduces the proof of (3.4) to showing that $\mathbb{E} \tilde{S}_{j}, j=1,2,3$, are all uniformly bounded on $\gamma_{l}$.

We obviously have that, for all large $n$,

$$
\begin{aligned}
& \left|\mathbb{E} \tilde{S}_{1}\right| \leqslant(3 / 2 v) n \mathbb{P}\left(Q_{n}^{c}\right)=o\left(n^{-t}\right), \\
& \left.\left|\mathbb{E} \tilde{S}_{3}\right| \leqslant(3 / v)^{3} 2^{-2} \sum_{k=1}^{n} \mathbb{E}\left|\tilde{\varepsilon}_{k}\right|^{2}\right\urcorner Q_{n}=O(1) .
\end{aligned}
$$

To complete the proof of (3.4), we need to prove that $\mathbb{E} \tilde{S}_{2}$ is uniformly bounded for $z \in \gamma_{l}$. First, we have

$$
\begin{aligned}
& \left|n \mathbb{E} \tilde{\varepsilon}_{k}{ }^{\natural} B_{n k}^{c}\right|=\left|\mathbb{E} \operatorname{tr} D{ }^{\natural} Q_{n} \mathbb{P}\left(B_{n k}^{c}\right)-\mathbb{E} \operatorname{tr} D_{k}{ }^{\wedge}{ }_{B_{n k}^{c}}\right| \\
& \left.\leqslant \mid \mathbb{E}\left(\operatorname{tr} D-\operatorname{tr} D_{k}\right)\right]_{B_{n}^{c}}\left|+\left|\mathbb{E} \operatorname{tr} D{ }^{\natural} Q_{n}\right| \mathbb{P}\left(B_{n k}\right)\right. \\
& +\left|\mathbb{E} \operatorname{tr} D^{\natural} Q_{n}^{c} B_{n}^{c}\right|+\left|\mathbb{E} \operatorname{tr} D_{k} \rrbracket_{B_{n k}^{c} B_{n}}\right| \\
& \leqslant K+K n\left[2 \mathbb{P}\left(B_{n}\right)+\sum_{k=1}^{n} \mathbb{P}\left(\left|\tilde{\varepsilon}_{k}\right| \geqslant v / 3, B_{n}^{c}\right)\right] \leqslant K .
\end{aligned}
$$

Next, we have

$$
\begin{aligned}
\left.\mid n \mathbb{E} \tilde{\varepsilon}_{k}\right\} 1{ }_{B_{n k}^{c}}^{c}-n \mathbb{E} \tilde{\varepsilon}_{k}{ }^{\wedge} Q_{n} \mid & \leqslant n \mathbb{E}\left|\tilde{\varepsilon}_{k}\left[{ }^{1} Q_{n} B_{n k}+1 Q_{n}^{c} B_{n k}^{c}\right]\right| \\
& \leqslant K n\left[\mathbb{P}\left(B_{n k}\right)+\mathbb{P}\left(Q_{n}^{c}\right)\right] \rightarrow 0 .
\end{aligned}
$$

Hence,

$$
\left.\left|\mathbb{E} \tilde{S}_{1}\right| \leqslant(2 v / 3)^{-2} \sum_{k=1}^{n} \mid \mathbb{E} \varepsilon_{k}\right\urcorner Q_{n} \mid \leqslant K .
$$

The proof of (3.4) is then complete.

## 4. Convergence of the process $\zeta_{n}=\xi_{n}-\mathbb{E} \xi_{n}$

In this section we consider the convergence of the random part of the process $\xi_{n}$ given by

$$
\zeta_{n}=\left\{\zeta_{n}(z)=\xi_{n}(z)-\mathbb{E} \xi_{n}(z), z \in \mathbb{C}_{0}\right\}
$$

To this end we establish the finite-dimensional convergence and the tightness of $\zeta_{n}(z)$.

### 4.1. Finite-dimensional convergence of $\left(\zeta_{n}\right)$

Let $\mathcal{F}_{k}=\sigma\left(x_{i j}, k+1 \leqslant i, j \leqslant n\right)$ for $0 \leqslant k \leqslant n$ and $\mathbb{E}_{k}(\cdot)=\mathbb{E}\left(\cdot \mid \mathcal{F}_{k}\right)$. Note that the filtration $\left(\mathcal{F}_{k}\right)_{k}$ is decreasing in $k$. Let us also mention that for each $n$, the entries $x_{i j}$ could depend on $n$; in that case we would have a sequence of filtrations $\mathcal{F}^{(n)}:=$ $\left(\mathcal{F}_{k}^{(n)}\right)_{1 \leqslant k \leqslant n}$. This possible dependence on $n$ will be assumed throughout the paper.

The following martingale decomposition is well known (see (2.12) in Bai et al. 2002):

$$
\zeta_{n}(z):=\xi_{n}(z)-\mathbb{E} \xi_{n}(z)=\operatorname{tr} D-\mathbb{E} \operatorname{tr} D=\sum_{k=1}^{n} u_{k}
$$

where

$$
\begin{align*}
u_{k} & =\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \operatorname{tr} D=\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right)\left(\operatorname{tr} D-\operatorname{tr} D_{k}\right) \\
& =\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) a_{k}-\mathbb{E}_{k-1} b_{k}, \\
a_{k} & =-\frac{\left(1+n^{-1} \alpha_{k}^{*} D_{k}^{2} \alpha_{k}\right) g_{k}}{\beta_{k}\left(z+n^{-1} \operatorname{tr} D_{k}\right)}, \quad b_{k}=\frac{h_{k}}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)}, \\
g_{k} & :=n^{-1 / 2} x_{k k}-n^{-1}\left(\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr} D_{k}\right) \\
h_{k} & :=n^{-1}\left(\alpha_{k}^{*} D_{k}^{2} \alpha_{k}-\operatorname{tr}\left(D_{k}^{2}\right)\right) . \tag{4.1}
\end{align*}
$$

We have

$$
\begin{aligned}
a_{k} & =-\frac{1+n^{-1} \alpha_{k}^{*} D_{k}^{2} \alpha_{k}}{z+n^{-1} \operatorname{tr} D_{k}} \frac{g_{k}}{\beta_{k}} \\
& =-\frac{1+n^{-1} \operatorname{tr}\left(D_{k}^{2}\right) g_{k}}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)^{2}}-\frac{h_{k} g_{k}}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)^{2}}-\frac{\left(1+n^{-1} \alpha_{k}^{*} D_{k}^{2} \alpha_{k}\right) g_{k}^{2}}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)^{2} \beta_{k}} \\
& :=a_{k 1}+a_{k 2}+a_{k 3} .
\end{aligned}
$$

By Lemma 7.2, for $z \in \mathbb{C}_{0}$,

$$
\begin{align*}
\mathbb{E}\left|\sum_{k=1}^{n}\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) a_{k 3}\right|^{2} & =\sum_{k=1}^{n} \mathbb{E}\left|\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) a_{k 3}\right|^{2} \\
& \leqslant \sum_{k=1}^{n} \mathbb{E}\left|\frac{\left(1+n^{-1} \alpha_{k}^{*} D_{k}^{2} \alpha_{k}\right) g_{k}^{2}}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)^{2}\left(g_{k}-\left(z+n^{-1} \operatorname{tr} D_{k}\right)\right)}\right|^{2} \\
& \leqslant v^{-6} \sum_{k=1}^{n} \mathbb{E}\left|g_{k}\right|^{4}=o(1) \tag{4.2}
\end{align*}
$$

We also have

$$
\begin{align*}
\mathbb{E}\left|\sum_{k=1}^{n}\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) a_{k 2}\right|^{2} & =\sum_{k=1}^{n} \mathbb{E}\left|\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) a_{k 2}\right|^{2} \\
& \leqslant \sum_{k=1}^{n} \mathbb{E}\left|\frac{h_{k} g_{k}}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)^{2}}\right|^{2} \\
& \leqslant v^{-4} \sum_{k=1}^{n}\left(\mathbb{E}\left|h_{k}\right|^{4} \mathbb{E}\left|g_{k}\right|^{4}\right)^{1 / 2}=o(1), \tag{4.3}
\end{align*}
$$

where we have used the facts that $\left|\left(1+n^{-1} \alpha_{k}^{*} D_{k}^{2} \alpha_{k}\right) /\left(g_{k}-\left(z+n^{-1} \operatorname{tr} D_{k}\right)\right)\right| \leqslant v^{-1}$ and $\mathfrak{Z}\left(z+n^{-1} \operatorname{tr} D_{k}\right) \geqslant v$. Furthermore,

$$
\begin{aligned}
\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) a_{k 1} & =\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right)\left[-\frac{1+n^{-1} \operatorname{tr}\left(D_{k}^{2}\right)}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)^{2}} g_{k}\right] \\
& =-\mathbb{E}_{k-1} \frac{1+n^{-1} \operatorname{tr}\left(D_{k}^{2}\right)}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)^{2}} g_{k},
\end{aligned}
$$

where the last equality follows from the fact that the conditional expectation with respect to $\mathbb{E}_{k}$ is zero. Hence,

$$
\begin{aligned}
\zeta_{n}(z) & =\sum_{k=1}^{n} \mathbb{E}_{k-1}\left[-\frac{1+n^{-1} \operatorname{tr}\left(D_{k}^{2}\right)}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)^{2}} g_{k}-b_{k}\right]+o_{p}(1) \\
& =\sum_{k=1}^{n} \mathbb{E}_{k-1} \phi_{k}(z)+o_{p}(1)
\end{aligned}
$$

where we have denoted by $\phi_{k}(z)$ the term in the square brackets.
Let $\left\{z_{s}, s=1, \ldots, p\right\}$ be $p$ different points belonging to $\mathbb{C}_{0}$. The problem is then reduced to seeking the weak convergence of the vector martingale

$$
\begin{equation*}
\mathbf{A}_{n}:=\sum_{k=1}^{n} \mathbb{E}_{k-1}\left(\phi_{k}\left(z_{1}\right), \ldots, \phi_{k}\left(z_{p}\right)\right)=: \sum_{k=1}^{n} \mathbb{E}_{k-1} \phi_{k} . \tag{4.4}
\end{equation*}
$$

Proposition 4.1. Assume that Conditions 1.1 and 1.2 are satisfied. For any set of $p$ points $\left\{z_{s}, s=1, \ldots, p\right\}$ of $\mathbb{C}_{0}$, the random vector $\left(\xi\left(z_{1}\right), \ldots, \xi\left(z_{p}\right)\right)$ converges weakly to a $p$ dimensional zero-mean Gaussian distribution with covariance matrix given by

$$
\begin{align*}
\Gamma\left(z_{j}, z_{s}\right) & =\frac{\partial^{2}}{\partial z_{j} \partial z_{s}}\left[\left(\sigma^{2}-\kappa\right) s_{j} s_{s}+\frac{1}{2} \beta\left(s_{j} s_{s}\right)^{2}-\kappa \log \left(1-s_{j} s_{s}\right)\right] \\
& =s_{j}^{\prime} s_{s}\left[\sigma^{2}-\kappa+2 \beta s_{j} s_{s}+\frac{\kappa}{\left(1-s_{j} s_{s}\right)^{2}}\right] \tag{4.5}
\end{align*}
$$

with $s_{j}=s\left(z_{j}\right)$.
Proof (Part 1). We apply a CLT to the martingale $\mathbf{A}_{n}$ defined in (4.4). Consider its hook process:

$$
\Gamma_{n}\left(z_{i}, z_{j}\right):=\sum_{k=1}^{n} \mathbb{E}_{k}\left[\mathbb{E}_{k-1} \phi_{k}\left(z_{i}\right) \mathbb{E}_{k-1} \phi_{k}\left(z_{j}\right)\right] .
$$

Then we have to check the following two conditions:
Condition 4.1. $\Gamma_{n}$ converges in probability to the matrix $\Gamma$;
Condition 4.2 Lyapunov condition. For some $a>2$,

$$
\sum_{k=1}^{n} \mathbb{E}_{k}\left[\left\|\mathbb{E}_{k-1} \phi_{k}\right\|^{a}\right] \xrightarrow{p} 0
$$

The verification of Condition 4.1 and the computation of the limit $\Gamma$ are lengthy and delayed to Section 4.4. Here we prove that Condition 4.2 is satisfied with $a=4$. We will prove that

$$
\mathbb{E} \sum_{k=1}^{n} \mathbb{E}_{k}\left[\left\|\mathbb{E}_{k-1} \phi_{k}\right\|^{4}\right]=\sum_{k=1}^{n} \mathbb{E}\left[\left\|\mathbb{E}_{k-1} \phi_{k}\right\|^{4}\right] \rightarrow 0
$$

Note that

$$
\left\|\mathbb{E}_{k-1} \phi_{k}\right\|^{4} \leqslant K\left[\left|\mathbb{E}_{k-1} \phi_{k}\left(z_{1}\right)\right|^{4}+\ldots+\left|\mathbb{E}_{k-1} \phi_{k}\left(z_{p}\right)\right|^{4}\right]
$$

so that it will be sufficient to establish that for any $z \in \mathbb{C}_{0}$,

$$
S_{n}:=\sum_{k=1}^{n}{\mathbb{E}\left|\mathbb{E}_{k-1} \phi_{k}(z)\right|^{4} \rightarrow 0 . . . . ~}_{\text {. }}
$$

By Jensen's inequality, we obtain $S_{n} \leqslant \sum_{k=1}^{n} \mathbb{E}\left|\phi_{k}(z)\right|^{4}$. By definition of $\phi_{k}$ and $b_{k}$, we have, by the 'trick' explained at the end of Section 2,

$$
\begin{aligned}
\left|\phi_{k}(z)\right| & =\left|\frac{1+n^{-1} \operatorname{tr}\left(D_{k}^{2}\right)}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)^{2}} g_{k}+\frac{h_{k}}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)}\right| \\
& \leqslant \frac{1+v^{-1}}{v^{2}}\left|g_{k}\right|+\frac{1}{v}\left|h_{k}\right|,
\end{aligned}
$$

Under Condition 1.1 and by Lemma 7.2, we thus have $\mathbb{E}\left|\phi_{k}(z)\right|^{4} \leqslant K n^{-1} \eta_{n}^{4}$. Hence $S_{n}=o(1)$ and Condition 4.2 is satisfied.

### 4.2. Tightness of $\left(\zeta_{n}\right)$

It is enough to establish the following Hölder condition: for some positive constant $K$,

$$
\begin{equation*}
\mathbb{E}\left|\zeta_{n}\left(z_{1}\right)-\zeta_{n}\left(z_{2}\right)\right|^{2} \leqslant K\left|z_{1}-z_{2}\right|^{2}, \quad z_{1}, z_{2} \in \mathbb{C}_{0} \tag{4.6}
\end{equation*}
$$

By the definition of $\zeta_{n}$, we have

$$
\begin{aligned}
\mathbb{E}\left|\zeta_{n}\left(z_{1}\right)-\zeta_{n}\left(z_{2}\right)\right|^{2} & =\left|z_{1}-z_{2}\right|^{2} \mathbb{E}\left|\operatorname{tr} D\left(z_{1}\right) D\left(z_{2}\right)-\mathbb{E} \operatorname{tr} D\left(z_{1}\right) D\left(z_{2}\right)\right|^{2} \\
& =\left|z_{1}-z_{2}\right|^{2} \sum_{k=1}^{n} \mathbb{E}\left|\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right)\left(\operatorname{tr} D\left(z_{1}\right) D\left(z_{2}\right)\right)\right|^{2} .
\end{aligned}
$$

Using the formula

$$
\left(\begin{array}{cc}
\sigma & \alpha^{*} \\
\alpha & \Sigma
\end{array}\right)^{-1}=\theta\left(\begin{array}{ll}
1 & -\alpha^{*} \Sigma^{-1} \\
-\Sigma^{-1} \alpha & (\theta \Sigma)^{-1}+\Sigma^{-1} \alpha \alpha^{*} \Sigma^{-1}
\end{array}\right), \quad \theta:=\frac{1}{\sigma-\alpha^{*} \Sigma^{-1} \alpha}
$$

we obtain

$$
\begin{aligned}
\operatorname{tr} D\left(z_{1}\right) D\left(z_{2}\right)-\operatorname{tr} D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right) \leqslant & \frac{\left|1+n^{-1} \alpha_{k}^{*} D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right) \alpha_{k}\right|^{2}}{\beta_{k}\left(z_{1}\right) \beta_{k}\left(z_{2}\right)} \\
& +\frac{\alpha_{k}^{*} D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right) D_{k}\left(z_{1}\right) \alpha_{k}}{n \beta_{k}\left(z_{1}\right)}+\frac{\alpha_{k}^{*} D_{k}\left(z_{2}\right) D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right) \alpha_{k}}{n \beta_{k}\left(z_{2}\right)} .
\end{aligned}
$$

If $M=D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right) D_{k}\left(z_{1}\right)$, then by Lemma 7.2 we have

$$
\begin{aligned}
& \mathbb{E}\left|\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \frac{\alpha_{k}^{*} M \alpha_{k}}{n \beta\left(z_{1}\right)}\right|^{2} \\
& \quad=\mathbb{E}\left|\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \frac{\alpha_{k}^{*} M \alpha_{k}-\operatorname{tr} M}{n \beta\left(z_{1}\right)}-\frac{\operatorname{tr} M\left(\alpha_{k}^{*} D_{k}\left(z_{1}\right) \alpha_{k}-\operatorname{tr} D_{k}\left(z_{1}\right)\right)}{n^{2} \beta_{k}\left(z_{1}\right)\left(z+n^{-1} \operatorname{tr} D_{k}\right)}\right|^{2} \\
& \quad \leqslant K n^{-2}\left[\mathbb{E}\left|\alpha_{k}^{*} M \alpha_{k}-\operatorname{tr} M\right|^{2}+\mathbb{E}\left|\alpha_{k}^{*} D_{k}\left(z_{1}\right) \alpha_{k}-\operatorname{tr} D_{k}\left(z_{1}\right)\right|^{2}\right] \\
& \quad \leqslant K n^{-1} .
\end{aligned}
$$

Therefore,

$$
\sum_{k=1}^{n} \mathbb{E}\left|\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \frac{\alpha_{k}^{*} D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right) D_{k}\left(z_{1}\right) \alpha_{k}}{n \beta_{k}\left(z_{1}\right)}\right|^{2} \leqslant K
$$

Similarly,

$$
\sum_{k=1}^{n} \mathbb{E}\left|\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \frac{\alpha_{k}^{*} D_{k}\left(z_{2}\right) D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right) \alpha_{k}}{n \beta_{k}\left(z_{2}\right)}\right|^{2} \leqslant K
$$

By a similar decomposition approach, one may prove that

$$
\begin{aligned}
& \sum_{k=1}^{n} \mathbb{E}\left|\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \frac{\left|1+n^{-1} \alpha_{k}^{*} D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right) \alpha_{k}\right|^{2}}{\beta_{k}\left(z_{1}\right) \beta_{k}\left(z_{2}\right)}\right|^{2} \\
& =\sum_{k=1}^{n} \mathbb{E}\left|\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \frac{\left|1+n^{-1} \alpha_{k}^{*} D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right) \alpha_{k}\right|^{2}}{\beta_{k}\left(z_{1}\right) \beta_{k}\left(z_{2}\right)}-\frac{\left|1+n^{-1} \operatorname{tr} D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right)\right|^{2}}{\left(z_{1}+n^{-1} \operatorname{tr} D_{k}\left(z_{1}\right)\right)\left(z_{2}+n^{-1} \operatorname{tr} D_{k}\left(z_{2}\right)\right)}\right|^{2} \\
& \leqslant K
\end{aligned}
$$

Then (4.6) follows from the above estimates and the fact that

$$
\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \operatorname{tr}\left(D\left(z_{1}\right) D\left(z_{2}\right)\right)=\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right)\left[\operatorname{tr}\left(D\left(z_{1}\right) D\left(z_{2}\right)\right)-\operatorname{tr}\left(D_{k}\left(z_{1}\right) D_{k}\left(z_{2}\right)\right)\right] .
$$

### 4.3. Conclusion of the proof of (2.3) for $j=l, r$

By (3.4), to complete the proof of (2.3), we need only show that

$$
\begin{equation*}
\lim _{v_{1} \downarrow 0} \limsup _{n \rightarrow \infty} \int_{\gamma_{l}} \mathbb{E}\left|\left(\xi_{n}(z) Q_{n}-\mathbb{E} \xi_{n}(n) Q_{n}\right)\right|^{2} \mathrm{~d} z=0 . \tag{4.7}
\end{equation*}
$$

Using the same expansion as (4.1) and a slightly different decomposition, we have

$$
\begin{aligned}
& \xi_{n}(z) Q_{n}-\mathbb{E} \xi_{n}(n) Q_{n}=\sum_{k=1}^{n}\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \operatorname{tr} D \upharpoonleft \\
& Q_{n} \\
&=\sum_{k=1}^{n}\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) u_{k} \uparrow Q_{n}+\sum_{k=1}^{n}\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \operatorname{tr} D_{k} Q_{Q_{n}}, \\
& u_{k}=-\frac{1+n^{-1} \alpha_{k}^{*} D_{k}^{2} \alpha_{k}}{\beta_{k}}=u_{k 0}+u_{k 1}+u_{k 2}
\end{aligned}
$$

where

$$
\begin{aligned}
& u_{k 0}=-\frac{1+n^{-1} \operatorname{tr}\left(D_{k}^{2}\right)}{z+\mathbb{E} \tilde{s}_{n}(z)}, \\
& u_{k 1}=-\frac{\alpha_{k}^{*} D_{k}^{2} \alpha_{k}-\operatorname{tr}\left(D_{k}^{2}\right)}{n\left(z+\mathbb{E} \tilde{s}_{n}(z)\right)}, \\
& u_{k 2}=-\frac{\left(1+n^{-1} \alpha_{k}^{*} D_{k}^{2} \alpha_{k}\right) \tilde{\varepsilon}_{k}}{\beta_{k}\left(z+\mathbb{E} \tilde{s}_{n}(z)\right)} .
\end{aligned}
$$

When $z \in \gamma_{l}$, we have $\left|\operatorname{tr} D_{k}(z)\right| \leqslant n v^{-1} \leqslant n^{3}$, and therefore

$$
\left.\mathbb{E} \mid \sum_{k=1}^{n}\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \operatorname{tr} D_{k}\right\}\left.Q_{n}\right|^{2}=\sum_{k=1}^{n} \mathbb{E}\left|\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) \operatorname{tr} D_{k} \rrbracket 1 Q_{n}^{c}\right|^{2} \leqslant n^{4} \mathbb{P}\left(Q_{n}^{c}\right)=o(1) .
$$

Also, noticing that $\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) u_{k 0}=0$, to prove (4.7), we need only verify that

$$
\mathbb{E}\left|\sum_{k=1}^{n}\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) u_{k j}{ }^{j} Q_{n}\right|^{2} \leqslant K, \quad j=1,2 .
$$

Since $z+\mathbb{E} \tilde{s}_{n}(z)$ is bounded away from 0 , we have

$$
\begin{aligned}
\mathbb{E}\left|\sum_{k=1}^{n}\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) u_{k 1} \rrbracket_{Q_{n}}\right|^{2} & \leqslant K n^{-2} \sum_{k=1}^{n} \mathbb{E}\left|\alpha_{k}^{*} D_{k}^{2} \alpha_{k}-\operatorname{tr}\left(D_{k}^{2}\right)\right|^{2} \Omega_{Q_{n}} \\
& \leqslant K n^{-2} \sum_{k=1}^{n} \mathbb{E}\left|\alpha_{k}^{*} D_{k}^{2} \alpha_{k}-\operatorname{tr}\left(D_{k}^{2}\right)\right|^{2} \rrbracket_{B_{n k}} \\
& \leqslant K /(a / 2-1)^{4}
\end{aligned}
$$

$$
\begin{aligned}
\mathbb{E}\left|\sum_{k=1}^{n}\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) u_{k 2} \imath_{Q_{n}}\right|^{2} & \leqslant K \sum_{k=1}^{n} \mathbb{E}\left(1+n^{-1}\left|\alpha_{k}\right|^{2}\right)\left|\tilde{\varepsilon}_{k}\right|^{2} \uparrow Q_{n} \\
& \leqslant K \sum_{k=1}^{n} \mathbb{E}\left|\tilde{\varepsilon}_{k}\right|^{2} \uparrow Q_{n}+K n \eta_{n}^{2} \sum_{k=1}^{n} \mathbb{E}\left|\tilde{\varepsilon}_{k}\right|^{2} \uparrow Q_{n} \cap\left\{\left|\alpha_{k}\right|^{2} \geqslant 2 n\right\} \\
& \leqslant K+K n \sum_{k=1}^{n} \mathbb{E}^{1 / 2}\left|\tilde{\varepsilon}_{k}\right|^{4}\left\{Q_{n} P^{1 / 2}\left(\left|\alpha_{k}\right|^{2} \geqslant 2 n\right) \leqslant K .\right.
\end{aligned}
$$

Here we have used the fact that $\mathbb{P}\left(\left|\alpha_{k}\right|^{2} \geqslant 2 n\right)=o\left(n^{-t}\right)$ for any fixed $t>0$ and uniformly in $k \leqslant n$. This fact can be regarded as a consequence of Lemma 7.2.

### 4.4. Conclusion of the proof of Proposition 4.1

The goal is to check Condition 4.1 introduced in Part 1 of this proof. Recall that $\Gamma_{n}\left(z_{1}, z_{2}\right)=\sum_{k=1}^{n} \mathbb{E}_{k}\left[\mathbb{E}_{k-1} \phi_{k}\left(z_{1}\right) \mathbb{E}_{k-1} \phi_{k}\left(z_{2}\right)\right]$. First, we have

$$
\phi_{k}(z)=-\frac{1+n^{-1} \operatorname{tr} D_{k}^{2}}{\left(z+n^{-1} \operatorname{tr} D_{k}\right)^{2}} g_{k}-b_{k}=\frac{\partial}{\partial z}\left(\frac{g_{k}}{z+n^{-1} \operatorname{tr} D_{k}}\right)
$$

When $z_{z}, z_{2} \in \mathbb{C}_{0}$ and $z_{1} \neq z_{2}$, by exchanging the expectations and the derivation (here, the exchangibility is a consequence of the dominated convergence theorem), we obtain

$$
\Gamma_{n}\left(z_{1}, z_{2}\right)=\frac{\partial^{2}}{\partial z_{1} \partial z_{2}} \sum_{k=1}^{n} \mathbb{E}_{k}\left[\mathbb{E}_{k-1} \frac{g_{k}\left(z_{1}\right)}{z_{1}+n^{-1} \operatorname{tr} D_{k}\left(z_{1}\right)} \mathbb{E}_{k-1} \frac{g_{k}\left(z_{2}\right)}{z_{2}+n^{-1} \operatorname{tr} D_{k}\left(z_{2}\right)}\right]
$$

and $\Gamma_{n}\left(z_{1}, z_{1}\right)=\lim _{z_{2} \rightarrow z_{1}} \Gamma_{n}\left(z_{1}, z_{2}\right)$.
As $n^{-1} \operatorname{tr} D_{k}\left(z_{j}\right) \rightarrow s\left(z_{j}\right)$ in $L_{2}$, we obtain by substitution and using $s^{2}(z)+z s(z)+1=0$,

$$
\begin{aligned}
\Gamma_{n}\left(z_{1}, z_{2}\right) & =\frac{\partial^{2}}{\partial z_{1} \partial z_{2}}\left(s\left(z_{1}\right) s\left(z_{2}\right) \sum_{k=1}^{n} \mathbb{E}_{k}\left[\mathbb{E}_{k-1} g_{k}\left(z_{1}\right) \mathbb{E}_{k-1} g_{k}\left(z_{2}\right)\right]+o_{p}(1)\right) \\
& :=\frac{\partial^{2}}{\partial z_{1} \partial z_{2}}\left(s\left(z_{1}\right) s\left(z_{2}\right) \tilde{\Gamma}_{n}\left(z_{1}, z_{2}\right)+o_{p}(1)\right) .
\end{aligned}
$$

To find the limit of $\Gamma_{n}$, by the Vitali theorem (see Titchmarsh, 1939, p. 168), it is sufficient to find the limit of $\tilde{\Gamma}_{n}$.

By the definition of $g_{k}$, we have

$$
\begin{aligned}
& \mathbb{E}_{k}\left[\mathbb{E}_{k-1} g_{k}\left(z_{1}\right) \mathbb{E}_{k-1} g_{k}\left(z_{2}\right)\right] \\
& \quad=\mathbb{E}_{k}\left[\frac{x_{k k}^{2}}{n}+\frac{1}{n^{2}} \mathbb{E}_{k-1}\left(\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr} D_{k}\right)\left(z_{1}\right) \mathbb{E}_{k-1}\left(\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr} D_{k}\right)\left(z_{2}\right) .\right]
\end{aligned}
$$

To evaluate the second term, by a computation similar to that leading to (3.3), we obtain

$$
\begin{aligned}
& \mathbb{E}_{k}\left[\mathbb{E}_{k-1}\left(\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr} D_{k}\right)\left(z_{1}\right) \mathbb{E}_{k-1}\left(\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr} D_{k}\right)\left(z_{2}\right)\right] \\
& \quad=\kappa \sum_{i, j>k}\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{i j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i}+\beta \mathbb{E}_{k} \sum_{i>k}\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{i i}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{i i} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\tilde{\Gamma}_{n}\left(z_{1}, z_{2}\right)= & \sigma^{2}+\frac{\kappa}{n^{2}} \sum_{k=1}^{n} \sum_{i, j>k}\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{i j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i} \\
& +\frac{\beta}{n^{2}} \sum_{k=1}^{n} \mathbb{E}_{k} \sum_{i=k+1}^{n}\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{i i}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{i i} \\
= & \sigma^{2}+S_{1}+S_{2} . \tag{4.8}
\end{align*}
$$

By Lemma 7.1, we find that

$$
S_{2} \rightarrow \frac{1}{2} \beta s\left(z_{1}\right) s\left(z_{2}\right), \quad \text { in } L_{2}
$$

In the following, let us find the limit of $S_{1}$.

### 4.4.1. A decomposition tool

To evaluate the sum $S_{1}$ in (4.8), we need the following decomposition. Let $e_{j}$ ( $j=1$, $\ldots, k-1, k+1, \ldots, n)$ be the $(n-1)$-vector whose $j$ th (or $(j-1)$ th) element is 1 , the rest being 0 if $j<k$ (or $j>k$ ). By definition,

$$
D_{k}^{-1}(z)=n^{-1 / 2} W_{n}(k)-z I=\sum_{i, j \neq k} n^{-1 / 2} x_{i j} e_{i} e_{j}^{\prime}-z I .
$$

Multiplying both sides by $D_{k}$ gives a useful identity,

$$
\begin{equation*}
z D_{k}(z)+I=\sum_{i, j \neq k} n^{-1 / 2} x_{i j} e_{i} e_{j}^{\prime} D_{k}(z) \tag{4.9}
\end{equation*}
$$

Let $(i, j)$ be two indices different from $k$. To make $D_{k}$ 'independent' of $x_{i j}$, we introduce the matrix $D_{k i j}$ :

$$
\begin{equation*}
D_{k i j}=\left(n^{-1 / 2}\left[W_{n}(k)-\delta_{i j}\left(x_{i j} e_{i} e_{j}^{\prime}+x_{j i} e_{j} e_{i}^{\prime}\right)\right]-z I\right)^{-1} \tag{4.10}
\end{equation*}
$$

where $\delta_{i j}=1$ for $i \neq j$ and $\delta_{i i}=\frac{1}{2}$. The idea is that $D_{k i j}$ is a perturbation of $D_{k}$ independent of $x_{i j}$. It is easy to verify that

$$
\begin{equation*}
D_{k}-D_{k i j}=-D_{k i j} n^{-1 / 2} \delta_{i j}\left(x_{i j} e_{i} e_{j}^{\prime}+x_{j i} e_{j} e_{i}^{\prime}\right) D_{k} \tag{4.11}
\end{equation*}
$$

4.4.2. The limit of $S_{1}$

From (4.9) and (4.11) we obtain

$$
\begin{align*}
z D_{k}= & -I+\sum_{i, j \neq k} n^{-1 / 2} x_{i j} e_{i} e_{j}^{\prime} D_{k i j}-\sum_{i, j \neq k} n^{-1 / 2} x_{i j} e_{i} e_{j}^{\prime} D_{k i j} n^{-1 / 2} \delta_{i j}\left(x_{i j} e_{i} e_{j}^{\prime}+x_{j i} e_{j} e_{i}^{\prime}\right) D_{k} \\
= & -I+\sum_{i, j \neq k} n^{-1 / 2} x_{i j} e_{i} e_{j}^{\prime} D_{k i j}-s(z) \frac{n-3 / 2}{n} \sum_{i \neq k} e_{i} e_{i}^{\prime} D_{k} \\
& -\sum_{i, j \neq k} \delta_{i j}\left(n^{-1}\left|x_{i j}\right|^{2}\left[\left(D_{k i j}\right)_{j j}-s(z)\right]+n^{-1}\left(\left|x_{i j}\right|^{2}-1\right) s(z)\right) e_{i} e_{i}^{\prime} D_{k} \\
& -\sum_{i, j \neq k} n^{-1} \delta_{i j} x_{i j}^{2}\left(D_{k i j}\right)_{j i} e_{i} e_{j}^{\prime} D_{k} . \tag{4.12}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
z_{1} \sum_{i, j>k} & {\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{i j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i} } \\
= & -\sum_{i>k}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{i i} \\
& +n^{-1 / 2} \sum_{i, j, \ell>k} x_{i \ell}\left[\mathbb{E}_{k-1} D_{k i \ell}\left(z_{1}\right)\right]_{\ell, j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i} \\
& -s\left(z_{1}\right) \frac{n-3 / 2}{n} \sum_{i, j>k}\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{i j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i} \\
& -\sum_{i, j>k} \delta_{i \ell} \mathbb{E}_{k-1}\left[\left(\frac{\left|x_{i \ell}\right|^{2}-1}{n} s\left(z_{1}\right)+\frac{\left|x_{i \ell}\right|^{2}}{n}\left(D_{k i \ell}\left(z_{1}\right)_{\ell \ell}-s\left(z_{1}\right)\right)\right)\left[D_{k}\left(z_{1}\right)\right]_{i j}\right]\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i} \\
& -\frac{1}{n} \sum_{i, j>k} \delta_{i j} \mathbb{E}_{k-1} x_{i \ell}^{2}\left[D_{k i \ell}\left(z_{1}\right)\right]_{\ell i}\left[D_{k}\left(z_{1}\right)\right]_{\ell, j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i} \\
= & T_{1}+T_{2}+T_{*}+T_{3}+T_{4} .
\end{aligned}
$$

First, note that the term $T_{*}$ is proportional to the left-hand side. We now evaluate the contributions of the remaining four terms to the sum $S_{1}$ in (4.8). For $T_{1}$ we have

$$
n^{-2} \sum_{k} \sum_{i>k}\left(\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{i i}-s\left(z_{2}\right)\right) \rightarrow 0, \quad \text { in } L_{2} .
$$

$T_{3}$ and $T_{4}$ turn to be negligible (we do not provide more details here as the computations are lengthy but elementary). $T_{2}$ is not negligible and we simplify it progressively. We have

$$
\begin{aligned}
\sum_{i, j, \ell>k} & \mathbb{E}_{k-1} \frac{x_{i \ell}}{\sqrt{n}}\left[D_{k i \ell}\left(z_{1}\right)\right]_{j \ell}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i} \\
T_{2}= & \sum_{i, j, \ell>k} \mathbb{E}_{k-1} \frac{x_{i \ell}}{\sqrt{n}}\left[D_{k i \ell}\left(z_{1}\right)\right]_{\ell j}\left[\mathbb{E}_{k-1}\left(D_{k}-D_{k i \ell}\right)\left(z_{2}\right)\right]_{j i} \\
& +\sum_{i, j, \ell>k} \mathbb{E}_{k-1} \frac{x_{i \ell}}{\sqrt{n}}\left[D_{k i \ell}\left(z_{1}\right)\right]_{\ell j}\left[E_{k-1} D_{k i \ell}\left(z_{2}\right)\right]_{j i} . \\
= & T_{2 \mathrm{a}}+T_{2 \mathrm{~b}}
\end{aligned}
$$

Again the contribution from $T_{2 \mathrm{~b}}$ can be proved to be negligible. As for the remaining term $T_{2 \mathrm{a}}$, we have

$$
\begin{aligned}
& n^{-1 / 2} \sum_{i, j, \ell>k} x_{i \ell}\left[\mathbb{E}_{k-1} D_{k i \ell}\left(z_{1}\right)\right]_{\ell j}\left[\mathbb{E}_{k-1}\left(D_{k}-D_{k i \ell}\right)\left(z_{2}\right)\right]_{j i} \\
& \quad=-n^{-1} \sum_{i, j, \ell>k}\left[\mathbb{E}_{k-1} D_{k i \ell}\left(z_{1}\right)\right]_{\ell j}\left[\mathbb{E}_{k-1} D_{k i \ell}\left(z_{2}\right) \delta_{i \ell}\left(x_{i \ell}^{2} e_{i} e_{\ell}^{\prime}+\left|x_{i j}\right|^{2} e_{\ell} e_{i}^{\prime}\right) D_{k}\left(z_{2}\right)\right]_{j i} \\
& \quad:=J_{1}+J_{2}
\end{aligned}
$$

where

$$
\begin{aligned}
\mathbb{E}\left|J_{1}\right| & =n^{-1} \sum_{i, j, \ell>k} \mathbb{E}\left|x_{i \ell}^{2}\right|\left[\mathbb{E}_{k-1} D_{k i \ell}\left(z_{1}\right)\right]_{\ell j}\left[D_{k i \ell}\left(z_{2}\right)\right]_{j i}\left[D_{k}\left(z_{2}\right)\right]_{\ell i} \mid \\
& \leqslant n^{-1}\left(\left.\sum_{i, j_{1}, j_{2}, \ell>k} \mathbb{E}\left|x_{i \ell}\right|^{4}\left|\left[\mathbb{E}_{k-1} D_{k i \ell}\left(z_{1}\right)\right]_{j_{1}}\right|^{2}\left|\left[D_{k i \ell}\left(z_{2}\right)\right]_{j_{2} i}\right|^{2}\left|\sum_{i, \ell>k} \mathbb{E}\right|\left(D_{k}\left(z_{2}\right)\right)_{\ell i}\right|^{2}\right)^{1 / 2} \\
& \leqslant K n^{1 / 2}
\end{aligned}
$$

Hence, the contribution of this term is negligible. Finally, we have

$$
\begin{aligned}
J_{2} & =-\sum_{i, j, \ell>k} \mathbb{E}_{k-1} \frac{\left|x_{i \ell}\right|^{2}}{n}\left[D_{k i j}\left(z_{1}\right)\right]_{\ell j}\left[\mathbb{E}_{k-1} D_{k i j}\left(z_{2}\right)\right]_{j \ell}\left[D_{k}\left(z_{2}\right)\right]_{i i} \\
& \simeq-s\left(z_{2}\right) \sum_{i, j, \ell>k} \mathbb{E}_{k-1} \frac{1}{n}\left[D_{k i \ell}\left(z_{1}\right)\right]_{\ell j}\left[\mathbb{E}_{k-1} D_{k i \ell}\left(z_{2}\right)\right]_{j \ell} \\
& =-\frac{n-k}{n} s\left(z_{2}\right) \sum_{j, \ell>k}\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{\ell j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j \ell}+o_{p}(n),
\end{aligned}
$$

where the last approximation follows from

$$
\left[D_{k i \ell}\left(z_{1}\right)\right]_{\ell j}\left[\mathbb{E}_{k-1} D_{k i \ell}\left(z_{2}\right)\right]_{j \ell}=\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{\ell j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j \ell}+o_{p}(1)
$$

Summing the estimates of $T_{i}, i=1, \ldots, 4$, we have proved that

$$
\begin{align*}
& z_{1} \sum_{i, j>k} {\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{i j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i} } \\
&=-s\left(z_{1}\right) \sum_{i, j>k}\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{i j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i}-(n-k) s\left(z_{2}\right)  \tag{4.13}\\
& \quad-\frac{n-k}{n} s\left(z_{2}\right) \sum_{i, j>k}\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{i j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i}+R_{k},
\end{align*}
$$

where the residual term $R_{k}$ is of order $o_{p}(n)$ uniformly in $k=1, \ldots, n$. Let us define

$$
X_{k}=\sum_{i, j>k}\left[\mathbb{E}_{k-1} D_{k}\left(z_{1}\right)\right]_{i j}\left[\mathbb{E}_{k-1} D_{k}\left(z_{2}\right)\right]_{j i}
$$

So (4.13) becomes

$$
\begin{equation*}
z_{1} X_{k}=-s\left(z_{1}\right) X_{k}-(n-k) s\left(z_{2}\right)-s\left(z_{2}\right) X_{k} \frac{n-k}{n}+R_{k} . \tag{4.14}
\end{equation*}
$$

By $z_{1}+s\left(z_{1}\right)=-1 / s\left(z_{1}\right)$, identity (4.14) is equivalent to

$$
\begin{equation*}
X_{k}=(n-k) s\left(z_{1}\right) s\left(z_{2}\right)+\frac{n-k}{n} s\left(z_{1}\right) s\left(z_{2}\right) X_{k}-s\left(z_{1}\right) R_{k} . \tag{4.15}
\end{equation*}
$$

Consequently,

$$
X_{k}=\frac{(n-k) s\left(z_{1}\right) s\left(z_{2}\right)-s\left(z_{1}\right) R_{k}}{1-n^{-1}(n-k) s\left(z_{1}\right) s\left(z_{2}\right)}
$$

Summing and letting $n \rightarrow \infty$ yields

$$
\frac{1}{n^{2}} \sum_{k=1}^{n} X_{k} \xrightarrow{p} s_{1} s_{2} \int_{0}^{1} \frac{t}{1-t s_{1} s_{2}} \mathrm{~d} t=-1-\left(s_{1} s_{2}\right)^{-1} \log \left(1-s_{1} s_{2}\right)
$$

with $s_{j}=s\left(z_{j}\right)$. Finally, $\tilde{\Gamma}_{n}\left(z_{1}, z_{2}\right)$ converges in probability to

$$
\tilde{\Gamma}\left(z_{1}, z_{2}\right)=\sigma^{2}-\kappa+\frac{1}{2} \beta s_{1} s_{2}-\kappa\left(s_{1} s_{2}\right)^{-1} \log \left(1-s_{1} s_{2}\right) .
$$

The proof of Proposition 4.1 is then complete.

## 5. Computation of the mean and covariance function of $G(f)$

### 5.1. The mean

Let $\gamma$ be a contour as defined in Section 1. By (2.1) and Proposition 3.1, we have

$$
\begin{aligned}
\mathbb{E}\left(G_{n}(f)\right) & =-\frac{1}{2 \pi \mathrm{i}} \oint_{\gamma} f(z) \mathbb{E} \xi_{n}(z) \mathrm{d} z \\
\rightarrow \mathbb{E}(G(f)) & =-\frac{1}{2 \pi \mathrm{i}} \oint_{\gamma} f(z) \mathbb{E} \xi_{n}(z) \mathrm{d} z \\
& =-\frac{1}{2 \pi \mathrm{i}} \oint_{\gamma} f(z)\left[1+s^{\prime}(z)\right] s^{3}(z)\left[\sigma^{2}-1+(\kappa-1) s^{\prime}(z)+\beta s^{2}\right] \mathrm{d} z .
\end{aligned}
$$

Select $\rho<1$ but so close to 1 that the contour

$$
\gamma^{\prime}=\left\{z=-\left(\rho \mathrm{e}^{\mathrm{i} \theta}+\rho^{-1} \mathrm{e}^{-\mathrm{i} \theta}\right): 0 \leqslant \theta<2 \pi\right\}
$$

is completely contained in the analytic region of $f$. Note that when $z$ runs a cycle along $\gamma^{\prime}$ counterclockwise, $s$ runs a cycle along the circle $|s|=\rho$ counterclockwise because $z=-\left(s+s^{-1}\right) .{ }^{1}$ By Cauchy's theorem, the above integral along $\gamma$ equals the integral along $\gamma^{\prime}$. Thus, by changing variable $z$ to $s$ and noticing that $s^{\prime}=s^{2} /\left(1-s^{2}\right)$, we obtain

$$
\mathbb{E}(G(f))=-\frac{1}{2 \pi \mathrm{i}} \oint_{|s|=\rho} f\left(-s-s^{-1}\right) s\left[\sigma^{2}-1+(\kappa-1) \frac{s^{2}}{1-s^{2}}+\beta s^{2}\right] \mathrm{d} s
$$

By setting $s=-\mathrm{e}^{\mathrm{i} \theta}$ and then $t=\cos \theta$, using $T_{k}(\cos \theta)=\cos (k \theta)$,

$$
\begin{aligned}
- & \frac{1}{2 \pi \mathrm{i}} \oint_{|s|=1} f\left(-s-s^{-1}\right) s\left[\sigma^{2}-1+(\kappa-1) \frac{s^{2}}{1-s^{2}}+\beta s^{2}\right] \mathrm{d} s \\
& =-\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(2 \cos \theta)\left[\left(\sigma^{2}-1\right) \mathrm{e}^{2 \mathrm{i} \theta}+(\kappa-1) \frac{\mathrm{e}^{A \mathrm{i} \theta}}{1-\mathrm{e}^{2 \mathrm{i} \theta}}+\beta \mathrm{e}^{A \mathrm{i} \theta}\right] \mathrm{d} \theta \\
& =-\frac{1}{\pi} \int_{0}^{\pi} f(2 \cos \theta)\left[\left(\sigma^{2}-1\right) \cos 2 \theta-\frac{1}{2}(\kappa-1)(1+2 \cos 2 \theta)+\beta \cos 4 \theta\right] \mathrm{d} \theta \\
& =\frac{1}{\pi} \int_{-1}^{1} f(2 t)\left[-\frac{1}{2}(\kappa-1)+\left(\sigma^{2}-\kappa\right) T_{2}(t)+\beta T_{4}(t)\right] \frac{1}{\sqrt{1-t^{2}}} \mathrm{~d} t \\
& =-\frac{1}{2}(\kappa-1) \tau_{0}(f)+\left(\sigma^{2}-\kappa\right) \tau_{2}(f)+\beta \tau_{4}(f) .
\end{aligned}
$$

Let us evaluate the difference

[^0]$$
\frac{1}{2 \pi \mathrm{i}}\left[\oint_{|s|=1}-\oint_{|s|=\rho}\right] f\left(-s-s^{-1}\right) s\left[\sigma^{2}-1+(\kappa-1) \frac{s^{2}}{1-s^{2}}+\beta s^{2}\right] \mathrm{d} s
$$

Note that the integrand has two poles on the circle $|s|=1$ with residuals $-\frac{1}{2} f( \pm 2)$ at points $s=\mp 1$. By contour integration, we have

$$
\begin{aligned}
& \frac{1}{2 \pi \mathrm{i}}\left[\oint_{|s|=1}-\oint_{|s|=\rho}\right] f\left(-s-s^{-1}\right) s\left[\sigma^{2}-1+(\kappa-1) \frac{s^{2}}{1-s^{2}}+\beta s^{2}\right] \mathrm{d} s \\
& \quad=\frac{\kappa-1}{4}(f(2)+f(-2)) .
\end{aligned}
$$

Putting together these two results gives formula (1.4) for $\mathbb{E}[G(f)]$.

### 5.2. The covariance

Let $\gamma_{j}, j=1$, 2, be two disjoint contours with vertex $\pm\left(2+\varepsilon_{j}\right) \pm i v_{j}$. The positive values of $\varepsilon_{j}$ and $v_{j}$ are chosen so small that the two contours are contained in $\mathcal{U}$. By (2.1) and Theorem 2.1, we have

$$
\begin{aligned}
\operatorname{cov}\left(G_{n}(f), G_{n}(g)\right) & =-\frac{1}{4 \pi^{2}} \oint_{\gamma_{1}} \oint_{\gamma_{2}} f\left(z_{1}\right) g\left(z_{2}\right) \operatorname{cov}\left(\xi_{n}\left(z_{1}\right), \xi_{n}\left(z_{2}\right)\right) \mathrm{d} z_{1} \mathrm{~d} z_{2} \\
& =-\frac{1}{4 \pi^{2}} \oint_{\gamma_{1}} \oint_{\gamma_{2}} f\left(z_{1}\right) g\left(z_{2}\right) \Gamma_{n}\left(z_{1}, z_{2}\right) \mathrm{d} z_{1} \mathrm{~d} z_{2}+o(1) \\
\rightarrow c(f, g) & =-\frac{1}{4 \pi^{2}} \oint_{\gamma_{1}} \oint_{\gamma_{2}} f\left(z_{1}\right) g\left(z_{2}\right) \Gamma\left(z_{1}, z_{2}\right) \mathrm{d} z_{1} \mathrm{~d} z_{2},
\end{aligned}
$$

where $\Gamma\left(z_{1}, z_{2}\right)$ is given by (4.5).
By the proof of Proposition 4.1, we have

$$
\Gamma\left(z_{1}, z_{2}\right)=\frac{\partial^{2}}{\partial z_{1} \partial z_{2}} s\left(z_{1}\right) s\left(z_{2}\right) \tilde{\Gamma}\left(z_{1}, z_{2}\right) .
$$

Integrating by parts, we obtain

$$
\begin{aligned}
c(f, g) & =-\frac{1}{4 \pi^{2}} \oint_{\gamma_{1}} \oint_{\gamma_{2}} f^{\prime}\left(z_{1}\right) g^{\prime}\left(z_{2}\right) s\left(z_{1}\right) s\left(z_{2}\right) \tilde{\Gamma}\left(z_{1}, z_{2}\right) \mathrm{d} z_{1} \mathrm{~d} z_{2} \\
& =-\frac{1}{4 \pi^{2}} \oint_{\gamma_{1}} \oint_{\gamma_{2}} A\left(z_{1}, z_{2}\right) \mathrm{d} z_{1} \mathrm{~d} z_{2},
\end{aligned}
$$

where

$$
A\left(z_{1}, z_{2}\right)=f^{\prime}\left(z_{1}\right) g^{\prime}\left(z_{2}\right)\left[s\left(z_{1}\right) s\left(z_{2}\right)\left(\sigma^{2}-\kappa\right)+\frac{1}{2} \beta s^{2}\left(z_{1}\right) s^{2}\left(z_{2}\right)-\kappa \log \left(1-s\left(z_{1}\right) s\left(z_{2}\right)\right)\right] .
$$

Let $v_{j} \rightarrow 0$ first and then $\varepsilon_{j} \rightarrow 0$. It is easy to show that the integral along the vertical edges of the two contours tends to 0 when $v_{j} \rightarrow 0$. Therefore, it follows that

$$
c(f, g)=-\frac{1}{4 \pi^{2}} \int_{-2}^{2} \int_{-2}^{2}\left[A\left(t_{1}^{-}, t_{2}^{-}\right)-A\left(t_{1}^{-}, t_{2}^{+}\right)-A\left(t_{1}^{+}, t_{2}^{-}\right)+A\left(t_{1}^{+}, t_{2}^{+}\right)\right] \mathrm{d} t_{1} \mathrm{~d} t_{2}
$$

where $t_{j}^{ \pm}:=t_{j} \pm \mathrm{i} 0$. We first consider the case where $f$ and $g$ are real-valued on the real axes. Recalling that $s(t \pm \mathrm{i} 0)=\frac{1}{2}\left(-t \pm \mathrm{i} \sqrt{4-t^{2}}\right)$, we have

$$
\begin{aligned}
& f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right)\left[s\left(t_{1}^{-}\right) s\left(t_{2}^{-}\right)-s\left(t_{1}^{+}\right) s\left(t_{2}^{-}\right)-s\left(t_{1}^{-}\right) s\left(t_{2}^{+}\right)+s\left(t_{1}^{+}\right) s\left(t_{2}^{+}\right)\right] \\
& \quad=-f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right) \sqrt{4-t_{1}^{2}} \sqrt{4-t_{2}^{2}}, \\
& f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right)\left[s^{2}\left(t_{1}^{-}\right) s^{2}\left(t_{2}^{-}\right)-s^{2}\left(t_{1}^{+}\right) s^{2}\left(t_{2}^{-}\right)-s^{2}\left(t_{1}^{-}\right) s^{2}\left(t_{2}^{+}\right)+s^{2}\left(t_{1}^{+}\right) s^{2}\left(t_{2}^{+}\right)\right] \\
& \quad=-f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right) t_{1} t_{2} \sqrt{4-t_{1}^{2}} \sqrt{4-t_{2}^{2}}, \\
& f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right)\left[\log \left(1-s\left(t_{1}^{-}\right) s\left(t_{2}^{-}\right)\right)\right. \\
& \left.\quad-\log \left(1-s\left(t_{1}^{+}\right) s\left(t_{2}^{-}\right)\right)-\log \left(1-s\left(t_{1}^{-}\right) s\left(t_{2}^{+}\right)\right)+\log \left(1-s\left(t_{1}^{+}\right) s\left(t_{2}^{+}\right)\right)\right] \\
& \quad=f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right) \log \left|\frac{1-s\left(t_{1}^{-}\right) s\left(t_{2}^{-}\right)}{1-s\left(t_{1}^{-}\right) s\left(t_{2}^{+}\right)}\right|^{2}=-f^{\prime}\left(t_{1}\right) g^{\prime}\left(t_{2}\right) \log \left(\frac{4-t_{1} t_{2}-\sqrt{\left(4-t_{1}^{2}\right)\left(4-t_{2}^{2}\right)}}{4-t_{1} t_{2}+\sqrt{\left(4-t_{1}^{2}\right)\left(4-t_{2}^{2}\right)}}\right)
\end{aligned}
$$

We thus recover formula (1.6). Moreover, if $f$ and $g$ can take complex values on the real axes, the above expression remains true since we have the decomposition $f(z)=f_{\mathrm{r}}(z)$ $+\mathrm{i} f_{\mathrm{i}}(z)$ and $g(z)=g_{\mathrm{r}}(z)+\mathrm{i} g_{\mathrm{i}}(z)$ where $f_{\mathrm{r}}, f_{\mathrm{i}}, g_{\mathrm{r}}$ and $g_{\mathrm{i}}$ are analytic on $\mathcal{U}$ and are realvalued on the real axes.

To derive the second representation, formula (1.5), let $\rho_{1}<\rho_{2}<1$ and define contours $\gamma_{j}^{\prime}$ as in the previous subsection. Then

$$
\begin{aligned}
& c(f, g)=-\frac{1}{4 \pi^{2}} \oint_{\gamma^{\prime}} \oint_{\gamma_{2}^{\prime}} f\left(z_{1}\right) g\left(z_{2}\right) \Gamma\left(z_{1}, z_{2}\right) \mathrm{d} z_{1} \mathrm{~d} z_{2} \\
& =-\frac{1}{4 \pi^{2}} \oint_{\left|s_{1}\right|=\rho_{1}} \oint_{\left|s_{2}\right|=\rho_{2}} f\left(-s_{1}-s_{1}^{-1}\right) g\left(-s_{2}-s_{2}^{-1}\right)\left(\sigma^{2}-\kappa+2 \beta s_{1} s_{2}+\frac{\kappa}{\left(1-s_{1} s_{2}\right)^{2}}\right) \mathrm{d} s_{1} \mathrm{~d} s_{2} .
\end{aligned}
$$

By the Cauchy integral, we may set $\rho_{2}=1$ without changing the value of the integral. Rewriting $\rho_{1}=\rho$, expanding the fraction with a Taylor series and then making the changes of variable $s_{1}=-\rho \mathrm{e}^{\mathrm{i} \theta_{1}}$ and $s_{2}=-\mathrm{e}^{\mathrm{i} \theta_{2}}$, we obtain

$$
\begin{aligned}
c(f, g)= & \frac{1}{4 \pi^{2}} \int_{[-\pi, \pi]^{2}} f\left(\rho \mathrm{e}^{\mathrm{i} \theta_{1}}+\rho^{-1} \mathrm{e}^{-\mathrm{i} \theta_{1}}\right) g\left(2 \cos \theta_{2}\right)\left[\left(\sigma^{2}-\kappa\right) \rho \mathrm{e}^{\mathrm{i}\left(\theta_{1}+\theta_{2}\right)}\right. \\
& \left.+2 \beta \rho^{2} \mathrm{e}^{\mathrm{i} 2\left(\theta_{1}+\theta_{2}\right)}+\kappa \sum_{k=1}^{\infty} k \rho^{k} \mathrm{e}^{\mathrm{i} k\left(\theta_{1}+\theta_{2}\right)}\right] \mathrm{d} \theta_{1} \mathrm{~d} \theta_{2} \\
= & \left(\sigma^{2}-\kappa\right) \rho \tau_{1}(f, \rho) \tau_{1}(g)+2 \beta \rho^{2} \tau_{2}(f, \rho) \tau_{2}(g)+\kappa \sum_{k=1}^{\infty} k \rho^{k} \tau_{k}(f, \rho) \tau_{k}(g),
\end{aligned}
$$

where

$$
\tau_{k}(f, \rho)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f\left(\rho \mathrm{e}^{\mathrm{i} \theta}+\rho^{-1} \mathrm{e}^{-\mathrm{i} \theta}\right) \mathrm{e}^{\mathrm{i} k \theta} \mathrm{~d} \theta
$$

By integration by parts, for $k \geqslant 3$ we have

$$
\begin{aligned}
\tau_{k}(f, \rho) & =\frac{\rho^{-1}}{k} \tau_{k-1}\left(f^{\prime}, \rho\right)-\frac{\rho}{k} \tau_{k+1}\left(f^{\prime}, \rho\right) \\
& =\frac{\rho^{2}}{k(k+1)} \tau_{k+2}\left(f^{\prime \prime}, \rho\right)-\frac{2}{k^{2}-1} \tau_{k}\left(f^{\prime \prime}, \rho\right)+\frac{\rho^{-2}}{k(k-1)} \tau_{k-2}\left(f^{\prime \prime}, \rho\right)
\end{aligned}
$$

Since $f^{\prime \prime}$ is uniformly bounded in $\mathcal{U}$, we have $\left|\tau_{k}(f, \rho)\right| \leqslant K / k(k-1)$ uniformly for all $\rho$ close to 1 . Then (1.5) follows by the dominated convergence theorem and letting $\rho \rightarrow 1$ under the summation.

## 6. Application to linear spectral statistics and related results

First, note that $W_{n} /(2 \sqrt{n})$ is a scaled Wigner matrix in the sense that the limit law is the scaled Wigner semicircular law $2 \pi^{-1} \sqrt{1-x^{2}} \mathrm{~d} x$ on the interval $[-1,1]$. To deal with this scaling, we define for any function $f$, its scaled copy $\tilde{f}$ by the relation $f(2 x)=\tilde{f}(x)$ for all $x$.

### 6.1. Chebyshev polynomials

Consider first a Chebyshev polynomial $T_{k}$ with $k \geqslant 1$ and define $\phi_{k}$ such that $\tilde{\phi}_{k}=T_{k}$. Set $\delta_{i j}=1$ for $i=j$ and $\delta_{i j}=0$ otherwise. Using the orthogonality property

$$
\frac{1}{\pi} \int_{-1}^{1} T_{i}(t) T_{j}(t) \frac{1}{\sqrt{1-t^{2}}} \mathrm{~d} t= \begin{cases}\delta_{i j}, & \text { if } i=0 \\ \frac{1}{2} \delta_{i j}, & \text { otherwise }\end{cases}
$$

it is easily seen that $\tau_{\ell}\left(\phi_{k}\right)=\frac{1}{2} \delta_{k \ell}$ for any integer $\ell \geqslant 0$. Thus by (1.4) we have for the mean

$$
\begin{align*}
m_{k}:=\mathbb{E}\left[G\left(\phi_{k}\right)\right] & =\frac{\kappa-1}{4}\left(T_{k}(1)+T_{k}(-1)\right)+\frac{1}{2}\left(\sigma^{2}-\kappa\right) \delta_{k 2}+\frac{1}{2} \beta \delta_{k 4} \\
& =\frac{1}{2}\left[(\kappa-1) e(k)+\left(\sigma^{2}-\kappa\right) \delta_{k 2}+\beta \delta_{k 4}\right], \tag{6.1}
\end{align*}
$$

with $e(k)=1$ if $k$ is even and $e(k)=0$ otherwise.
For two Chebyshev polynomials $T_{k}$ and $T_{\ell}$, by (1.5) the asymptotic covariance between $G_{n}\left(\phi_{k}\right)$ and $G_{n}\left(\phi_{\ell}\right)$ equals 0 for $k \neq \ell$, and

$$
\begin{equation*}
\Sigma_{\ell \ell}=\left(\frac{1}{2}\right)^{2}\left[\left(\sigma^{2}-\kappa\right) \delta_{\ell 1}+2 \beta \delta_{\ell 2}+\kappa \ell\right] \tag{6.2}
\end{equation*}
$$

for $k=\ell$. Application of Theorem 1.1 readily yields the following result.
Corollary 6.1. Assume that Conditions 1.1 and 1.2 are satisfied. Let $T_{1}, \ldots, T_{p}$ be $p$ first Chebyshev polynomials and define the $\phi_{k}$ such that $\tilde{\phi}_{k}=T_{k}$. Then the vector $\left[G_{n}\left(\phi_{1}\right), \ldots, G_{n}\left(\phi_{p}\right)\right]$ converges in distribution to a Gaussian vector with mean $w_{p}=\left(m_{k}\right)$ and a diagonal covariance matrix $D_{p}=\left(\Sigma_{k k}\right)$ with their elements defined in (6.1) and (6.2), respectively.

In particular, these Chebyshev polynomial statistics are asymptotically independent. Now consider the Gaussian case. For the GUE, we have $\kappa=\sigma^{2}=1$ and $\beta=0$. Then $m_{k}=0$ (already known!) and $\Sigma_{k k}=k\left(\frac{1}{2}\right)^{2}$. As for the GOE, since $\kappa=\sigma^{2}=2$ and $\beta=0$, we obtain $m_{k}=\frac{1}{2} e(k)$ and $\Sigma_{k k}=2 k\left(\frac{1}{2}\right)^{2}$. Therefore with Corollary 6.1 we have recovered the CLT established by Johansson for linear spectral statistics of Gaussian ensembles (see Johansson 1998, Theorem 2.4 and Corollary 2.8).

### 6.2. Linear spectral statistics

Let $Q$ be an arbitrary polynomial of degree $k$ and define $\phi$ be such that $\tilde{\phi}=Q$. Then $Q$ has an unique expansion on the basis of Chebyshev polynomials:

$$
Q=a_{k}(Q) T_{k}+\ldots+a_{0}(Q) T_{0} .
$$

Furthermore, it is easily seen that $a_{j}(Q)=2 \tau_{j}(\phi)$ for $j \geqslant 1$ and $a_{0}(Q)=\tau_{0}(\phi)$.
Now consider $s$ polynomials $Q_{1}, \ldots, Q_{s}$ and denote by $p$ the maximum of their degrees. Define the $\phi_{k}$ such that $\tilde{\phi}_{k}=Q_{k}$. There is a unique matrix decomposition

$$
\left(\begin{array}{c}
Q_{1} \\
\vdots \\
Q_{s}
\end{array}\right)=A\left(\begin{array}{c}
T_{p} \\
\vdots \\
T_{1}
\end{array}\right)+u T_{0}
$$

where $A$ is an $s \times p$ matrix and $u$ an $s \times 1$ vector. Application of Corollary 6.1 gives the following result.

Corollary 6.2. Assume that Conditions 1.1 and 1.2 are satisfied. Then the vector
$\left[G_{n}\left(\phi_{1}\right), \ldots, G_{n}\left(\phi_{p}\right)\right]$ converges in distribution to a Gaussian vector with mean $A w_{p}+u$ and covariance matrix $A D_{p} A^{\mathrm{T}}$, where $w_{p}$ and $D_{p}$ are defined in Corollary 6.1 for Chebyshev polynomials.

## 7. Two useful lemmas

With the notation defined in the previous sections, we prove the following two lemmas.
Lemma 7.1. Suppose $v_{0}>0$ is a fixed constant. Then, for any $z \in \mathbb{C}_{0}$, we have

$$
\max _{i, j, k, \ell}\left|\mathbb{E}_{k}\left(D_{k i j}\right)_{\ell \ell}-s(z)\right| \rightarrow 0, \quad \text { in } L_{2},
$$

where the maximum is taken over all $k, i, j \neq k$ and all $\ell$.
Proof. Recall the identity

$$
D_{k i j}^{-1}=D_{k}^{-1}-n^{-1 / 2} \delta_{i j}\left(x_{i j} e_{i} e_{j}^{\prime}+x_{j i} e_{j} e_{\mathrm{i}}^{\prime}\right)
$$

Since $\left|\left(D_{k}^{-1}\right)_{\ell \ell}\right| \geqslant v>0$ and $\left|x_{i j}\right| \leqslant \eta_{n} \sqrt{n}$, we have $\left|\left(D_{k i j}\right)_{\ell \ell}-\left(D_{k}\right)_{\ell \ell}\right| \leqslant K \eta_{n}$ for some constant $K$ independent of the indices. On the other hand, we know that $\left(D_{k}\right)_{\ell \ell}=$ $(D)_{\ell \ell}+O\left(n^{-1}\right)$. Moreover, by definition,

$$
\begin{aligned}
(D)_{\ell \ell} & =\frac{1}{n^{-1 / 2} x_{\ell \ell}-z-n^{-1} \alpha_{\ell}^{*} D_{\ell} \alpha_{\ell}} \\
& =\frac{1}{-z-s(z)}+\frac{-s(z)-\left[n^{-1 / 2} x_{\ell \ell}-n^{-1} \alpha_{\ell}^{*} D_{\ell} \alpha_{\ell}\right]}{\left(n^{-1 / 2} x_{\ell \ell}-z-n^{-1} \alpha_{\ell}^{*} D_{\ell} \alpha_{\ell}\right)[-z-s(z)]}
\end{aligned}
$$

By writing

$$
\left|n^{-1} \alpha_{\ell}^{*} D_{\ell} \alpha_{\ell}-s(z)\right| \leqslant n^{-1}\left|\alpha_{\ell}^{*} D_{\ell} \alpha_{\ell}-\mathbb{E} \operatorname{tr} D_{\ell}\right|+\left|n^{-1} \mathbb{E} \operatorname{tr} D_{\ell}-s(z)\right|,
$$

for any $z \in \mathbb{C}_{0}$, the first term here converges to zero in $L_{2}$ (see (2.15)) and the second also tends to 0 .

Noting that $|-z-s(z)|^{-1}=|s(z)|$ has a positive lower bound, as does $\mid n^{-1 / 2} x_{\ell \ell}$ $-z-n^{-1} \alpha_{\ell}^{*} D_{\ell} \alpha_{\ell} \mid$, we obtain

$$
\left|(D)_{\ell \ell}-s(z)\right| \leqslant K\left(\eta_{n}+\left|n^{-1} \alpha_{\ell}^{*} D_{\ell} \alpha_{\ell}-s(z)\right|\right) .
$$

The conclusion follows from the fact that $s(z)^{2}+z s(z)+1=0$.
Lemma 7.2. Suppose that $\mathbb{E} x_{i}=0, \mathbb{E}\left|x_{i}\right|^{2}=1, \sup E\left|x_{i}\right|^{4}<\infty$ and $\left|x_{i}\right| \leqslant \eta_{n} \sqrt{n}$ with $\eta_{n} \rightarrow 0$ slowly. Assume that $A$ is a Hermitian matrix of order $n$ bounded in norm by M. Then, for any given $2 \leqslant p \leqslant b \log \left(n \eta_{n}^{2}\right)$ with some $b>1$, there exists a constant $K$ such that

$$
\mathbb{E}\left|u^{*} A u-\operatorname{tr}(A)\right|^{p} \leqslant n^{p}\left(n \eta_{n}^{4}\right)^{-1}\left(M K \eta_{n}^{2}\right)^{p},
$$

where $u=\left(x_{1}, \cdots, x_{n}\right)^{T}$.

Proof. Without loss of generality, we may assume that $p=2 s$ is an even integer. Write $A=\left(a_{i j}\right)$. We first consider

$$
S_{1}=\sum_{i=1} a_{i i}\left(\left|x_{\mathrm{i}}\right|^{2}-1\right)=\sum_{i=1}^{n} a_{i i} \xi_{\mathrm{i}}
$$

By noticing that $\left|a_{i i}\right| \leqslant M$, we have, for $p / \log \left(n \eta_{n}^{4}\right) \geqslant 1$,

$$
\begin{aligned}
\mathbb{E}\left|S_{1}\right|^{p} & \leqslant \sum_{\ell=1}^{s} \sum_{1 \leqslant j_{1}<\ldots<j_{\ell} \leqslant n} \sum_{\substack{i_{1}+\ldots+i_{\ell}=p \\
i_{1}, \ldots, i_{\ell} \geqslant 2}} p!\prod_{t=1}^{\ell} \frac{\left|a_{j_{t} j_{t}}^{i_{t}}\right| \mathrm{E}\left|\xi_{j_{t}}^{i_{t}}\right|}{\left(i_{t}\right)!} \\
& \leqslant M^{p} \sum_{\ell=1}^{s} n^{\ell} \sum_{\substack{i_{1}+\ldots+i_{\ell}=p \\
i_{1}, \ldots, i_{\ell} \geqslant 2}}\left(n \eta_{n}^{2}\right)^{p-2 \ell} \frac{p!}{\left(i_{1}\right)!\cdots\left(i_{\ell}\right)!} \\
& \leqslant n^{p}\left(M \eta_{n}^{2}\right)^{p} \sum_{\ell=1}^{s}\left(n \eta_{n}^{4}\right)^{-\ell} \ell^{p} \\
& \leqslant s\left(M \eta_{n}^{2}\right)^{p}\left(n \eta_{n}^{4}\right)^{-p / \log \left(n \eta_{n}^{4}\right)}\left(p / \log \left(n \eta_{n}^{4}\right)\right)^{p} \\
& \leqslant n^{p}\left(M K \eta_{n}^{2}\right)^{p}\left(n \eta_{n}^{4}\right)^{-1} .
\end{aligned}
$$

Here we have used the facts that $a^{\ell} \ell^{p}$ is maximum for $\ell=-p / \log a$ if $a \in(0,1), p \geqslant 2$ and $s^{1 / p} p / 2 \log \left(n \eta_{n}^{2}\right) \leqslant K$ as $p \leqslant b \log n$. Note that the last inequality is still true when $p / \log \left(n \eta_{n}^{4}\right)<1$ since $\left(n \eta_{n}^{4}\right)^{-\ell} \ell^{p} \leqslant\left(n \eta_{n}^{4}\right)^{-1}$.

Next, let us consider

$$
S_{2}=\sum_{1 \leqslant i \neq j \leqslant n} a_{i j} x_{i} \bar{x}_{j} .
$$

Then we have

$$
\mathbb{E}\left|S_{2}\right|^{p}=\sum a_{i_{1} j_{1}} \bar{a}_{k_{1}, \ell_{1}} \cdots a_{i_{s} j_{s}} \bar{a}_{k_{s}, \ell_{s}} \mathrm{E} x_{i_{1}} \bar{x}_{k_{1}} \bar{x}_{j_{1}} x_{\ell_{1}} \cdots x_{i_{s}} \bar{x}_{k_{s}} \bar{j}_{j_{s}} x_{\ell_{s}} .
$$

Draw a directional graph $G$ of $p=2 s$ edges which link $i_{t}$ to $j_{t}$ and $\ell_{t}$ to $k_{t}, t=1, \ldots, s$. Note that if $G$ has a vertex of degree 1, then the graph corresponds to a term with expectation 0 . That is, for the non-zero term, the vertices of the graph have degree either 0 or greater than 1 . For vertices of non-zero degree, denote by $p_{1}, \ldots, p_{m}$ the degree of vertex $v_{1}, \ldots, v_{m}$. We have $m \leqslant s$. By assumption,

$$
\left|\mathrm{E} x_{i_{1}} \bar{x}_{k_{1}} \bar{x}_{j_{1}} x_{\ell_{1}} \cdots x_{i_{s}} \bar{x}_{k_{s}} \bar{x}_{j_{s}} x_{\ell_{s}}\right| \leqslant K\left(n \eta_{n}^{2}\right)^{p-m-\phi / 2}
$$

where $\phi$ is the number of vertices of degree 3 plus twice the number of vertices of degree greater than 3 . Now, suppose that the graph can be split into $q$ disjoint connected subgraphs $G_{1}, \ldots, G_{q}$ with $m_{1}, \ldots, m_{q}$ vertices, respectively. As an example, consider the contribution
by $G_{1}$ to $\mathbb{E}\left|S_{2}\right|^{p}$. Assume that $G_{1}$ has $s_{1}$ edges, $e_{1}, \ldots, e_{s_{1}}$. Choose tree subgraph $G_{1}^{\prime}$ of $G_{1}$ and assume its edges are $e_{1}, \ldots, e_{m_{1}-1}$, without loss of generality. Note that

$$
\sum_{v_{1}, \ldots, v_{m_{1}} \leqslant n} \prod_{t=1}^{m_{1}-1}\left|a_{e_{t}}\right|^{2} \leqslant M^{2 m_{1}-2} n
$$

and

$$
\sum_{v_{1}, \ldots, v_{m_{1}} \leqslant n} \prod_{t=m_{1}}^{s_{1}}\left|a_{e_{t}}\right|^{2} \leqslant M^{2 s_{1}-2 m_{1}+2} n^{m_{1}-1} .
$$

Here the first inequality follows from the fact that $\sum_{v_{1}}\left|a_{v_{1} v_{2}}\right|^{2} \leqslant M^{2}$ since it is a diagonal element of $A A^{*}$. The second inequality follows from the facts that $\sum_{v_{1}}\left|a_{v_{1} v_{2}}\right|^{\ell} \leqslant M^{\ell}$, for any $\ell \geqslant 2$, and that $s_{1} \geqslant m_{1}$ since all vertices have degree no less than 2 . Therefore, the contribution of $G_{1}$ is bounded by

$$
\sum_{v_{1}, \ldots, v_{m_{1}} \leqslant n} \prod_{t=1}^{s_{1}}\left|a_{e_{t}}\right| \leqslant\left(\sum_{v_{1}, \ldots, v_{m_{1}} \leqslant n} \prod_{t=1}^{m_{1}-1}\left|a_{e_{t}}\right|^{2} \sum_{v_{1}, \ldots, v_{m_{1}} \leqslant n} \prod_{t=m_{1}}^{s_{1}}\left|a_{e_{t}}\right|^{2}\right)^{1 / 2} \leqslant M^{s_{1}} n^{m_{1} / 2}
$$

Noticing that $m_{1}+\ldots+m_{q}=m$ and $s_{1}+\ldots+s_{q}=s$, we eventually obtain the contribution from all graphs isomorphic to a given in-homogeneous subgraph, which is $M^{2 s} n^{m / 2}$. Because the two vertices of each edge are not equal, we have $q \leqslant m / 2$. The number of inhomogeneous graphs is less than $\binom{m}{2}^{p} \leqslant m^{2 p}$. We finally obtain

$$
\begin{aligned}
\mathbb{E}\left|S_{2}\right|^{p} & \leqslant M^{2 s} \sum_{m=2}^{s} n^{m / 2}\left(n \eta_{n}^{2}\right)^{p-m-\phi / 2} m^{2 p} \\
& \leqslant n^{p}\left(M \eta_{n}^{2}\right)^{p} \sum_{m=2}^{s}\left(n^{1 / 2} \eta_{n}^{2}\right)^{-m}\left(n \eta_{n}^{2}\right)^{-\phi / 2} m^{2 p} \leqslant n^{p}\left(n \eta_{n}^{4}\right)^{-1}\left(M K \eta_{n}^{2}\right)^{p} .
\end{aligned}
$$

Combining the estimates of $\mathbb{E}\left|S_{1}\right|^{p}$ and $\mathbb{E}\left|S_{2}\right|^{p}$, the proof of of the lemma is complete.
Corollary 7.3. For any positive constants $v$ and $t$, when $z \in \mathbb{C}_{0}$, all the following probabilities have order o( $\left.n^{-t}\right)$ :

$$
\mathbb{P}\left(\left|\varepsilon_{k}\right| \geqslant v\right), \quad \mathbb{P}\left(\left|\tilde{\varepsilon}_{k}\right| \geqslant v\right), \quad \mathbb{P}\left(\left|g_{k}\right| \geqslant v\right), \quad \mathbb{P}\left(\left|h_{k}\right| \geqslant v\right) .
$$

When $z \notin \mathbb{C}_{0}$ but $|\Re(z)| \geqslant a$, the same estimates remain true.
Proof. Recalling the definition of $\varepsilon_{k}$, we have

$$
\begin{aligned}
\left|\varepsilon_{k}\right| & =\left|n^{-1 / 2} x_{k k}-\frac{1}{n} \alpha_{k}^{*} D_{k} \alpha_{k}+\mathbb{E} s_{n}(z)\right| \\
& \leqslant \eta_{n}+n^{-1}\left|\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr}\left(D_{k}\right)\right|+n^{-1}\left|\operatorname{tr}\left(D_{k}\right)-\mathbb{E} \operatorname{tr}(D)\right|
\end{aligned}
$$

By the decomposition (4.1), the Burkholder inequality (Burkholder 1973) and the fact that $z \in \mathbb{C}_{0}$, we have

$$
\begin{align*}
\mathbb{P}\left(n^{-1}|\operatorname{tr}(D)-\mathbb{E}(\operatorname{tr}(D))| \geqslant v / 3\right) & \leqslant 3^{p} v^{-p} n^{-p} \mathbb{E}|\operatorname{tr}(D)-\mathbb{E}(\operatorname{tr}(D))|^{p} \\
& \leqslant 3^{p} v^{-p} K_{p} n^{-p} \mathbb{E}\left(\sum_{k=1}^{n} \mathrm{E}_{k}\left(u_{k}\right)^{2}\right)^{p / 2} \leqslant 3^{p} v^{-p} K_{p} n^{-p / 2} v_{0}^{-p} . \tag{7.3}
\end{align*}
$$

Choosing $p$ fixed and $p>2 t$, we then have

$$
\mathbb{P}\left\{n^{-1}|\operatorname{tr}(D)-\mathbb{E}(\operatorname{tr}(D))| \geqslant v\right\}=o\left(n^{-t}\right)
$$

When $z \in \mathbb{C}_{0}$, the norm of $D_{k}$ is bounded by $1 / v_{0}$. Thus, by Lemma 7.2 with $p=[\log n]$, we have

$$
\begin{align*}
\mathbb{P}\left\{n^{-1}\left|\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr}\left(D_{k}\right)\right| \geqslant v / 3\right\} & \leqslant 3^{p} v^{-p} \mathbb{E}\left\{n^{-1}\left|\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr}\left(D_{k}\right)\right|^{p}\right\} \\
& \leqslant\left(3 v^{-1} M K \eta_{n}\right)^{p}=o\left(n^{-t}\right) \tag{7.4}
\end{align*}
$$

Therefore $\mathbb{P}\left(\left|\varepsilon_{k}\right| \geqslant v\right)=o\left(n^{-t}\right)$ since $\eta_{n} \rightarrow 0$ and $n^{-1}\left|\operatorname{tr}(D)-\operatorname{tr}\left(D_{k}\right)\right| \leqslant / n v$.
When $z \notin \mathbb{C}_{0}$ but $\nVdash(z) \mid \geqslant a$, the eigenvalues of $D_{k}$ are bounded by $2 /(a-2)$ when $B_{n k}^{c}$ happens. Thus, inequalities (7.3) and (7.4) can be modified as

$$
\mathbb{P}\left\{n^{-1}|\operatorname{tr}(D)-\mathbb{E} \operatorname{tr}(D)| \geqslant v / 3, B_{n}^{c}\right\} \leqslant \mathbb{P}\left\{n^{-1}\left|\sum_{k=1}^{n}\left(\mathbb{E}_{k-1}-\mathbb{E}_{k}\right) u_{k}{ }^{\imath} B_{n k}^{c}\right| \geqslant v / 3\right\}=o\left(n^{-t}\right)
$$

and

$$
\mathbb{P}\left\{n^{-1}\left|\alpha_{k}^{*} D_{k} \alpha_{k}-\operatorname{tr}\left(D_{k}\right)\right| \geqslant v / 3, B_{n k}^{c}\right\}=o\left(n^{-t}\right) .
$$

This also proves $\mathbb{P}\left(\left|\varepsilon_{k}\right| \geqslant v / 3\right)=o\left(n^{-t}\right)$ since $\mathbb{P}\left(B_{n}\right)=o\left(n^{-t}\right)$.
The proofs of the other probabilities are similar and hence omitted. The proof of the lemma is complete.
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[^0]:    ${ }^{1}$ The reason for choosing $|s|=\rho<1$ is that the mode of the Stieltjes transform of the semicircle law is less than 1; see Bai (1993).

