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Surface integrals on density level sets often appear in asymptotic results of nonparametric level set estimation, such as for confidence regions and bandwidth selection. Also surface integrals can be used to describe the shape of level sets. Assuming the integrands are known, we consider three estimators of the surface integrals on density level sets, one as a direct plug-in estimator, and the other two based on different neighborhoods of level sets. For all the three estimators, we derive the rates of convergence and asymptotic distributions.
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## 1. Introduction

The $c$-level set of a density function $f$ on $\mathbb{R}^{d}$ is defined as

$$
\mathcal{M}_{c}=f^{-1}(c)=\left\{x \in \mathbb{R}^{d}: f(x)=c\right\} .
$$

The set $\mathcal{L}_{c}=f^{-1}[c, \infty)=\left\{x \in \mathbb{R}^{d}: f(x) \geq c\right\}$ is called the super level set. Level set estimation finds its application in many areas such as clustering [10], classification [38], and anomaly detection [58]. It has received extensive study in the literature. See, for example, [9,17,31,43,48, 49,55,57,60,61].

We consider $d \geq 2$ in this paper. For simplicity of notation, the subscript $c$ is often omitted for $\mathcal{M}_{c}$ and $\mathcal{L}_{c}$. When $f$ has no flat part at the level $c, \mathcal{M}$ is a $(d-1)$-dimensional submanifold of $\mathbb{R}^{d}$. Given an i.i.d. sample $X_{1}, \ldots, X_{n}$ from the density $f$, we investigate the estimation of the surface integral

$$
\lambda_{c}(f, g)=\lambda(f, g)=\int_{\mathcal{M}} g(x) d \mathscr{H}(x)
$$

for some known integrable function $g$ (for example, when $g \equiv 1$ ), where $\mathscr{H}$ is the $(d-1)$-dimensional normalized Hausdorff measure. Our estimators are based on the kernel density estimator of $f$ given by

$$
\begin{equation*}
\widehat{f}(x)=\frac{1}{n h^{d}} \sum_{i=1}^{n} K\left(\frac{x-X_{i}}{h}\right), \tag{1.1}
\end{equation*}
$$

where $h>0$ is the bandwidth and $K$ is a $d$-dimensional kernel function. The plug-in estimators of $\mathcal{M}$ and $\mathcal{L}$ are given by $\widehat{\mathcal{M}}=\left\{x \in \mathbb{R}^{d}: \widehat{f}(x)=c\right\}$ and $\widehat{\mathcal{L}}=\left\{x \in \mathbb{R}^{d}: \widehat{f}(x) \geq c\right\}$, respectively. We consider the following three estimators for $\lambda(f, g)$ :

$$
\begin{align*}
\lambda(\widehat{f}, g) & =\int_{\widehat{f}^{-1}(c)} g(x) d \mathscr{H}(x),  \tag{1.2}\\
\lambda_{\varepsilon_{n}}^{(1)}(\widehat{f}, g) & :=\frac{1}{2 \varepsilon_{n}} \int_{\widehat{f^{-1}}\left[c-\varepsilon_{n}, c+\varepsilon_{n}\right]} g(x)\|\nabla \widehat{f}(x)\| d x, \quad \text { and } \tag{1.3}
\end{align*}
$$

$$
\begin{equation*}
\lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g):=\frac{1}{2 \varepsilon_{n}} \int_{\widehat{f}^{-1}(c) \oplus \varepsilon_{n}} g(x) d x \tag{1.4}
\end{equation*}
$$

for some $\varepsilon_{n}>0$, where $\nabla \widehat{f}$ is the gradient of $\widehat{f}$, and $\widehat{f}^{-1}(c) \oplus \varepsilon_{n}$ is the union of all balls with radius $\varepsilon_{n}$ and centers at $\widehat{f}^{-1}(c)$. Here $\lambda(\widehat{f}, g)$ is a direct plug-in estimator, and $\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g), j=1,2$, can be viewed as local averages of surface integrals close to $\lambda(\widehat{f}, g)$ when $\varepsilon_{n}$ is small. The integration in $\lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g)$ is over a band or a tube of constant width around $\widehat{f}^{-1}(c)$, while the domain of integration in $\lambda_{\varepsilon_{n}}^{(1)}(\widehat{f}, g)$ has varying width. See Section 2.2 for more comparison among the three estimators. The main results of this paper include the rates of convergence and asymptotic normality of these estimators.

The surface integral $\lambda(f, g)$ is an important quantity that is involved in asymptotic theory for level set estimation. For example, it appears in [9] as the convergence limit of the set-theoretic measure of $\mathcal{L} \Delta \widehat{\mathcal{L}}:=(\mathcal{L} \backslash \widehat{\mathcal{L}}) \cup(\widehat{\mathcal{L}} \backslash \mathcal{L})$, which is the symmetric difference between $\mathcal{L}$ and $\widehat{\mathcal{L}}$. Using a similar measure as a risk criterion, [45] shows that the optimal bandwidth for nonparametric level set estimation is determined by a ratio of two surface integrals in the form of $\lambda(f, g)$. [47] develops large sample confidence regions for $\mathcal{M}$ and $\mathcal{L}$, for which the surface area of $\mathcal{M}$ (a special form of $\lambda(f, g)$ when $g \equiv 1$ ) is the only unknown quantity that needs to be estimated. The quantity $\lambda(f, g)$ is also a key component in the concept of vertical density representation [59]. Surface integrals on (regression) level sets appear in optimal tuning parameter selection for nearest neighbour classifiers [11,29,51].

Some important concepts in differential geometry are in the form of surface integrals. For example, the Willmore energy of a $(d-1)$-dimensional smooth submanifold $\mathcal{S}$ embedded in $\mathbb{R}^{d}$ is defined as $W(\mathcal{S})=\int_{\mathcal{S}}|H(x)|^{2} d \mathscr{H}(x)$, where $H(x)$ is the mean curvature of $\mathcal{S}$ at $x$ [63]. $W(\mathcal{S})$ measures the total elastic bending of $\mathcal{S}$ from a sphere if $d=3$. The Willmore energy is widely used in studying the shape of biological cell membranes [53]. When $\mathcal{S}$ is a level set, the Willmore energy finds its applications in image inpainting [13] and segmentation of spinal vertebrae [36]. Other examples of surface integrals on manifolds include Minkowski functionals, where the integrands are some functions of the principal curvatures. When the manifolds are level sets, Minkowski functionals are widely used as morphological descriptors (shape statistics) in studying cosmic microwave background. See Chapter 10.3 of [39], and [33,44,52] and the references therein. Minkowski functionals (and their ratios) can be used to characterize different shapes, for example, planarity, filamentarity, clusters etc.

Surface area has been used in the definition of "contour index", which is the ratio between perimeter and the square root of area, and has appeared in medical imaging and remote sensing [12,50]. The estimation of surface area also has extensive applications in stereology [5,6,26]. Other examples of $\lambda(f, g)$ arise where $g$ is observable temperature, humidity, or the density of some non-homogeneous material, and one is interested in the surface integrals of these quantities on an unknown manifold [32].

In the literature [18] obtains a consistency result for the estimation of the surface area of $\mathcal{M}$, that is, when $g \equiv 1$. There exists some recent work on the estimation of the surface area of the boundary of an unknown body $S \subset G$ where $G$ is a bounded set given a sample on $G$. The work is relevant to the study in this paper but in a setting different from what we consider here. There the surface area is defined as the Minkowski content, which coincides with the normalized Hausdorff measure in regular cases [1]. [4,24] obtain asymptotic normality results for the surface area (or perimeter) of $\partial S$ in a framework that assumes a uniform distribution on $G$ and the binary labels for $S$ and $G \backslash S$ are observed with the sample. The sampling scheme is called the "inside-outside" model in [21], and the binary labels for $S$ and $G \backslash S$ contain important information of the location of $\partial S$. In contrast, we study the estimation of surface integral $\lambda(f, g)$, which is more general than surface area. More importantly, the location of $f^{-1}(c)$ is completely unknown and needs to be estimated. As a result even for $g \equiv 1$ the approach we take is very different from the above work. In the setting of the "inside-outside" model, the rates of convergence of the estimators for the surface area of $\partial S$ are derived under different shape assumptions
(see [19,41,42]). The consistency of the surface integral estimation on $\partial S$ has been considered by [32], where the integrand is assumed to be observable on the sample points. Assuming the i.i.d. sampling scheme only on $S$, [3] estimates the perimeter of $\partial S$ using the alpha-shape for $d=2$ and derive the rate of convergence. As shown in Section 2.1, $\lambda(\widehat{f}, g)-\lambda(f, g)$ and $d_{g}(f, \widehat{f}):=\int_{\mathcal{L} \Delta \widehat{\mathcal{L}}} g(x) d x$ are related, the latter having been studied in, see, for example, [7-9,20,40].

We organize the paper as follows. In the rest of this section we introduce the notation, geometric concepts and assumptions used for our results. In Section 2, the rates of convergence and asymptotic distributions of the three estimators are given in Theorems 2.1 and 2.2. Sections 2.1 and 2.2 are dedicated to the estimation of the surface integral $\lambda(f, g)$ using the direct plug-in estimator $\lambda(\widehat{f}, g)$, and neighborhood-based estimators $\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g), j=1,2$, respectively. The proofs of all the results are left to Section 4.

### 1.1. Notation and geometric concepts

For any $x \in \mathbb{R}^{d}$ and $A \subset \mathbb{R}^{d}$, let $d(x, A)=\inf _{y \in A}\|x-y\|$. The Hausdorff distance between any two sets $A, B \subset \mathbb{R}^{d}$ is

$$
d_{H}(A, B)=\max \left\{\sup _{x \in B} d(x, A), \sup _{x \in A} d(x, B)\right\} .
$$

The ball with center $x$ and radius $\varepsilon$ is denoted by $\mathcal{B}(x, \varepsilon)=\left\{y \in \mathbb{R}^{d}:\|x-y\| \leq \varepsilon\right\}$. For any set $A \subset \mathbb{R}^{d}$ and $\varepsilon>0$, we denote $A \oplus \varepsilon=\bigcup_{x \in A} \mathcal{B}(x, \varepsilon)$. Let the normal projection of $x$ onto $A$ be $\pi_{A}(x)=\{y \in$ $A:\|x-y\|=d(x, A)\}$, which may not be a single point.

We will also use the concept of reach of a manifold. For a set $\mathcal{S} \subset \mathbb{R}^{d}$, let $\operatorname{Up}(\mathcal{S})$ be the set of points $x \in \mathbb{R}^{d}$ such that $\pi_{\mathcal{S}}(x)$ is a single point. The reach of $\mathcal{S}$ is defined as

$$
\rho(\mathcal{S})=\sup \{\delta>0: \mathcal{S} \oplus \delta \subset \mathrm{Up}(\mathcal{S})\} .
$$

See [23]. A positive reach is related to the concepts of " $r$-convexity" and "rolling condition" (see [18]). These are common regularity conditions for the estimation of surface area. For two manifolds $A$ and $B$, if the normal projections $\pi_{A}: B \rightarrow A$ and $\pi_{B}: A \rightarrow B$ are homeomorphisms, then $A$ and $B$ are called normal compatible. See [16] and Figure 1. For a matrix $M$ and compatible vectors $u$ and $v$, denote $\langle u, v\rangle_{M}=u^{T} M v$ and $\|u\|_{M}^{2}=\langle u, u\rangle_{M}$. Let $\|M\|_{F}$ be the Frobenius norm of a matrix $M$. For a function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$, let $\operatorname{supp}(g)$ be the support of $g$. If $g$ is twice differentiable, let $\nabla g$ and $\nabla^{2} g$ be the gradient and Hessian matrix of $g$, respectively. Denote $\|g\|_{\infty}=\sup _{x \in \mathbb{R}^{d}}|g(x)|$ and $\|g\|_{p}=\left[\int_{\mathbb{R}^{d}}|g(x)|^{p} d x\right]^{1 / p}$ for $p \geq 1$. For a vector or matrix $M$ and a positive integer $r$, let $M^{\otimes r}$ be the $r$ th Kronecker power of $M$.


Figure 1. This figure shows the normal compatibility between two curves $A$ (green) and $B$ (red). (a) shows the normal projection from $A$ to $B$. (b) shows the normal projection from $B$ to $A$.

The vector of the $r$ th derivatives of $g$ (if they exist) is defined as $\nabla^{\otimes r} g(x)=\frac{\partial^{r} g}{(\partial x)^{\otimes r}}(x) \in \mathbb{R}^{d^{r}}$, where we apply the $r$ th Kronecker power to the operator $\nabla$. For a bandwidth $h>0$, let $\gamma_{n, h}^{(k)}=\sqrt{\frac{\log n}{n h^{d+2 k}}}$, which, under standard assumptions, is the uniform rate of convergence of the kernel estimator of the $k$ th density derivatives after being centered at their expectation. We denote $a \vee b=\max (a, b)$ and $a \wedge b=\min (a, b)$ for $a, b \in \mathbb{R}$.

### 1.2. Assumptions and their discussion

A function $K$ is called a $v$ th $(v \geq 2)$ order kernel if $\int_{\mathbb{R}^{d}} u^{\otimes v} K(u) d u \neq 0$ and is finite while

$$
\int_{\mathbb{R}^{d}} u^{\otimes l} K(u) d u= \begin{cases}1, & \text { if } l=0  \tag{1.5}\\ 0, & \text { if } l=1, \ldots, v-1,\end{cases}
$$

where we use the convention $u^{\otimes 0}=1$. For the Kronecker power used in matrices and multivariable Taylor expansion as well as high-order kernels, we refer the reader to [14].

We introduce some assumptions that will be used in this paper. For $\delta>0$, denote $\mathcal{I}(\delta)=\mathcal{I}_{f}(\delta)=$ $f^{-1}([c-\delta, c+\delta])=\left\{x \in \mathbb{R}^{d}: f(x) \in[c-\delta, c+\delta]\right\}$, which is a neighborhood of $\mathcal{M}$.

## Assumptions

(F) The density function $f$ is continuous on $\mathbb{R}^{d}$ and has continuous partial derivatives up to order $v$ on $\mathcal{I}\left(2 \delta_{0}\right)$ for $v \geq 2$ and some $\delta_{0}>0$. There exists $\varepsilon_{0}>0$ such that $\|\nabla f(x)\| \geq \varepsilon_{0}$ for all $x \in \mathcal{I}\left(2 \delta_{0}\right)$.
(K) $K$ is a twice continuously differentiable kernel of $\nu$ th order, with $\operatorname{supp}(K) \subset \mathcal{B}(0,1)$.
(H) The bandwidth $h$ depends on $n$ such that $\gamma_{n, h}^{(2)} \rightarrow 0$ and $h \rightarrow 0$ as $n \rightarrow \infty$.

## Discussion of the assumptions

1. The assumption $\|\nabla f(x)\| \geq \varepsilon_{0}$ for $x \in \mathcal{I}\left(2 \delta_{0}\right)$ in (F) implies that the Lebesgue measure of $\mathcal{M}$ on $\mathbb{R}^{d}$ is zero. The level $c$ is called a regular value of $f$ and it is implied that $\inf _{x \in \mathbb{R}} f(x)<$ $c<\sup _{x \in \mathbb{R}} f(x)$. This is a typical assumption in the literature of level set estimation (see, e.g., [ $9,20,37,40]$ ), which guarantees that $\mathcal{M}$ has no flat parts and is a compact ( $d-1$ )-dimensional manifold (see Theorem 2 in [61]). In particular, under assumption (F) the following well-known margin condition (first introduced in [43]) is satisfied: $P(|f(X)-c|<\varepsilon) \leq C \varepsilon$ for some positive constant $C$ and small $\varepsilon$ (see Lemma 4 in [49]).
2. The geometric construction in the derivation of our theory requires $\mathcal{M}$ to have positive reach. In general, for functions with Liptschitz continuous gradient, their level sets at regular values have positive reach (See Lemma 4.11 and Theorem 4.12 in [23]). So assumption (F) can guarantee that $\mathcal{M}$ has positive reach. The requirement for the $\nu$ th partial derivatives of $f$ is mainly used to deal with the bias in the kernel estimation.
3. The estimator $\widehat{f}$ using a high-order kernel $(v>2)$ can take negative values, and therefore loses its interpretability for practitioners (see, e.g., page 69 of [54], and [30]). However, this is not a problem for our estimator, since we are only interested in the level set of $f$ at a positive level, and our estimators $\widehat{\mathcal{M}}$ and $\widehat{\mathcal{L}}$ do not directly use negative values of $\widehat{f}$.
4. Assumption (H) guarantees the strong uniform consistency of the second partial derivatives of $\widehat{f}$. This is used to establish the normal compatibility between $\mathcal{M}$ and $\widehat{\mathcal{M}}$, so that we can explicitly define a homeomorphism between them. A similar assumption has been used in [17] and [47] for the construction of confidence regions of level sets.

## 2. Main results

For $\lambda(f, g)$ where $g$ is a known function, the three estimators $\lambda(\widehat{f}, g)$, and $\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g), j=1,2$, defined in (1.2)-(1.4) are investigated. In general, we use $\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)$ to denote any one of them. In particular, when $\lambda_{\varepsilon_{n}}^{*}$ is used to denote $\lambda$, we take $\varepsilon_{n} \equiv 0$.

Theorem 2.1. Let $g: \mathcal{I}\left(2 \delta_{0}\right) \rightarrow \mathbb{R}$ be a function with bounded continuous second partial derivatives. Let $\lambda_{\varepsilon_{n}}^{*}$ be either $\lambda, \lambda_{\varepsilon_{n}}^{(1)}$ or $\lambda_{\varepsilon_{n}}^{(2)}$. Under assumptions $(\mathrm{F})$ and $(\mathrm{K})$, there exist constants $A>0, C>0$, $\delta_{1}>0$ and $\delta_{2}>0$ such that for all $n \geq 1, h>0, \varepsilon_{n} \geq 0$ satisfying $h^{\nu}+\varepsilon_{n}^{2}+\frac{|\log h|}{n h^{d+4}} \leq \delta_{1}$ and for all $0 \leq \varepsilon \leq \delta_{2}$,

$$
\begin{align*}
& \mathbb{P}\left(\left|\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)\right| \leq \varepsilon \vee C\left(\varepsilon_{n}^{2}+h^{\nu}+\left(\gamma_{n, h}^{(1)}\right)^{2}\right)\right) \\
& \quad \geq 1-A \exp \left(-n h \varepsilon^{2} / A\right)-A \exp \left(-n h^{d+2} \varepsilon / A\right)-A \exp \left(-n h^{d+4} / A\right) \tag{2.1}
\end{align*}
$$

Remark 2.1. Under the additional assumption (H), by applying the Borel-Cantelli lemma with $\varepsilon=$ $\sqrt{\frac{2 A \log n}{n h}} \vee \frac{2 A \log n}{n h^{d+2}}$, we get $\left|\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)\right|=O\left(\sqrt{\frac{\log n}{n h}}+\varepsilon_{n}^{2}+h^{\nu}+\left(\gamma_{n, h}^{(1)}\right)^{2}\right)$ almost surely.

We give an asymptotic normality result for $\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)$ in the following theorem. To formulate the result, we need to introduce more notation and geometric concepts, especially the curvatures on level sets. We denote the tangent space of $\mathcal{M}$ at $x \in \mathcal{M}$ by $T_{x}(\mathcal{M})$. Let $N(x)=\frac{\nabla f(x)}{\|\nabla f(x)\|}$ be the normalized gradient. For any $t \in \mathbb{R}$, let $T_{x, t}(\mathcal{M})=\left\{y+t N(x): y \in T_{x}(\mathcal{M})\right\}$, which is an affine tangent plane. If $-\boldsymbol{N}$ is chosen as the surface normal of $\mathcal{M}$, then $\nabla \boldsymbol{N}(x)$ is called the shape operator (or Weingarten map). Let $G(x)=\boldsymbol{I}_{d}-\boldsymbol{N}(x) \boldsymbol{N}(x)^{T}$. Direct calculation shows that (see [34])

$$
\begin{equation*}
\nabla \boldsymbol{N}(x)=\|\nabla f(x)\|^{-1} G(x) \nabla^{2} f(x) \tag{2.2}
\end{equation*}
$$

The following matrix is equivalent to $\nabla N(x)$ as a linear map on $T_{x}(\mathcal{M})$ (see (4.30)) and hence is also called the shape operator of $\mathcal{M}$ at $x$ :

$$
\begin{equation*}
S(x)=\nabla \boldsymbol{N}(x) G(x)=\|\nabla f(x)\|^{-1} G(x) \nabla^{2} f(x) G(x) \tag{2.3}
\end{equation*}
$$

The principal curvatures of $\mathcal{M}$ at $x$, denoted by $\kappa_{1}(x) \geq \cdots \geq \kappa_{d-1}(x)$, are $d-1$ eigenvalues of the shape operator $S(x)$ associated with eigenvectors orthogonal to $N(x)$. The mean curvature, denoted by $H(x)$ is the sum of the $(d-1)$ principal curvatures, i.e., $H(x)=\operatorname{tr}[S(x)]$. Note that both the sum and the average of the principal curvatures are often called the mean curvature in the literature, and we use the former for convenience. Consider the plug-in estimators of the above quantities. Let $\widehat{\boldsymbol{N}}(x)=\frac{\nabla \widehat{f}(x)}{\|\nabla \widehat{f}(x)\|}, \widehat{G}(x)=\boldsymbol{I}_{d}-\widehat{\boldsymbol{N}}(x) \widehat{\boldsymbol{N}}(x)^{T}, \widehat{S}(x)=\nabla \widehat{\boldsymbol{N}}(x) \widehat{G}(x)$, and $\widehat{H}(x)=\operatorname{tr}[\widehat{S}(x)]$. For a kernel function $K$ and $x \in \mathcal{M}$, let $R_{K}(x)=\int_{\mathbb{R}}\left(\int_{T_{x, t}(\mathcal{M})} K(u) d \mathscr{H}(u)\right)^{2} d t$. If $K$ is spherically symmetric, then $R_{K}(x)$ is a constant for all $x \in \mathcal{M}$ and we write $R(K)=R_{K}(x)$. For two sequences $a_{n}$ and $b_{n}$, we denote $a_{n} \gg b_{n}$ if $a_{n} / b_{n} \rightarrow \infty$ as $n \rightarrow \infty$. We use $\xrightarrow{P}$ and $\xrightarrow{D}$ to denote convergences in probability and in distribution.

Theorem 2.2. Let $g: \mathcal{I}\left(2 \delta_{0}\right) \rightarrow \mathbb{R}$ be a function with bounded continuous second partial derivatives. Let $\lambda_{\varepsilon_{n}}^{*}$ be either $\lambda, \lambda_{\varepsilon_{n}}^{(1)}$ or $\lambda_{\varepsilon_{n}}^{(2)}$ with $\varepsilon_{n} \rightarrow 0$. Under assumptions $(\mathrm{K}),(\mathrm{F})$ and $(\mathrm{H})$, with $\mu_{1}$ and $\mu_{2}$ being constants given in (4.87) and (4.72), and $\mu^{(j)}$ given in (4.80) for $j=1,2$, we have the following results depending the relationship among the rates $\frac{1}{n h^{d+2}}, h^{\nu}, \frac{1}{\sqrt{n h}}$, and $\varepsilon_{n}^{2}$.
(i) If $\frac{1}{n h^{d+2}} \gg \max \left(h^{\nu}, \frac{1}{\sqrt{n h}}, \varepsilon_{n}^{2}\right)$, then $n h^{d+2}\left[\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)\right] \xrightarrow{P} \mu_{1}$.
(ii) If $h^{\nu} \gg \max \left(\frac{1}{n h^{d+1}}, \frac{1}{\sqrt{n h}}, \varepsilon_{n}^{2}\right)$, then $h^{-v}\left[\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)\right] \xrightarrow{P} \mu_{2}$.
(iii) If $\varepsilon_{n}^{2} \gg \max \left(\frac{1}{n h^{d+1}}, h^{\nu}, \frac{1}{\sqrt{n h}}\right)$, then $\varepsilon_{n}^{-2}\left[\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g)-\lambda(f, g)\right] \xrightarrow{P} \mu^{(j)}$ for $j=1,2$.
(iv) If $\frac{1}{\sqrt{n h}} \gg \max \left(\frac{1}{n h^{d+1}}, h^{\nu}, \varepsilon_{n}^{2}\right)$, then

$$
\begin{equation*}
\sqrt{n h}\left[\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)\right] \xrightarrow{D} \mathscr{N}\left(0, \sigma^{2}\right), \tag{2.4}
\end{equation*}
$$

where $\sigma^{2}=c \lambda\left(f, w_{g}^{2} R_{K}\right)$ with $w_{g}(x)=\|\nabla f(x)\|^{-1}\left[N(x)^{T} \nabla g(x)+H(x) g(x)\right]$.
(v) Suppose we choose to use a spherically symmetric kernel function $K$, and then $\sigma^{2}=$ $c R(K) \lambda\left(f, w_{g}^{2}\right)$ in (iv). For a nonnegative sequence $\tau_{n}=o(1)$, let $\widehat{\sigma}_{\tau_{n}}^{2}=c R(K) \lambda_{\tau_{n}}^{*}\left(\widehat{f}, \widehat{w}_{g}^{2}\right)$, where $\widehat{w}_{g}(x)=\|\nabla \widehat{f}(x)\|^{-1}\left[\widehat{\boldsymbol{N}}(x)^{T} \nabla g(x)+\widehat{H}(x) g(x)\right]$. Suppose $\sigma^{2} \neq 0$. Under the assumption in (iv), we have

$$
\begin{equation*}
\sqrt{n h} \widehat{\sigma}_{\tau_{n}}^{-1}\left[\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)\right] \xrightarrow{D} \mathscr{N}(0,1) . \tag{2.5}
\end{equation*}
$$

## Remark 2.2.

(a) We can write $\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)=\mathrm{I}_{n}+\mathrm{II}_{n}$, where $\mathrm{I}_{n}=\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\mathbb{E}\left[\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)\right]$ is a centered stochastic term, and $\mathrm{II}_{n}=\mathbb{E}\left[\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)\right]-\lambda(f, g)$ is the bias. The results in (i)-(iii) are formulated in a way that shows the asymptotic expressions of the bias $\mathrm{II}_{n}$ in different scenarios. In fact, $\left(n h^{d+1}\right)^{-1} \mu_{1}+h^{\nu} \mu_{2}+\varepsilon_{n}^{2} \mu^{(j)}$ is the leading term in the bias $\mathrm{II}_{n}$. The result in (iv) occurs when the bias is dominated by $\mathrm{I}_{n}$. See (4.77) in the proof. We point out that the signs of the components $\mu_{1}, \mu_{2}$ and $\mu^{(j)}$ in the leading term of the bias may not be the same, depending on the unknown $f$. Therefore in some cases one may choose $h$ and $\varepsilon_{n}$ to cancel out the leading terms in the bias, which is unlike the typical variance-bias tradeoff strategy used for bandwidth selection for kernel density estimators.
(b) The result in (v) can be used to construct a confidence interval for $\lambda(f, g)$. For $0<\alpha<1$, let $z_{\alpha / 2}$ be the $(1-\alpha / 2)$ quantile of $\mathscr{N}(0,1)$. With rates of $h, \tau_{n}$ and $\varepsilon_{n}$ chosen complying with the conditions in (v), a ( $1-\alpha$ ) asymptotic confidence interval for $\lambda(f, g)$ is given by

$$
\left[\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\frac{1}{\sqrt{n h}} \widehat{\sigma}_{\tau_{n}} z_{\alpha / 2}, \lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)+\frac{1}{\sqrt{n h}} \widehat{\sigma}_{\tau_{n}} z_{\alpha / 2}\right] .
$$

Note that the choice of $\lambda^{*}$ used in $\widehat{\sigma}_{\tau_{n}}$ does not have to be the same one as in $\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)$.
(c) The theorem implies that $\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)=O_{p}\left(\alpha_{n, h}\right)$, where $\alpha_{n, h}=\frac{1}{n h^{d+2}}+h^{\nu}+\frac{1}{\sqrt{n h}}+\varepsilon_{n}^{2}$. Below we give an interpretation of the rates in $\alpha_{n, h}$. Here $O_{p}\left(\varepsilon_{n}^{2}\right)$ accounts for the difference between $\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)$ and $\lambda(\widehat{f}, g)$, that is, the error in approximating the surface integral by an integral over a neighborhood of width $\varepsilon_{n}$ around the level set. We then focus on $\lambda(\widehat{f}, g)-$ $\lambda(f, g)$. It turns out that we have the approximation $\lambda(\widehat{f}, g)-\lambda(f, g) \approx T_{n, 1}+T_{n, 2}$, where $T_{n, 1}=\lambda\left(f, w_{g} \times(f-\widehat{f})\right)$ and $T_{n, 2}=\lambda(f, p(\nabla \widehat{f}-\nabla f))$ with $p(\nabla \widehat{f}-\nabla f)$ a quadratic form of $\nabla \widehat{f}-\nabla f$. It is known that $\widehat{f}(x)-\mathbb{E} \widehat{f}(x)$ has a standard rate of $1 / \sqrt{n h^{d}}$. Due to the integrals on a $(d-1)$-dimensional manifold $\mathcal{M}$, we gain $(d-1)$ powers of $h$, which results in the rate $1 / \sqrt{n h}$ for the stochastic part of $T_{n, 1}$. The fact that $\left(n h^{d+2}\right)^{-1 / 2}$ is the rate of convergence of $\nabla \widehat{f}(x)-\mathbb{E} \nabla \widehat{f}(x)$ explains $\left(n h^{d+2}\right)^{-1}$ as a rate for the bias part of $T_{n, 2}$. The rate $h^{\nu}$ accounts for the remaining bias in the overall estimation. To have the asymptotic normality in (2.4), we
make the bias asymptotically negligible using the condition $\frac{1}{\sqrt{n h}} \gg \max \left(\frac{1}{n h^{d+1}}, h^{\nu}, \varepsilon_{n}^{2}\right)$, which under assumption $(\mathrm{H})$ requires $v>d+1$.
(d) We discuss some special cases of $g$. If $g \equiv 1$, then $w_{g}(x)=\|\nabla f(x)\|^{-1} H(x)$ and the surface integral $\lambda\left(f, w_{g}^{2}\right)$ in $\sigma^{2}$ is a weighted Willmore energy (see the Introduction section). The asymptotic normal distribution in part (iv) can be degenerate in some extreme cases for such $g$ that $w_{g} \equiv 0$, which are excluded from consideration in part (v).

In order to prove the rates of convergence and asymptotic distributions in Theorem 2.2, we derive a few results that are also interesting in their own right. We consider the direct plug-in estimator $\lambda(\widehat{f}, g)$ in Section 2.1, and then $\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g), j=1,2$, in Section 2.2.

### 2.1. Direct plug-in estimation

The proof of Theorem 2.2 when $\lambda_{\varepsilon_{n}}^{*}=\lambda$ is built upon the results below in this section. One of the main challenges is that the domains of integrals in $\lambda(f, g)$ and $\lambda(\widehat{f}, g)$ are not the same, which makes the comparison difficult. Briefly speaking, our strategy is to establish a diffeomorphism between the two domains and utilize the area formula in differential geometry to convert $\lambda(\widehat{f}, g)$ into a surface integral with the same integral domain as $\lambda(f, g)$. We provide some heuristic for this procedure, which also explains the role of the curvature of level sets in $\sigma^{2}$.

In Figure 2, we consider a circle with radius $r$ as our level set $\mathcal{M}$. An ideal estimator $\widehat{\mathcal{M}}$ is a circle with the same center and radius $r+\Delta r$. Here we allow $\Delta r$ to be either positive or negative, and the two dotted circles on the graph are two possible versions of $\widehat{\mathcal{M}}$. In this heuristic we only consider the perimeter of the circles, corresponding to $g \equiv 1$ in the surface integral on level sets. From elementary geometry it is known that the difference between the perimeters of $\widehat{\mathcal{M}}$ and $\mathcal{M}$ is $2 \pi \Delta r$. We focus on the local geometry to better understand the behavior of this difference. We consider short arcs $\widehat{B C}$ on $\mathcal{M}$ and $\widehat{B^{*} C^{*}}$ on $\widehat{\mathcal{M}}$, where both $B B^{*}$ and $C C^{*}$ can be extended to go through the center of the circles. The difference between the lengths of the two $\operatorname{arcs}$ is $\left|\widehat{B^{*} C^{*} \mid}\right|-|\widehat{B C}|=\Delta r r^{-1}|\widehat{B C}|$, where $r^{-1}$ can be understood as the curvature of $\mathcal{M}$, and we denote it by $H$ (the same notation for mean curvature). Now imagine that both $\mathcal{M}$ and $\widehat{\mathcal{M}}$ are slightly deformed from circles, and we allow both $\Delta r$ and $H$ to depend on location $x$, then the difference of arc lengths can be approximated by a surface integral $\int_{\overparen{B C}} \Delta r(x) H(x) d \mathscr{H}(x)$. It is straightforward to extend this approximation to the entire surface, i.e., $\mathscr{H}(\widehat{\mathcal{M}})-\mathscr{H}(\mathcal{M}) \approx \int_{\mathcal{M}} \Delta r(x) H(x) d \mathscr{H}(x)$. Another key aspect is $\Delta r(x) \approx \frac{f(x)-\widehat{f}(x)}{\|\nabla f(x)\|}$, where $\|\nabla f(x)\|$ reflects a ratio between vertical and horizontal variations in level set estimation. See


Figure 2. This figure provides some heuristic to understand the connection and difference between the estimation of Hausdorff measure of $\mathcal{M}$ and the Lebesgue measure of $\widehat{\mathcal{L}} \Delta \mathcal{L}$.

Lemma 2.2 below and its remark for details. Note that this approximation has included the sign of $\Delta r$ into consideration. So overall

$$
\begin{equation*}
\mathscr{H}(\widehat{\mathcal{M}})-\mathscr{H}(\mathcal{M}) \approx \int_{\mathcal{M}} \frac{f(x)-\widehat{f}(x)}{\|\nabla f(x)\|} H(x) d \mathscr{H}(x) \tag{2.6}
\end{equation*}
$$

The above approximation explains the role of curvature in the estimation of surface integrals on level sets. In Remark 2.2 c$)$ we have given the approximation $\lambda(\widehat{f}, g)-\lambda(f, g) \approx T_{n, 1}+T_{n, 2}$, which coincides with (2.6) when $g \equiv 1$ if $T_{n, 2}$ is ignored.

Using Figure 2 again, we heuristically explain the difference and connection between $\mathscr{H}(\widehat{\mathcal{M}})-$ $\mathscr{H}(\mathcal{M})$ and the volume of the symmetric difference $\widehat{\mathcal{L}} \Delta \mathcal{L}$, which corresponds to the band between $\mathcal{M}$ and $\widehat{\mathcal{M}}$. From elementary geometry, it is known that the volume of this band is approximately $\pi r|\Delta r|$, if $\Delta r$ is small. Using the arc notation, we have that Volume $\left(\widehat{B C C^{*} B^{*}}\right) \approx|\Delta r||\widehat{B C}|$. So overall

$$
\begin{equation*}
\operatorname{Volume}(\widehat{\mathcal{L}} \Delta \mathcal{L}) \approx \int_{\mathcal{M}} \frac{|f(x)-\widehat{f}(x)|}{\|\nabla f(x)\|} d \mathscr{H}(x) \tag{2.7}
\end{equation*}
$$

which is an $L_{1}$-type integral (see [45]). The approximations in (2.6) and (2.7) provide some insight into the connection and difference between estimating the surface integral on $\mathcal{M}$ and the set-theoretic measure of $\widehat{\mathcal{L}} \Delta \mathcal{L}$ : both can be approximated by surface integrals on $\mathcal{M}$ and the integrands are related to $f-\widehat{f}$, but the latter integrates an absolute value and only the former is (asymptotically) impacted by the curvatures of the level sets.

Below we formulate the results that have been outlined in the heuristic above. Essentially we need to establish a homeomorphism between $\mathcal{M}$ and $\widehat{\mathcal{M}}$, which is given in Lemma 2.1 below. We show the approximation $\Delta r(x) \approx \frac{f(x)-\widehat{f}(x)}{\|\nabla f(x)\|}$ in Lemma 2.2. Theorem 2.3 gives an exact expression of $\lambda(\widehat{f}, g)$ as a surface integral on $\mathcal{M}$. The asymptotic normality of $\lambda\left(f, w_{g} \times(\widehat{f}-\mathbb{E} \widehat{f})\right)$ is given in Theorem 2.4.

The following lemma is regarding the reach of the true and estimated density level sets as well as their normal compatibility (see Section 1.1 for these geometric concepts). It is similar to Lemma 1 in [17], but our result is under slightly different assumptions and holds uniformly for a collection of density level sets. Also see Theorems 1 and 2 in [61] for relevant results. With a twice differentiable kernel $K$, let

$$
\begin{aligned}
& \beta_{n}^{(0)}=\sup _{x \in \mathbb{R}^{d}}|\widehat{f}(x)-f(x)|, \\
& \beta_{n}^{(1)}=\sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\|\nabla \widehat{f}(x)-\nabla f(x)\|, \\
& \beta_{n}^{(2)}=\sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\left\|\nabla^{2} \widehat{f}(x)-\nabla^{2} f(x)\right\|_{F} .
\end{aligned}
$$

It can be shown that $\beta_{n}^{(0)}=O_{\text {a.s. }}\left(\gamma_{n, h}^{(0)}\right)+O\left(h^{\nu}\right), \beta_{n}^{(1)}=O_{\text {a.s. } .}\left(\gamma_{n, h}^{(1)}\right)+o\left(h^{\nu-1}\right)$, and $\beta_{n}^{(2)}=O_{\text {a.s. }}\left(\gamma_{n, h}^{(2)}\right)+$ $o\left(h^{\nu-2}\right)$ under the assumptions (F), (K) and (H). See Lemmas 2 and 3 in [2] and Lemma 4.1 in Section 4.

Lemma 2.1. Under the assumption (F), we have the following results.
(i) There exists a constant $t_{0}>0$ such that $\left(\mathcal{I}\left(\delta_{0}\right) \oplus t_{0}\right) \subset \mathcal{I}\left(2 \delta_{0}\right)$.
(ii) There exists a constant $r_{0}>0$, such that the reach $\rho\left(\mathcal{M}_{\tau}\right)>r_{0}$ for all $\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]$.
(iii) There exist constants $c_{0}>0$ and $\eta_{0}>0$ such that when $\beta_{n}^{(0)} \leq c_{0}$ we have

$$
\sup _{\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]} d_{H}\left(\widehat{\mathcal{M}}_{\tau}, \mathcal{M}_{\tau}\right) \leq \eta_{0} \beta_{n}^{(0)}
$$

(iv) There exists a constant $C_{0}>0$ such that when $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right) \leq C_{0}$, the following (iv-1) and (iv-2) hold.
(iv-1) There exists a constant $r_{1}>0$ such that $\rho\left(\widehat{\mathcal{M}}_{\tau}\right)>r_{1}$ for all $\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]$.
(iv-2) $\widehat{\mathcal{M}}_{\tau}$ and $\mathcal{M}_{\tau}$ are normal compatible for all $\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]$.
With this result, we can explicitly define homeomorphisms between level sets and their plug-in estimators. For $x \in \mathcal{M}_{\tau}$ with $|\tau-c| \leq \delta_{0}$, and $t \in \mathbb{R}$, let

$$
\begin{equation*}
\zeta_{x}(t)=x+t \boldsymbol{N}(x) \tag{2.8}
\end{equation*}
$$

Furthermore, let $t_{n}(x)=\operatorname{argmin}_{t}\left\{|t|: \zeta_{x}(t) \in \widehat{\mathcal{M}}_{\tau}\right\}$, which is the first time point when $\zeta_{x}(t)$ hits $\widehat{\mathcal{M}}_{\tau}$ starting from a point $x$ on $\mathcal{M}_{\tau}$, and

$$
\begin{equation*}
P_{n}(x)=\zeta_{x}\left(t_{n}(x)\right) \tag{2.9}
\end{equation*}
$$

Under the assumptions in Lemma 2.1, $\widehat{\mathcal{M}}_{\tau}$ and $\mathcal{M}_{\tau}$ are normal compatible. Hence, $t_{n}(x)$ is uniquely defined, and $P_{n}$ is a homeomorphism between $\mathcal{M}_{\tau}$ and $\widehat{\mathcal{M}}_{\tau}$. The following lemma gives an approximation for $t_{n}(x)$.

Lemma 2.2. Suppose that the assumption (F) holds. When $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right) \leq C_{0}$, where $C_{0}$ is given in Lemma 2.1, for any point $x \in \mathcal{I}\left(\delta_{0}\right)$, we have

$$
\begin{equation*}
t_{n}(x)=\|\nabla f(x)\|^{-1}[f(x)-\widehat{f}(x)]+\delta_{n}(x) \tag{2.10}
\end{equation*}
$$

where for some constant $C_{1}>0$

$$
\begin{equation*}
\sup _{x \in \mathcal{I}\left(\delta_{0}\right)}\left|\delta_{n}(x)\right| \leq C_{1}\left(\beta_{n}^{(0)} \beta_{n}^{(1)}+\left(\beta_{n}^{(0)}\right)^{2}\right) \tag{2.11}
\end{equation*}
$$

Remark 2.3. Note that $\left|t_{n}(x)\right|=\left\|P_{n}(x)-x\right\|$. Then the above result links the local horizontal variation $t_{n}(x)$ with the local vertical variation $f(x)-\widehat{f}(x)$. Here $\|\nabla f(x)\|$ on the right-hand side of (2.10) can be understood as a directional derivative of $f$ in the gradient direction, that is, $\|\nabla f(x)\|=$ $\langle\nabla f(x), N(x)\rangle$, and it reflects the asymptotic rate of change between the local vertical and horizontal variations, as $P_{n}(x)-x$ is parallel to the direction of $N(x)$.

In the next theorem, we find a function $s_{n, g}$, which depends on $g, P_{n}$, and the principal curvatures $\kappa_{i}$ on $\mathcal{M}$ such that $\lambda(\widehat{f}, g)=\lambda\left(f, s_{n, g}\right)$.

Theorem 2.3. Suppose that the assumption ( F ) holds. Assume that $g$ is integrable on $\mathcal{I}\left(2 \delta_{0}\right)$. When $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right) \leq C_{0}$, where $C_{0}$ is given in Lemma 2.1, we have

$$
\begin{equation*}
\lambda(\widehat{f}, g)=\lambda\left(f, \frac{\left(g \circ P_{n}\right) \times \prod_{i=1}^{d-1}\left[1+t_{n} \kappa_{i}\right]}{\left\langle\widehat{\boldsymbol{N}} \circ P_{n}, \boldsymbol{N}\right\rangle}\right) \tag{2.12}
\end{equation*}
$$

As indicated in Remark 2.2(c), one of the leading terms in the approximation of $\lambda(\widehat{f}, g)-\lambda(f, g)$ is $\lambda\left(f, w_{g} \times(f-\widehat{f})\right)$. The asymptotic form of the bias in the estimation of $\lambda(f, g)$ is implicitly given in Theorem 2.2 and discussed in Remark 2.2(a). Next, we focus on the asymptotic normality of the centered stochastic variation in the estimation of $\lambda(f, g)$, essentially $\lambda\left(f, w_{g} \times(\mathbb{E} \widehat{f}-\widehat{f})\right)$, which assists assertion (iv) in Theorem 2.2.

Theorem 2.4. Suppose that the assumptions $(\mathrm{F})$ and $(\mathrm{K})$ hold. Let $w: \mathcal{M} \rightarrow \mathbb{R}$ be a bounded continuous function. There exist constants $C_{2}>0, h_{0}>0$ and $t_{0}>0$ such that for all $n \geq 1, h \in\left(0, h_{0}\right]$ and $\varepsilon \in\left[0, t_{0}\right]$,

$$
\begin{equation*}
\mathbb{P}(|\lambda(f, w \times(\widehat{f}-\mathbb{E} \widehat{f}))| \geq \varepsilon) \leq 2 \exp \left(-C_{2} n h \varepsilon^{2}\right) \tag{2.13}
\end{equation*}
$$

If additionally $n h \rightarrow \infty$ and $h \rightarrow 0$, then with $\sigma^{2}=c \lambda\left(f, w^{2} R_{K}\right)$ we have

$$
\begin{equation*}
\sqrt{n h} \lambda(f, w \times(\widehat{f}-\mathbb{E} \widehat{f})) \xrightarrow{D} \mathscr{N}\left(0, \sigma^{2}\right) . \tag{2.14}
\end{equation*}
$$

### 2.2. Estimation using integrals over neighborhoods of level sets

We consider $\lambda_{\varepsilon_{n}}^{(1)}(\widehat{f}, g)$ and $\lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g)$ as two alternative estimators of $\lambda(f, g)$, where $\lambda_{\varepsilon_{n}}^{(1)}$ and $\lambda_{\varepsilon_{n}}^{(2)}$ are given in (1.3) and (1.4). It can be seen that (by Proposition A. 1 of [9] and Section 3.4 of [27])

$$
\begin{align*}
& \lambda_{\varepsilon_{n}}^{(1)}(\widehat{f}, g)=\frac{1}{2 \varepsilon_{n}} \int_{-\varepsilon_{n}}^{\varepsilon_{n}} \lambda_{c+\varepsilon}(\widehat{f}, g) d \varepsilon,  \tag{2.15}\\
& \lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g)=\frac{1}{2 \varepsilon_{n}} \int_{0}^{\varepsilon_{n}} \int_{\partial(\widehat{f}-1(c) \oplus \varepsilon)} g(x) d \mathscr{H}(x) d \varepsilon, \tag{2.16}
\end{align*}
$$

where $\partial\left(\widehat{f}^{-1}(c) \oplus \varepsilon\right)=\left\{x: d\left(x, \widehat{f}^{-1}(c)\right)=\varepsilon\right\}$. So $\lambda_{\varepsilon_{n}}^{(1)}(\widehat{f}, g)$ and $\lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g)$ can be viewed as two local averages of surface integrals in a neighborhood of $\widehat{f}^{-1}(c)$. They may have some computational advantage over $\lambda(\widehat{f}, g)$, because numerical approximation for integrals over subsets of $\mathbb{R}^{d}$ in (1.3) and (1.4) is less challenging than numerical approximation to a surface integral in (1.2) for $d \geq 3$.

Even though both of $\lambda_{\varepsilon_{n}}^{(1)}(\widehat{f}, g)$ and $\lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g)$ are based on integration over some neighborhoods of $\widehat{f}^{-1}(c)$, their integration domains have different shapes, which can potentially impact their performance. The region $\hat{f}^{-1}\left[c-\varepsilon_{n}, c+\varepsilon_{n}\right]$ is an implicit tube defined through variation of the vertical levels of $\widehat{f}$, while the tube $\widehat{f}^{-1}(c) \oplus \varepsilon_{n}$ has a constant radius, grown through horizontal variation from $\widehat{f}^{-1}(c)$. Note that the roles of $\varepsilon_{n}$ in $\lambda_{\varepsilon_{n}}^{(1)}$ and $\lambda_{\varepsilon_{n}}^{(2)}$ are the magnitude of the vertical and horizontal variations, respectively, and the relevant geometric interpretation for why $\|\nabla \widehat{f}\|$ appears in the integrand in (1.3) can be found in Remark 2.3. When $\varepsilon_{n}$ is appropriately chosen, the two different types of tubes have been used as asymptotic confidence regions for $\widehat{f}^{-1}(c)$ in [17] and [47]. Finite sample performance of these two types of confidence regions are compared in [47] and it has been observed that the two types confidence regions behave differently, especially when $c$ is close to 0 or or a critical value of $f$. We expect these scenarios also impact the integration in $\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g), j=1,2$.

Let $\lambda_{\varepsilon_{n}}^{*}$ be one of $\lambda_{\varepsilon_{n}}^{(1)}$ and $\lambda_{\varepsilon_{n}}^{(2)}$. Then it can be seen that $\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)=\left[\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(\widehat{f}, g)\right]+$ $[\lambda(\widehat{f}, g)-\lambda(f, g)]$. The results developed in Section 2.1 are useful to study $\lambda(\widehat{f}, g)-\lambda(f, g)$. The difference $\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(\widehat{f}, g)$ accounts for the extra error in the estimation caused by replacing a surface integral by an integration over a tubular neighborhood of $\widehat{f}^{-1}(c)$ with (vertical or horizontal) radius $\varepsilon_{n}$. Similar to (2.8), for $x \in \widehat{\mathcal{M}}_{c}$, define $\widehat{\zeta}_{x}(t)=x+t \widehat{\boldsymbol{N}}(x), t \in \mathbb{R}$, and let $\widehat{t}_{\varepsilon}(x)=\operatorname{argmin}_{t}\{|t|$ :
$\left.\widehat{\zeta}_{x}(t) \in \widehat{\mathcal{M}}_{c+\varepsilon}\right\}$. Define $P_{\varepsilon}(x)=\widehat{\zeta}_{x}\left(\widehat{t}_{\varepsilon}(x)\right)=x+\widehat{t}_{\varepsilon}(x) \widehat{N}(x)$. The following lemma is analogous to Lemmas 2.1 and 2.2, which implies that $\widehat{\tau}_{\varepsilon}$ is uniquely defined and $P_{\varepsilon}$ is a diffeomorphism between $\widehat{\mathcal{M}}_{c}$ and $\widehat{\mathcal{M}}_{c+\varepsilon}$, when $\varepsilon$ is small enough.

We need to introduce more notation. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}$, let $|\alpha|=\alpha_{1}+\cdots+\alpha_{d}$. For a smooth function $g: \mathbb{R}^{d} \rightarrow \mathbb{R}$, define $\partial^{(\alpha)} g(x)=\frac{\partial^{|\alpha|}}{\partial^{\alpha x_{1}} \cdots \partial^{\alpha} d x_{d}} g(x), x \in \mathbb{R}^{d}$. Here $\partial^{(\alpha)} g=g$ if $|\alpha|=0$ by convention. Let $k_{0}$ be a nonnegative integer and $\varepsilon \geq 0$. For a $k_{0}$ times differentiable function $\hbar$ : $\left[\mathcal{I}\left(\delta_{0}\right) \oplus \varepsilon\right] \rightarrow \mathbb{R}$, define the modulus of continuity

$$
\begin{equation*}
\psi_{\hbar}^{(k)}(\varepsilon)=\max _{\alpha \in \mathbb{N}^{d}:|\alpha|=k} \sup _{x \in \mathcal{I}\left(\delta_{0}\right)} \sup _{x^{\prime} \in \mathcal{B}(x, \varepsilon)}\left|\partial^{(\alpha)} \hbar(x)-\partial^{(\alpha)} \hbar\left(x^{\prime}\right)\right|, \quad \text { for } k=0,1, \ldots, k_{0} \tag{2.17}
\end{equation*}
$$

Note that assumption (F) guarantees that $\psi_{f}^{(k)}(\varepsilon)=O(\varepsilon)$ for $k=0,1, \ldots, \nu-1$ and $\psi_{f}^{(\nu)}(\varepsilon)=o(1)$, as $\varepsilon \rightarrow 0$.

Lemma 2.3. Under the assumption (F), when $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right) \leq C_{0}$, where $C_{0}$ is given in Lemma 2.1, there exists a constant $r_{2}>0$ such that for all $\varepsilon \in\left[-r_{2}, r_{2}\right]$, (i) $\widehat{\mathcal{M}}_{c}$ and $\widehat{\mathcal{M}}_{c+\varepsilon}$ are normal compatible and $\widehat{\mathcal{M}}_{c+\varepsilon} \subset \mathcal{I}\left(2 \delta_{0}\right) ;$ and (ii)

$$
\begin{equation*}
\widehat{t}_{\varepsilon}(x)=\varepsilon\|\nabla \widehat{f}(x)\|^{-1}-\frac{1}{2} \varepsilon^{2}\|\nabla \widehat{f}(x)\|^{-3}\|\widehat{\boldsymbol{N}}(x)\|_{\nabla^{2} \widehat{f}(x)}^{2}+\eta_{\varepsilon}(x), \tag{2.18}
\end{equation*}
$$

where $\left|\eta_{\varepsilon}(x)\right| \leq C_{3}\left(|\varepsilon|^{3}+\varepsilon^{2}\left(\beta_{n}^{(2)}+\psi_{f}^{(2)}\left(\eta_{0}|\varepsilon|\right)\right)\right)$ for all $x \in \widehat{\mathcal{M}}_{c}$, for some constant $C_{3}>0$.
The following theorem gives an approximation to the difference between $\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g)$ and $\lambda(\widehat{f}, g)$. In particular, this difference is shown to be of the order of $\varepsilon_{n}^{2}$.

Theorem 2.5. Let $g: \mathcal{I}\left(2 \delta_{0}\right) \rightarrow \mathbb{R}$ be a function with bounded continuous second derivatives. Let $\phi_{n, \varepsilon}=\left[\beta_{n}^{(1)}+\beta_{n}^{(2)}+|\varepsilon|+\psi_{f}^{(2)}\left(\eta_{0}|\varepsilon|\right)+\psi_{g}^{(2)}\left(\left(\eta_{0} \vee 1\right)|\varepsilon|\right)\right] \varepsilon^{2}$. Under the assumption ( F$)$, when $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right) \leq C_{0}$, where $C_{0}$ is given in Lemma 2.1, there exists a constant $r_{3}>0$ such that for $\varepsilon_{n} \in\left(0, r_{3}\right]$, we have

$$
\begin{equation*}
\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g)=\lambda(\widehat{f}, g)+\varepsilon_{n}^{2} \mu_{n}^{(j)}+\rho_{n}^{(j)}, \quad j=1,2, \tag{2.19}
\end{equation*}
$$

with $\mu_{n}^{(j)}=\frac{1}{3} \lambda\left(\widehat{f}, \theta_{n}^{(j)}\right)$, where $\theta_{n}^{(1)}$ and $\theta_{n}^{(2)}$ are given in (4.50) and (4.51), and $\left|\rho_{n}^{(j)}\right| \leq C_{4} \phi_{n, \varepsilon_{n}}$ for some constant $C_{4}>0$.

As a slight generalization, the next corollary is a consistence result of surface integrals when the integrand is unknown and can be consistently estimated. The corollary is useful, for example, in deriving the asymptotic normality in (2.5), where one needs to show that $\widehat{\sigma}_{\tau_{n}}^{2}$ is a consistent estimator of $\sigma^{2}$ as $\tau_{n} \rightarrow 0$.

Corollary 2.1. Let $\lambda_{\varepsilon_{n}}^{*}$ be either $\lambda, \lambda_{\varepsilon_{n}}^{(1)}$ or $\lambda_{\varepsilon_{n}}^{(2)}$. Let $p: \mathcal{I}\left(2 \delta_{0}\right) \rightarrow \mathbb{R}$ be a bounded continuous function and $p_{n}$ be a sequence of functions on $\mathcal{I}\left(2 \delta_{0}\right)$. Under the assumption ( F ), when $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right) \leq$ $C_{0}$ and $\varepsilon_{n} \in\left[0, r_{3}\right]$, where $C_{0}$ is given in Lemma 2.1, and $r_{3}$ is given in Theorem 2.5, we have

$$
\begin{align*}
\left|\lambda_{\varepsilon_{n}}^{*}\left(\widehat{f}, p_{n}\right)-\lambda(f, p)\right| \leq & C_{5}\left(\eta_{p, n}+\psi_{p}^{(0)}\left(\eta_{0} \beta_{n}^{(0)}\right)+\beta_{n}^{(0)}+\left(\beta_{n}^{(1)}\right)^{2}\right. \\
& \left.+\varepsilon_{n}+\psi_{p}^{(0)}\left(\left(\eta_{0} \vee 1\right) \varepsilon_{n}\right)\right), \tag{2.20}
\end{align*}
$$

for some constant $C_{5}>0$, where $\eta_{p, n}=\sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\left|p_{n}(x)-p(x)\right|$. Furthermore, if $\eta_{p, n}=o_{p}(1)$, then under assumptions $(K)$ and $(H)$, we have

$$
\begin{equation*}
\lambda_{\varepsilon_{n}}^{*}\left(\widehat{f}, p_{n}\right)-\lambda(f, p)=o_{p}(1) \tag{2.21}
\end{equation*}
$$

## 3. Discussion

In this paper, we consider nonparametric estimation of $\lambda(f, g)$, which is a surface integral on density level set $f^{-1}(c)$, where the integrand $g$ is assumed to be known (except in Corollary 2.1). We study three types of estimators: $\lambda(\widehat{f}, g), \lambda_{\varepsilon_{n}}^{(1)}(\widehat{f}, g)$ and $\lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g)$, among which $\lambda(\widehat{f}, g)$ is a direct plug-in estimator, and the estimators using $\lambda_{\varepsilon_{n}}^{(1)}$ and $\lambda_{\varepsilon_{n}}^{(2)}$ are based on different neighborhoods of $\widehat{f}^{-1}(c)$. Our main results are the rates of convergence and asymptotic normality for these estimators. Apparently our methods can be extended to level set estimation in regression problems and the intersection of multiple level sets (see [46]).

To make the bias asymptotically negligible, the bandwidth used in the estimation of surface integrals on level sets needs to be appropriately selected. This is especially important if one would like to construct confidence intervals for the population surface integrals using the asymptotic normality results (parts (iv) and (v) in Theorem 2.2). An alternative approach is to explicitly correct the bias by subtracting its estimators from $\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)$. This leads to the problem of estimating surface integrals on level sets with unknown integrands, the examples of which include all the leading terms in the bias ( $\mu_{1}, \mu_{2}, \mu^{(1)}$, and $\mu^{(2)}$ in Theorem 2.2). The estimation of surface integrals with unknown integrands has many other applications, such as the estimation of Willmore energy, and Minkowski functionals (see the Introduction section). Also the bandwidth selection for level set estimation is another application [45]. For the estimation of surface integrals with unknown integrands, our Corollary 2.1 gives a consistence result, and we will address the rate of convergence and asymptotic normality elsewhere.

In a different context, a consistency result in the estimation of Minkowski functionals is recently obtained by [21], where they consider the (compact) support $S$ of a density function $f$. They impose on $S$ an assumption called the polynomial volume property. In particular, if $S$ is a set with positive reach, then the Lebesgue measure of $S \oplus \varepsilon$ can be expanded as a polynomial of $\varepsilon$ of degree $d$ with coefficients being the Minkowski functionals of $S$ (up to some constants) when $0<\varepsilon<\rho(S)$ (Theorem 5.6, [23]). Given an i.i.d. sample $\mathcal{X}_{n}$ of $f$, [21] estimates the Minkowski functionals of $S$ by fitting the polynomial with the Lebesgue measure of $\mathcal{X}_{n} \oplus \varepsilon$ for a range of $\varepsilon$. Their method can be adapted to the context of this paper to estimate the Minkowski functionals of $\mathcal{L}$, where one may use the Lebesgue measure of $\widehat{\mathcal{L}} \oplus \varepsilon$ for a range of $\varepsilon$ to fit a polynomial of degree $d$, assuming that $\mathcal{L}$ has positive reach. We note the it is still an open problem to study the rate of convergence and asymptotic distributions for the estimators given in [21].

Another open problem is the minimax rates of estimating the surface integrals on level sets. We leave the study of this interesting question to future work.

## 4. Proofs

We denote $\partial^{(\alpha)} K_{h}(\cdot)=\partial^{(\alpha)} K(\cdot / h)$ for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}$ in all the proofs. We also denote $Q_{0}=\sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\left\|\nabla^{2} f(x)\right\|_{F}, J_{0}=\sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}|g(x)|, J_{1}=\sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\|\nabla g(x)\|$, and $J_{2}=$ $\sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\left\|\nabla^{2} g(x)\right\|_{F}$.

Lemma 4.1. Fix $\alpha \in \mathbb{N}^{d}$ with $|\alpha| \in\{0,1,2\}$. We denote $\mathcal{S}=\mathbb{R}^{d}$ when $|\alpha|=0$, and $\mathcal{S}=\mathcal{I}\left(\delta_{0}\right)$ when $|\alpha|=1,2$. Suppose that assumptions $(K)$ and $(F)$ hold. There exists a constant $C>0$ such that for all
$n \geq 1, h \in(0,1)$, and $\tau>0$ satisfying $n h^{d+2|\alpha|} \geq \tau$ and $n h^{d+2|\alpha|} \geq|\log h|$, we have

$$
\begin{equation*}
\mathbb{P}\left(\sup _{x \in \mathcal{S}}\left|\partial^{(\alpha)} \widehat{f}(x)-\mathbb{E} \partial^{(\alpha)} \widehat{f}(x)\right|<C \sqrt{\frac{\tau \vee|\log h|}{n h^{d+2|\alpha|}}}\right) \geq 1-e^{-\tau} . \tag{4.1}
\end{equation*}
$$

With $t_{0}>0$ given in Lemma 2.1, there exists a constant $C^{\prime}>0$ such that for all $h \in\left(0, t_{0}\right]$,

$$
\begin{equation*}
\sup _{x \in \mathcal{S}}\left|\mathbb{E} \partial^{(\alpha)} \widehat{f}(x)-\partial^{(\alpha)} f(x)\right| \leq C^{\prime} h^{\nu-|\alpha|} \phi(h), \tag{4.2}
\end{equation*}
$$

where $\phi(h)=1$ when $|\alpha|=0$ and $\phi(h)=\psi_{f}^{(\nu)}(h)$ when $|\alpha|=1,2$.
Proof. The proof of (4.1) follows similar arguments given in the proof of Proposition A. 5 in [56]. In particular, notice that under the assumption (K), for $\alpha \in \mathbb{N}^{d}$ and $|\alpha| \leq 2, \partial^{(\alpha)} K$ is of bounded variation and the classes

$$
\mathcal{G}_{\alpha}=\left\{x \mapsto \partial^{(\alpha)} K_{h}(y-x): y \in \mathcal{S}\right\}, \quad|\alpha|=0,1,2,
$$

are of VC-type (see [25]) and the functions in these classes are uniformly bounded. Using Theorems A. 1 and A. 2 in [56], we can show that there exists a constant $C^{\prime \prime}>0$ such that for all $n \geq 1, h>0$, and $\tau>0$, with $\zeta_{n, h}=\frac{C^{\prime \prime}}{n h^{d+2|\alpha|}} \log \frac{C^{\prime \prime}}{h}$,

$$
\mathbb{P}\left(\sup _{x \in \mathcal{S}}\left|\partial^{(\alpha)} \widehat{f}(x)-\mathbb{E} \partial^{(\alpha)} \widehat{f}(x)\right|<\zeta_{n, h}+\sqrt{\zeta_{n, h}}+\frac{\tau C^{\prime \prime}}{n h^{d+2|\alpha|}}+\frac{C^{\prime \prime} \sqrt{\tau}}{\sqrt{n h^{d+2|\alpha|}}}\right) \geq 1-e^{-\tau} .
$$

Then (4.1) is a consequence under the given conditions for $n, h$ and $\tau$ in this lemma.
To see (4.2), notice that for $\alpha \in \mathbb{N}^{d}$ and $|\alpha| \leq 2$, using change of variable $z=(x-y) / h$ and integration by part we get for all $x \in \mathcal{S}$

$$
\begin{align*}
\mathbb{E} \partial^{(\alpha)} \widehat{f}(x)-\partial^{(\alpha)} f(x) & =\frac{1}{h^{d+|\alpha|}} \int_{\mathbb{R}^{d}} \partial^{(\alpha)} K_{h}(x-y) f(y) d y-\partial^{(\alpha)} f(x) \\
& =\int_{\mathbb{R}^{d}} K(z)\left[\partial^{(\alpha)} f(x-h z)-\partial^{(\alpha)} f(x)\right] d z . \tag{4.3}
\end{align*}
$$

With the smoothness condition of $f$ in assumption (F), we have the Taylor expansion

$$
\begin{aligned}
& \partial^{(\alpha)} f(x-h z)-\partial^{(\alpha)} f(x) \\
& =\sum_{j=1}^{\nu-|\alpha|-1} \frac{1}{j!}(-h)^{j}\left(z^{\otimes j}\right)^{T} \nabla^{\otimes j} \partial^{(\alpha)} f(x) \\
& \quad+\frac{1}{(\nu-|\alpha|)!}(-h)^{\nu-|\alpha|}\left(z^{\otimes(\nu-|\alpha|)}\right)^{T} \int_{0}^{1} \nabla^{\otimes(\nu-|\alpha|)} \partial^{(\alpha)} f(x-a h z) d a .
\end{aligned}
$$

Plugging this into (4.3) and using the definition of $\nu$ th order kernel functions, we have

$$
\begin{aligned}
& \mathbb{E} \partial^{(\alpha)} \widehat{f}(x)-\partial^{(\alpha)} f(x) \\
& \quad=\frac{1}{(\nu-|\alpha|)!}(-h)^{\nu-|\alpha|} \int_{\mathbb{R}^{d}} K(z)\left(z^{\otimes(v-|\alpha|)}\right)^{T} \int_{0}^{1} \nabla^{\otimes(\nu-|\alpha|)} \partial^{(\alpha)} f(x-a h z) d a d z .
\end{aligned}
$$

When $|\alpha|=0$, noticing that $v$ is an even number, we have

$$
\begin{equation*}
\mathbb{E} \widehat{f}(x)-f(x)=\frac{1}{v!} h^{v} \int_{\mathbb{R}^{d}} K(z)\left(z^{\otimes v}\right)^{T} d z \nabla^{\otimes v} f(x)+r_{h}(x), \tag{4.4}
\end{equation*}
$$

where $r_{h}(x)=\frac{1}{v!} h^{v} \int_{\mathbb{R}^{d}} K(z)\left(z^{\otimes v}\right)^{T} \int_{0}^{1}\left[\nabla^{\otimes v} f(x-a h z)-\nabla^{\otimes v} f(x)\right] d a d z$. It follows that

$$
\begin{equation*}
\left|r_{h}(x)\right| \leq \frac{2^{\nu}}{\nu!}\|K\|_{1} h^{v} \psi_{f}^{(\nu)}(h), \tag{4.5}
\end{equation*}
$$

using the assumption that $\operatorname{supp}(K) \subset \mathcal{B}(0,1)$ and $f$ has continuous $\nu$ th partial derivatives on $\mathcal{I}\left(2 \delta_{0}\right)$. This leads to (4.2) when $|\alpha|=0$. When $|\alpha|=1,2$,

$$
\begin{align*}
& \mathbb{E} \partial^{(\alpha)} \\
& =\frac{1}{(v-|\alpha|)!}(-h)^{\nu-|\alpha|} \\
& \quad \times \int_{\mathbb{R}^{d}} \int_{0}^{1}\left[\nabla^{\otimes(\nu-|\alpha|)} \partial^{(\alpha)} f(x-a h z)-\nabla^{\otimes(\nu-|\alpha|)} \partial^{(\alpha)} f(x)\right]^{T} d a\left(z^{\otimes(\nu-|\alpha|)}\right) \\
& \quad \times K(z) d z . \tag{4.6}
\end{align*}
$$

Since $\operatorname{supp}(K) \subset \mathcal{B}(0,1)$, from (4.6) we have that with $c_{K}:=\int_{\mathbb{R}^{d}}\left\|z^{\otimes(\nu-|\alpha|)}\right\||K(z)| d z$,

$$
\begin{aligned}
& \left|\mathbb{E} \partial^{(\alpha)} \widehat{f}(x)-\partial^{(\alpha)} f(x)\right| \\
& \quad \leq \frac{c_{K}}{(v-|\alpha|)!} h^{\nu-|\alpha|} \sup _{z \in \mathcal{B}(0,1)}\left\|\int_{0}^{1} \nabla^{\otimes(\nu-|\alpha|)} \partial^{(\alpha)} f(x-a h z) d a-\nabla^{\otimes(v-|\alpha|)} \partial^{(\alpha)} f(x)\right\| \\
& \quad \leq \frac{c_{K} 2^{\nu-|\alpha|}}{(\nu-|\alpha|)!} h^{\nu-|\alpha|} \psi_{f}^{(\nu)}(h) .
\end{aligned}
$$

Then we get (4.2) when $|\alpha|=1,2$.
Proof of Lemma 2.1. Define functions $u(x, t)=\left|f\left(\zeta_{x}(t)\right)-f(x)\right|$ and $q(t)=\sup _{x \in \mathcal{I}\left(\delta_{0}\right)} u(x, t)$. Since $u$ is a continuous function on $\mathcal{I}\left(2 \delta_{0}\right) \times \mathbb{R}$, and $\mathcal{I}\left(\delta_{0}\right)$ is a compact set, $q$ is a continuous function on $\mathbb{R}$. Let $t_{0}=\sup \left\{s>0: \sup _{t \in[-s, s]} q(s) \leq \delta_{0}\right\}$. Since $q(0)=0$, we have $t_{0}>0$ and $\left(\mathcal{I}\left(\delta_{0}\right) \oplus t_{0}\right) \subset$ $\mathcal{I}\left(2 \delta_{0}\right)$. This is assertion (i).

To show assertion (ii), let us first recall a useful result in [23]. For any twice differentiable function $\eta$ on $\mathbb{R}^{d}$, let $A_{\eta}=\{x: \eta(x)=0\}$. For $\varepsilon>0$, define

$$
\begin{equation*}
\iota_{\eta}(\varepsilon)=\frac{\varepsilon}{2} \wedge \frac{\inf _{x \in A_{\eta} \oplus \varepsilon}\|\nabla \eta(x)\|}{\sup _{A_{\eta} \oplus(2 \varepsilon)}\left\|\nabla^{2} \eta(x)\right\|_{F}} \tag{4.7}
\end{equation*}
$$

The proof of Lemma 4.11 in [23] shows that $\rho\left(A_{\eta}\right) \geq \iota_{\eta}(\varepsilon)$ for all $\varepsilon>0$ such that $\iota_{\eta}(\varepsilon)$ is well defined and positive. Hence under assumption (F), we have

$$
\begin{equation*}
\inf _{\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]} \rho\left(\mathcal{M}_{\tau}\right) \geq \frac{t_{0}}{4} \wedge \frac{\varepsilon_{0}}{Q_{0}}=: r_{0}>0 \tag{4.8}
\end{equation*}
$$

Next, we prove assertion (iii). For any $x \in \mathcal{I}\left(\delta_{0}\right)$ and $t \in\left(0, r_{0}\right]$, we have the Taylor expansion

$$
f\left(\zeta_{x}(t)\right)=f(x)+\int_{0}^{t}\left[\nabla f\left(\zeta_{x}(s)\right)\right]^{T} N(x) d s=f(x)+\int_{0}^{t}[\|\nabla f(x)\|+v(x, s)] d s
$$

where $v(x, s)=\int_{0}^{s}[N(x)]^{T} \nabla^{2} f\left(\zeta_{x}(v)\right) N(x) d v$. Note that $|v(x, s)| \leq s Q_{0}$ for all $s \in\left[0, r_{0}\right]$ and $x \in$ $\mathcal{I}\left(\delta_{0}\right)$. Therefore for all $x \in \mathcal{I}\left(\delta_{0}\right)$ and $t \in\left(0, r_{0}\right]$,

$$
\begin{equation*}
\left|f\left(\zeta_{x}(t)\right)-f(x)\right| \geq \varepsilon_{0} t-\frac{1}{2} Q_{0} t^{2} \geq \frac{1}{2} \varepsilon_{0} t \tag{4.9}
\end{equation*}
$$

Let $\delta_{1}=\frac{1}{2} \varepsilon_{0} r_{0}$. For any $\tau_{1} \in\left[c-\delta_{0}, c+\delta_{0}\right]$ and $\left|\tau_{2}-\tau_{1}\right| \leq \delta_{1}$, it follows from (4.9) that $\sup _{x \in \mathcal{M}_{\tau_{2}}} d\left(x, \mathcal{M}_{\tau_{1}}\right) \leq \frac{2}{\varepsilon_{0}}\left|\tau_{2}-\tau_{1}\right|$. Similarly we can also show that $\left.\sup _{x \in \mathcal{M}_{\tau_{1}}} d\left(x, \mathcal{M}_{\tau_{2}}\right) \leq \frac{2}{\varepsilon_{0}} \right\rvert\, \tau_{2}-$ $\tau_{1} \mid$. Hence,

$$
\begin{equation*}
d_{H}\left(\mathcal{M}_{\tau_{1}}, \mathcal{M}_{\tau_{2}}\right) \leq \frac{2}{\varepsilon_{0}}\left|\tau_{2}-\tau_{1}\right| . \tag{4.10}
\end{equation*}
$$

Then applying the argument in the proof of Theorem 2 in [20], we get that with $\eta_{0}=12 / \varepsilon_{0}$,

$$
\begin{equation*}
\sup _{\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]} d_{H}\left(\widehat{\mathcal{M}}_{\tau}, \mathcal{M}_{\tau}\right) \leq \eta_{0} \beta_{n}^{(0)} \tag{4.11}
\end{equation*}
$$

when $\beta_{n}^{(0)} \leq \delta_{1}$. Therefore when $\beta_{n}^{(0)} \leq \delta_{1} \wedge \frac{t_{0}}{2 \eta_{0}}$, we have

$$
\begin{equation*}
\widehat{\mathcal{I}}\left(\delta_{0}\right) \oplus \frac{t_{0}}{2} \subset \mathcal{I}\left(2 \delta_{0}\right), \tag{4.12}
\end{equation*}
$$

where $\widehat{\mathcal{I}}\left(\delta_{0}\right)=\widehat{f}^{-1}\left(\left[c-\delta_{0}, c+\delta_{0}\right]\right)$. Furthermore, using (4.7) again, when $\beta_{n}^{(1)} \leq \frac{1}{2} \varepsilon_{0}$ and $\beta_{n}^{(2)} \leq \frac{1}{2} Q_{0}$, we have

$$
\begin{equation*}
\inf _{\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]} \rho\left(\widehat{\mathcal{M}}_{\tau}\right) \geq \frac{t_{0}}{8} \wedge \frac{\inf _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\|\nabla \widehat{f}(x)\|}{\sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\left\|\nabla^{2} \widehat{f}(x)\right\|_{F}} \geq \frac{t_{0}}{8} \wedge \frac{\varepsilon_{0}}{3 Q_{0}}=: r_{1}>0 \tag{4.13}
\end{equation*}
$$

Therefore using (4.8), (4.11) and (4.13), when $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right) \leq C_{0}:=\min \left(\delta_{1} \wedge \frac{2-\sqrt{2}}{\eta_{0}} r_{1}\right.$, $\frac{1}{2} \varepsilon_{0}, \frac{1}{2} Q_{0}$ ), we have

$$
\sup _{\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]} d_{H}\left(\widehat{\mathcal{M}}_{\tau}, \mathcal{M}_{\tau}\right) \leq(2-\sqrt{2}) \inf _{\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]} \min \left(\rho\left(\widehat{\mathcal{M}}_{\tau}\right), \rho\left(\mathcal{M}_{\tau}\right)\right),
$$

which by Theorem 1 in [16] implies that $\widehat{\mathcal{M}}_{\tau}$ and $\mathcal{M}_{\tau}$ are normal compatible for all $\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]$. The proof is now completed.

Proof of Lemma 2.2. The fact that $\left|t_{n}(x)\right|=\left\|P_{n}(x)-x\right\|$ and (4.11) imply

$$
\begin{equation*}
\sup _{x \in \mathcal{I}\left(\delta_{0}\right)}\left|t_{n}(x)\right| \leq \sup _{\tau \in\left[c-\delta_{0}, c+\delta_{0}\right]} d_{H}\left(\widehat{\mathcal{M}}_{\tau}, \mathcal{M}_{\tau}\right) \leq \eta_{0} \beta_{n}^{(0)} . \tag{4.14}
\end{equation*}
$$

Since $\widehat{f}\left(P_{n}(x)\right)-f(x)=0$, using Taylor expansion for $\widehat{f}\left(P_{n}(x)\right)$ we obtain

$$
\begin{equation*}
0=\widehat{f}\left(x+t_{n}(x) \boldsymbol{N}(x)\right)-f(x)=\widehat{f}(x)-f(x)+t_{n}(x) \boldsymbol{N}(x)^{T} \nabla \widehat{f}(x)+e_{n}(x) \tag{4.15}
\end{equation*}
$$

where $e_{n}(x)=\frac{1}{2} t_{n}(x)^{2} \boldsymbol{N}(x)^{T} \nabla^{2} \widehat{f}\left(x+s_{1} t_{n}(x) \boldsymbol{N}(x)\right) \boldsymbol{N}(x)$, for some $0<s_{1}<1$. Plugging $\nabla \widehat{f}(x)=$ $\nabla f(x)-[\nabla f(x)-\nabla \widehat{f}(x)]$ into (4.15), we have

$$
\begin{equation*}
t_{n}(x)=\|\nabla f(x)\|^{-1}[f(x)-\widehat{f}(x)]+\delta_{n}(x), \tag{4.16}
\end{equation*}
$$

where

$$
\delta_{n}(x)=\|\nabla f(x)\|^{-1} \boldsymbol{N}(x)^{T}[\nabla f(x)-\nabla \widehat{f}(x)] t_{n}(x)-\|\nabla f(x)\|^{-1} e_{n}(x)
$$

Under assumption (F), using (4.14) and $\beta_{n}^{(2)} \leq \frac{1}{2} Q_{0}$, we then have

$$
\begin{equation*}
\sup _{x \in \mathcal{I}\left(\delta_{0}\right)}\left|\delta_{n}(x)\right| \leq \frac{\eta_{0}}{\varepsilon_{0}} \beta_{n}^{(0)} \beta_{n}^{(1)}+\frac{\eta_{0}^{2}}{2 \varepsilon_{0}}\left(\beta_{n}^{(0)}\right)^{2}\left(Q_{0}+\beta_{n}^{(2)}\right) \tag{4.17}
\end{equation*}
$$

which gives (2.11).
Proof of Theorem 2.4. Note that with $\xi_{i}=\frac{1}{h^{d}} \int_{\mathcal{M}} w(x) K_{h}\left(x-X_{i}\right) d \mathscr{H}(x)$, we can write $\lambda(f, w \times$ $(\widehat{f}-\mathbb{E} \widehat{f}))=\frac{1}{n} \sum_{i=1}^{n}\left[\xi_{i}-\mathbb{E} \xi_{i}\right]$. Suppose that $h \leq \frac{3}{16} \rho(\mathcal{M})=: h_{0}$. Since $\operatorname{supp}(K) \subset \mathcal{B}(0,1)$, for any $1 \leq i \leq n$, if $d\left(X_{i}, \mathcal{M}\right)>h$, then $\xi_{i}=0$. Otherwise when $d\left(X_{i}, \mathcal{M}\right) \leq h$, by the definition of reach, there exists a unique point $x_{i} \in \mathcal{M}$ such that $\left\|x_{i}-X_{i}\right\|=d\left(X_{i}, \mathcal{M}\right)$. Using elementary geometry, $\left\|x-X_{i}\right\| \geq h$ for all $x \in \mathcal{M} \backslash \mathcal{B}\left(x_{i}, 2 h\right)$. Hence,

$$
\left|\xi_{i}\right| \leq \frac{1}{h^{d}} \int_{\mathcal{M} \cap \mathcal{B}\left(x_{i}, 2 h\right)}\left|K_{h}\left(x-X_{i}\right)\right| d \mathscr{H}(x) \leq \frac{1}{h^{d}}\|K\|_{\infty} \mathscr{H}\left(\mathcal{M} \cap \mathcal{B}\left(x_{i}, 2 h\right)\right) .
$$

By Corollary 1.3 in [15], there exists a constant $A>0$ that only depends on $(d-1)$ and $\rho(\mathcal{M})$ such that $\mathscr{H}\left(\mathcal{M} \cap \mathcal{B}\left(x_{i}, 2 h\right)\right) \leq A 2^{d-1} h^{d-1}$. Hence, $\left|\xi_{i}\right| \leq \frac{1}{h} A 2^{d-1}\|K\|_{\infty}$.

Next, we will calculate the variance of $\xi_{i}$. We have

$$
\begin{aligned}
\mathbb{E}\left(\xi_{i}^{2}\right) & =\frac{1}{h^{2 d}} \int_{\mathbb{R}^{d}} \int_{\mathcal{M}} w(x) K\left(\frac{x-z}{h}\right) d \mathscr{H}(x) \int_{\mathcal{M}} w(y) K\left(\frac{y-z}{h}\right) d \mathscr{H}(y) f(z) d z \\
& =\frac{1}{h^{d}} \int_{\mathcal{M}} \int_{\mathcal{M}} \int_{\mathbb{R}^{d}} w(x) K(u) w(y) K\left(\frac{y-x}{h}+u\right) f(x-h u) d u d \mathscr{H}(y) d \mathscr{H}(x),
\end{aligned}
$$

where we have used the variable transformation $u=h^{-1}(x-z)$. Then we can write $\mathbb{E}\left(\xi_{i}^{2}\right)=$ $\frac{1}{h^{d}} \int_{\mathcal{M}} U_{G}(x) \mathscr{H}(x)$, where

$$
U_{G}(x)=\int_{\mathcal{M} \cap \mathcal{B}(x, 2 h)} \int_{\mathbb{R}^{d}} w(x) K(u) w(y) K\left(\frac{y-x}{h}+u\right) f(x-h u) d u d \mathscr{H}(y), \quad x \in \mathcal{M} .
$$

We have $\left|U_{G}(x)\right| \leq A 2^{2 d-1} h^{d-1}\|w\|_{\infty}^{2}\|K\|_{\infty}^{2}\|f\|_{\infty}$ for all $x \in \mathcal{M}$ and hence $\operatorname{Var}\left(\xi_{i}\right) \leq \mathbb{E}\left(\xi_{i}^{2}\right) \leq$ $\frac{1}{h} A 2^{2 d-1}\|w\|_{\infty}^{2}\|K\|_{\infty}^{2}\|f\|_{\infty} \mathscr{H}(\mathcal{M})$. By Bernstein's inequality, for any $\varepsilon>0$,

$$
\mathbb{P}(|\lambda(f, w \times(\widehat{f}-\mathbb{E} \widehat{f}))| \geq \varepsilon) \leq 2 \exp \left\{-\frac{n h \varepsilon^{2}}{A 2^{2 d}\left(\|w\|_{\infty}^{2}\|K\|_{\infty}^{2}\|f\|_{\infty} \mathscr{H}(\mathcal{M})+\|K\|_{\infty} \varepsilon / 3\right)}\right\}
$$

Then (2.13) immediately follows.

Next, we assume $n h \rightarrow \infty$ and $h \rightarrow 0$ and will show (2.14). Let $\mathcal{M} \ominus x=\{y-x: y \in \mathcal{M}\}$, that is, the manifold obtained by shifting $\mathcal{M}$ so that $x$ becomes the origin. Then another variable transformation leads to

$$
U_{G}(x)=\int_{(\mathcal{M} \ominus x) \cap \mathcal{B}(0,2 h)} \int_{\mathbb{R}^{d}} w(x) K(u) w(x+y) K\left(\frac{y}{h}+u\right) f(x-h u) d u d \mathscr{H}(y) .
$$

Without loss of generality, we may assume that $\mathbf{N}(x)=(0, \ldots, 0,1)^{\prime}$ and $T_{x}(\mathcal{M})=\mathbb{R}^{d-1} \times\{0\}$. When $h$ is small enough, $(\mathcal{M} \ominus x) \cap \mathcal{B}(0,2 h)$ coincides with the graph $T_{x}(\mathcal{M}) \ni y=\left(y_{1}, \ldots, y_{d-1}, 0\right) \mapsto$ $\phi(y):=\left(y_{1}, \ldots, y_{d-1}, p(y)\right) \in \mathbb{R}^{d}$ with a smooth function $\phi(y)$, where for $y \in \mathcal{T}_{x, h}:=\left[T_{x}(\mathcal{M}) \cap\right.$ $\mathcal{B}(0,2 h)], p$ has a quadratic approximation (see page 141, [35])

$$
\begin{equation*}
p(y)=\frac{1}{2} \sum_{i=1}^{d-1} \kappa_{i}(x)\left\langle y, p_{i}(x)\right\rangle^{2}+O\left(h^{3}\right), \tag{4.18}
\end{equation*}
$$

where $\kappa_{i}(x), i=1, \ldots, d-1$ are the principal curvatures of $\mathcal{M}$ at $x$, and $p_{i}(x), i=1, \ldots, d-1$ are the corresponding principal directions. Both $\kappa_{i}(x)$ and $p_{i}(x)$ can be obtained as the eigenvalues and eigenvectors of the shape operator $S(x)$ in (2.3). Note that the rate in the $O\left(h^{3}\right)$-term in (4.18) is uniform over $\mathcal{M}$. From (4.18) we have

$$
\begin{equation*}
\sup _{y \in \mathcal{T}_{x, h}}\|\phi(y)-y\|=O\left(h^{2}\right) \tag{4.19}
\end{equation*}
$$

Then $\phi$ defines a diffeomorphism between $\mathcal{T}_{x, h}$ and its image under $\phi$. The Jacobian determinant of $\phi$ is

$$
\begin{equation*}
J_{\phi}(y)=\sqrt{1+\left(\frac{\partial}{\partial y_{1}} p(y)\right)^{2}+\cdots+\left(\frac{\partial}{\partial y_{d-1}} p(y)\right)^{2}}=1+O(h) \tag{4.20}
\end{equation*}
$$

uniformly in $\phi\left(\mathcal{T}_{x, h}\right)$, where we have used (4.18). Notice that $(\mathcal{M} \ominus x) \cap \mathcal{B}(0,2 h) \subseteq \phi\left(\mathcal{T}_{x, h}\right)$, and the $U_{G}(x)$ remains unchanged if its domain of integration is changed from $(\mathcal{M} \ominus x) \cap \mathcal{B}(0,2 h)$ to $\phi\left(\mathcal{T}_{x, h}\right)$, because $\operatorname{supp}(K) \subset \mathcal{B}(0,1)$. In view of this and by using (4.19) and (4.20), we get

$$
\begin{aligned}
U_{G}(x) & =\int_{\mathcal{T}_{x, h}} \int_{\mathbb{R}^{d}} w(x) K(u) w(x+\phi(y)) K\left(\frac{\phi(y)}{h}+u\right) f(x-h u) d u J_{\phi}(y) d \mathscr{H}(y) \\
& =\int_{\mathcal{T}_{x, h}} \int_{\mathbb{R}^{d}} w(x) K(u) w(x+y) K\left(\frac{y}{h}+u\right) f(x-h u) d u d \mathscr{H}(y)(1+o(1)),
\end{aligned}
$$

where the little o is uniform in $x \in \mathcal{M}$. Hence,

$$
\begin{align*}
\mathbb{E}\left(\xi_{i}^{2}\right)= & \frac{1}{h^{d}} \int_{\mathcal{M}} \int_{\mathcal{T}_{x, h}} \int_{\mathbb{R}^{d}} w(x) K(u) w(x+y) K\left(\frac{y}{h}+u\right) \\
& \times f(x-h u) d u d \mathscr{H}(y) d \mathscr{H}(x)(1+o(1)) \\
= & \frac{1}{h} \int_{\mathcal{M}} \int_{T_{x}(\mathcal{M})} \int_{\mathbb{R}^{d}} w(x) K(u) w(x+h v) K(v+u) \\
& \times f(x) d u d \mathscr{H}(v) d \mathscr{H}(x)(1+o(1)) \\
= & \frac{1}{h} c \rho(w, K, f)(1+o(1)), \tag{4.21}
\end{align*}
$$

where $\rho(w, K, f)=\int_{\mathcal{M}} w(x)^{2} \int_{T_{x}(\mathcal{M})} \int_{\mathbb{R}^{d}} K(u) K(v+u) d u d \mathscr{H}(v) \mathscr{H}(x)$. Notice that we have $\mathbb{R}^{d}=\bigcup_{t \in \mathbb{R}} T_{x, t}(\mathcal{M})$ for any $x \in \mathcal{M}$. So we can further write

$$
\begin{align*}
\rho(w, K, f) & =\int_{\mathcal{M}} w(x)^{2} \int_{T_{x}(\mathcal{M})} \int_{\mathbb{R}} \int_{T_{x, t}(\mathcal{M})} K(u) K(v+u) d \mathscr{H}(u) d t d \mathscr{H}(v) \mathscr{H}(x) \\
& =\int_{\mathcal{M}} w(x)^{2} \int_{\mathbb{R}} \int_{T_{x, t}(\mathcal{M})} K(u) \int_{T_{x}(\mathcal{M})} K(v+u) d \mathscr{H}(v) d \mathscr{H}(u) d t \mathscr{H}(x) \\
& =\int_{\mathcal{M}} w(x)^{2} \int_{\mathbb{R}}\left(\int_{T_{x, t}(\mathcal{M})} K(u) d \mathscr{H}(u)\right)^{2} d t \mathscr{H}(x), \tag{4.22}
\end{align*}
$$

where the last step holds because we use change of variables $z=u+v$ and $z \in T_{x, t}(\mathcal{M})$ when $u \in$ $T_{x, t}(\mathcal{M})$ and $v \in T_{x}(\mathcal{M})$. Similarly, using change of variables and Taylor expansion we get

$$
\begin{align*}
\mathbb{E}\left(\xi_{i}\right) & =\frac{1}{h^{d}} \int_{\mathcal{M}} \int_{\mathbb{R}^{d}} w(x) K\left(\frac{x-z}{h}\right) f(z) d z d \mathscr{H}(x) \\
& =\int_{\mathcal{M}} \int_{\mathbb{R}^{d}} w(x) K(u) f(x-h u) d u \mathscr{H}(x) \\
& =\int_{\mathcal{M}} \int_{\mathbb{R}^{d}} w(x) K(u) f(x) d u d \mathscr{H}(x)(1+o(1)) \\
& =c \int_{\mathcal{M}} w(x) \mathscr{H}(x)(1+o(1)) . \tag{4.23}
\end{align*}
$$

From (4.21) and (4.23) we have $\operatorname{Var}\left(\xi_{i}\right)=h^{-1} c \rho(w, K, f)\{1+o(1)\}$ and therefore

$$
\operatorname{Var}(\lambda(f, w \times(\widehat{f}-\mathbb{E} \widehat{f})))=\frac{\operatorname{Var}\left(\xi_{i}\right)}{n}=\frac{1}{n h} c \rho(w, K, f)(1+o(1))
$$

It only remains to show the asymptotic normality of $\frac{1}{n} \sum_{i=1}^{n}\left(\xi_{i}-\mathbb{E} \xi_{i}\right)$. Note that following a similar procedure of obtaining (4.21), we can show that $\mathbb{E}\left(\left|\xi_{i}\right|^{3}\right)=O\left(\frac{1}{h^{3 d}} h^{3 d-2}\right)=O\left(\frac{1}{h^{2}}\right)$. Then for the third absolute central moment of $\xi_{i}$, we have $\mathbb{E}\left[\left|\xi_{i}-\mathbb{E}\left(\xi_{i}\right)\right|^{3}\right] \leq 8 \mathbb{E}\left(\left|\xi_{i}\right|^{3}\right)=O\left(\frac{1}{h^{2}}\right)$. Therefore,

$$
\frac{\left\{\sum_{i=1}^{n} \mathbb{E}\left[\left|\xi_{i}-\mathbb{E}\left(\xi_{i}\right)\right|^{3}\right]\right\}^{1 / 3}}{\left[\sum_{i=1}^{n} \operatorname{Var}\left(\xi_{i}\right)\right]^{1 / 2}}=O\left(\frac{\left(n / h^{2}\right)^{1 / 3}}{(n / h)^{1 / 2}}\right)=O\left(\frac{1}{n^{1 / 6} h^{1 / 6}}\right)=o(1)
$$

With the Liapunov condition satisfied, the asymptotic normality in (2.14) is verified.
Proof of Theorem 2.3. It is known that $\mathcal{M}$ is a compact $(d-1)$-dimensional submanifold embedded in $\mathbb{R}^{d}$ with assumption (F) (see Theorem 2 in [61]). It admits an atlas $\left\{\left(U_{\alpha}, \psi_{\alpha}\right): \alpha \in \mathscr{A}\right\}$ indexed by a finite set $\mathscr{A}$, where $\left\{U_{\alpha}: \alpha \in \mathscr{A}\right\}$ is an open cover of $\mathcal{M}$, and for an open set $\Omega_{\alpha} \subset \mathbb{R}^{d-1}, \psi_{\alpha}: \Omega_{\alpha} \rightarrow$ $U_{\alpha}$ is a diffeomorphism. Let $B_{\alpha}$ be the Jacobian matrix of $\psi_{\alpha}$. By Lemma 2.1, $P_{n}(x)=x+t_{n}(x) N(x)$ in (2.9) is a diffeomorphism between $\mathcal{M}_{\tau}$ and $\widehat{\mathcal{M}}_{\tau}$ for $|\tau-c| \leq \delta_{0}$, when $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right) \leq C_{0}$. Let $\widehat{U}_{\alpha}=\left\{P_{n}(x): x \in U_{\alpha}\right\}$. Then $\left.\left\{\widehat{U}_{\alpha}, P_{n} \circ \psi_{\alpha}\right): \alpha \in \mathscr{A}\right\}$ is a finite atlas for $\widehat{\mathcal{M}}$. Let $A_{n}$ be the Jacobian matrix of $P_{n}$, that is, $A_{n}(x)=\nabla P_{n}(x)$. By the chain rule, the Jabobian matrix of $P_{n} \circ \psi_{\alpha}$ : $\Omega_{\alpha} \rightarrow \widehat{U}$ is given by $\left(A_{n} \circ \psi_{\alpha}\right) B_{\alpha}$. The area formula on manifolds (cf. page 117, [22]) leads to

$$
\begin{equation*}
\int_{\widehat{U}_{\alpha}} g(x) d \mathscr{H}(x)=\int_{\Omega_{\alpha}} g\left(P_{n}\left(\psi_{\alpha}(\theta)\right)\right) J_{n, \alpha}(\theta) d \theta \tag{4.24}
\end{equation*}
$$

where $J_{n, \alpha}(\theta)=\left\{\operatorname{det}\left[B_{\alpha}(\theta)^{T} A_{n}\left(\psi_{\alpha}(\theta)\right)^{T} A_{n}\left(\psi_{\alpha}(\theta)\right) B_{\alpha}(\theta)\right]\right\}^{1 / 2}$. There exits a partition of unity (see page 52, [28]) of $\widehat{\mathcal{M}}$ subordinate to $\left\{\widehat{U}_{\alpha}\right\}$ denoted by $\left\{\rho_{\alpha}: \alpha \in \mathscr{A}\right\}$, that is, $\operatorname{supp}\left(\rho_{\alpha}\right) \subset \widehat{U}_{\alpha}$, $\sum_{\alpha \in \mathscr{A}} \rho_{\alpha}(x)=1$ for $x \in \widehat{\mathcal{M}}$ and there exist only finitely many $\alpha$ such that $\rho_{\alpha}(x) \neq 0$ for $x \in \widehat{\mathcal{M}}$. Using (4.24), we have

$$
\begin{equation*}
\lambda(\widehat{f}, g)=\sum_{\alpha \in \mathscr{A}} \int_{\widehat{U}_{\alpha}} \rho_{\alpha}(x) g(x) d \mathscr{H}(x)=\sum_{\alpha \in \mathscr{A}} \int_{\Omega_{\alpha}}\left(\rho_{\alpha} g\right)\left(P_{n}\left(\psi_{\alpha}(\theta)\right)\right) J_{n, \alpha}(\theta) d \theta \tag{4.25}
\end{equation*}
$$

Recall that $\kappa_{i}(x), i=1, \ldots, d-1$ are the principal curvatures of $\mathcal{M}$ at $x$, and $p_{i}(x), i=1, \ldots, d-1$ are the corresponding principal directions, which form an orthonormal basis of $T_{x}(\mathcal{M})$. Let $\widetilde{P}(x)=$ $\left[p_{1}(x), \ldots, p_{d-1}(x)\right]$. Notice that $B_{\alpha}(\theta) \in T_{x}(\mathcal{M})$, for $\theta \in \Omega_{\alpha}$, because $N\left(\psi_{\alpha}(\theta)\right)^{T} B_{\alpha}(\theta)=0$, which can be seen by taking derivatives of the equation $f\left(\psi_{\alpha}(\theta)\right)=c$. For $B_{\alpha}(\theta)$, there exists a $(d-1) \times(d-$ 1) matrix $L_{\alpha}(\theta)$ such that $B_{\alpha}(\theta)=\widetilde{P}\left(\psi_{\alpha}(\theta)\right) L_{\alpha}(\theta)$. Notice that $\left[B_{\alpha}(\theta)\right]^{T} B_{\alpha}(\theta)=\left[L_{\alpha}(\theta)\right]^{T} L_{\alpha}(\theta)$. Therefore

$$
\begin{aligned}
J_{n, \alpha}(\theta) & =\left\{\operatorname{det}\left[L_{\alpha}(\theta)^{T} \widetilde{P}\left(\psi_{\alpha}(\theta)\right)^{T} A_{n}\left(\psi_{\alpha}(\theta)\right)^{T} A_{n}\left(\psi_{\alpha}(\theta)\right) \widetilde{P}\left(\psi_{\alpha}(\theta)\right) L_{\alpha}(\theta)\right]\right\}^{1 / 2} \\
& =\left\{\operatorname{det}\left[L_{\alpha}(\theta)^{T} L_{\alpha}(\theta)\right]\right\}^{1 / 2}\left\{\operatorname{det}\left[\widetilde{P}\left(\psi_{\alpha}(\theta)\right)^{T} A_{n}\left(\psi_{\alpha}(\theta)\right)^{T} A_{n}\left(\psi_{\alpha}(\theta)\right) \widetilde{P}\left(\psi_{\alpha}(\theta)\right)\right]\right\}^{1 / 2} \\
& =\left\{\operatorname{det}\left[B_{\alpha}(\theta)^{T} B_{\alpha}(\theta)\right]\right\}^{1 / 2}\left\{\operatorname{det}\left[\widetilde{P}\left(\psi_{\alpha}(\theta)\right)^{T} A_{n}\left(\psi_{\alpha}(\theta)\right)^{T} A_{n}\left(\psi_{\alpha}(\theta)\right) \widetilde{P}\left(\psi_{\alpha}(\theta)\right)\right]\right\}^{1 / 2} .
\end{aligned}
$$

Plugging this into (4.25) and using the area formula again, we get

$$
\begin{align*}
\lambda(\widehat{f}, g) & =\sum_{\alpha \in \mathscr{A}} \int_{U_{\alpha}}\left(\rho_{\alpha} g\right)\left(P_{n}(x)\right)\left\{\operatorname{det}\left[\widetilde{P}(x)^{T} A_{n}(x)^{T} A_{n}(x) \widetilde{P}(x)\right]\right\}^{1 / 2} d \mathscr{H}(x) \\
& =\int_{\mathcal{M}} g\left(P_{n}(x)\right)\left\{\operatorname{det}\left[\widetilde{P}(x)^{T} A_{n}(x)^{T} A_{n}(x) \widetilde{P}(x)\right]\right\}^{1 / 2} d \mathscr{H}(x) \tag{4.26}
\end{align*}
$$

For the rest of the proof, we will evaluate the right-hand side of (4.26). We can write $A_{n}(x)=$ $\boldsymbol{I}_{d}+R_{n}(x), x \in \mathcal{I}\left(\delta_{0}\right)$, where $R_{n}(x)=\nabla \boldsymbol{N}(x) t_{n}(x)+\boldsymbol{N}(x)\left[\nabla t_{n}(x)\right]^{T}$. Recall that $t_{n}(x)=\left\langle P_{n}(x)-\right.$ $x, \boldsymbol{N}(x)\rangle$ and hence

$$
\begin{aligned}
{\left[\nabla t_{n}(x)\right]^{T} } & =\left[P_{n}(x)-x\right]^{T} \nabla \boldsymbol{N}(x)+\boldsymbol{N}(x)^{T}\left[\nabla P_{n}(x)-\boldsymbol{I}_{d}\right] \\
& =t_{n}(x) \boldsymbol{N}(x)^{T} \nabla \boldsymbol{N}(x)+\boldsymbol{N}(x)^{T}\left[A_{n}(x)-\boldsymbol{I}_{d}\right] \\
& =\boldsymbol{N}(x)^{T}\left[A_{n}(x)-\boldsymbol{I}_{d}\right],
\end{aligned}
$$

where we have used the fact that $N(x)^{T} \nabla N(x)=0$ by differentiating both sides of the equation $\langle\boldsymbol{N}(x), \boldsymbol{N}(x)\rangle=1$. Overall we write

$$
\begin{equation*}
A_{n}(x)=\boldsymbol{I}_{d}+\nabla \boldsymbol{N}(x) t_{n}(x)+\boldsymbol{N}(x) \boldsymbol{N}(x)^{T}\left[A_{n}(x)-\boldsymbol{I}_{d}\right] . \tag{4.27}
\end{equation*}
$$

Furthermore, by taking gradient on both sides of the equation $\widehat{f}\left(P_{n}(x)\right)=f(x), x \in \mathcal{I}\left(\delta_{0}\right)$, we get $\left[\nabla \widehat{f}\left(P_{n}(x)\right)\right]^{T} A_{n}(x)=[\nabla f(x)]^{T}$. Denote $\widetilde{N}(x)=\left\|\nabla \widehat{f}\left(P_{n}(x)\right)\right\|^{-1} \nabla f(x)$. Then we can write

$$
\begin{equation*}
\left[\widehat{\boldsymbol{N}}\left(P_{n}(x)\right)\right]^{T} A_{n}(x)=[\widetilde{\boldsymbol{N}}(x)]^{T} . \tag{4.28}
\end{equation*}
$$

Since $\left\{p_{1}(x), \ldots, p_{d-1}(x), N(x)\right\}$ is an orthonormal basis of $\mathbb{R}^{d}$, we have the following representation of $\widehat{\boldsymbol{N}}\left(P_{n}(x)\right)$ :

$$
\begin{equation*}
\widehat{\boldsymbol{N}}\left(P_{n}(x)\right)=\sum_{i=1}^{d-1}\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{i}(x)\right\rangle p_{i}(x)+\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle \boldsymbol{N}(x) \tag{4.29}
\end{equation*}
$$

Recall $G(x)=\boldsymbol{I}_{d}-\boldsymbol{N}(x) \boldsymbol{N}(x)^{T}$ and (2.3). Note that for any $u, v \in T_{x}(\mathcal{M})$, we have that

$$
\begin{equation*}
u^{T} S(x) v=u^{T} \nabla \boldsymbol{N}(x) v=u^{T} \nabla \boldsymbol{N}(x)^{T} v . \tag{4.30}
\end{equation*}
$$

The above equality can be derived by observing that the matrix $G(x)$ is symmetric and has the property that $G(x) u=u$ and $u^{T} G(x)=u^{T}$, for any $u \in T_{x}(\mathcal{M})$. Hence, $\left[p_{i}(x)\right]^{T} \nabla \boldsymbol{N}(x)=\left[p_{i}(x)\right]^{T} S(x)=$ $\kappa_{i}(x)\left[p_{i}(x)\right]^{T}$. Using (4.27) we obtain

$$
\begin{equation*}
\left[p_{i}(x)\right]^{T} A_{n}(x)=\left[p_{i}(x)\right]^{T}+\left[p_{i}(x)\right]^{T} \nabla \boldsymbol{N}(x) t_{n}(x)=\left[1+t_{n}(x) \kappa_{i}(x)\right]\left[p_{i}(x)\right]^{T} \tag{4.31}
\end{equation*}
$$

Plugging (4.29) and (4.31) into (4.28), we have

$$
\begin{align*}
& {[\widetilde{\boldsymbol{N}}(x)]^{T}} \\
& \quad=\sum_{i=1}^{d-1}\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{i}(x)\right\rangle\left[p_{i}(x)\right]^{T} A_{n}(x)+\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle[\boldsymbol{N}(x)]^{T} A_{n}(x) \\
& =\sum_{i=1}^{d-1}\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{i}(x)\right\rangle\left[1+t_{n}(x) \kappa_{i}(x)\right]\left[p_{i}(x)\right]^{T} \\
& \quad+\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle[\boldsymbol{N}(x)]^{T} A_{n}(x) . \tag{4.32}
\end{align*}
$$

Using Lemmas 4.1 and 2.2, we know with probability one $\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle \neq 0$ for all $x \in \mathcal{I}\left(\delta_{0}\right)$ for large $n$ and so

$$
\begin{equation*}
[\boldsymbol{N}(x)]^{T} A_{n}(x)=\frac{[\widetilde{\boldsymbol{N}}(x)]^{T}-\sum_{i=1}^{d-1}\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{i}(x)\right\rangle\left[1+t_{n}(x) \kappa_{i}(x)\right]\left[p_{i}(x)\right]^{T}}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle} . \tag{4.33}
\end{equation*}
$$

Plugging this into (4.27), we then have

$$
\begin{align*}
& A_{n}(x) \\
& \qquad \begin{array}{l}
\boldsymbol{I}_{d}+\nabla \boldsymbol{N}(x) t_{n}(x)-\boldsymbol{N}(x)[\boldsymbol{N}(x)]^{T} \\
\quad+\frac{\boldsymbol{N}(x)[\widetilde{\boldsymbol{N}}(x)]^{T}-\sum_{i=1}^{d-1}\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{i}(x)\right\rangle\left[1+t_{n}(x) \kappa_{i}(x)\right] \boldsymbol{N}(x)\left[p_{i}(x)\right]^{T}}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle}
\end{array} .
\end{align*}
$$

Again recall that for $i=1, \ldots, d-1$ we have $\nabla \boldsymbol{N}(x) p_{i}(x)=\nabla \boldsymbol{N}(x) G(x) p_{i}(x)=S(x) p_{i}(x)=$ $\kappa_{i}(x) p_{i}(x),[\boldsymbol{N}(x)]^{T} p_{i}(x)=0$ and $[\widetilde{\boldsymbol{N}}(x)]^{T} p_{i}(x)=0$. Also $\left[p_{i}(x)\right]^{T} p_{j}(x)=0$ if $i \neq j$. With the new expression of $A_{n}(x)$ given in (4.34), we have for $j=1, \ldots, d-1$,

$$
\begin{align*}
A_{n}(x) p_{j}(x)= & {\left[1+\kappa_{j}(x) t_{n}(x)\right] p_{j}(x) } \\
& -\frac{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{j}(x)\right\rangle\left[1+t_{n}(x) \kappa_{j}(x)\right]}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), N(x)\right\rangle} N(x) . \tag{4.35}
\end{align*}
$$

Using (4.35), we have

$$
\begin{aligned}
& {\left[\widehat{\boldsymbol{N}}\left(P_{n}(x)\right)\right]^{T} A_{n}(x) p_{j}(x)} \\
& \quad=\left[1+\kappa_{j}(x) t_{n}(x)\right]\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{j}(x)\right\rangle-\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{j}(x)\right\rangle\left[1+t_{n}(x) \kappa_{j}(x)\right]=0,
\end{aligned}
$$

which simply means that $A_{n}(x)$ as a Jacobian matrix converts any vector in the tangent space $T_{x}(\mathcal{M})$ to a vector in the tangent space $T_{P_{n}(x)}\left(\widehat{\mathcal{M})}\right.$ (recall that $\left\{p_{1}(x), \ldots, p_{d-1}\right\}$ is an orthonormal basis that spans $T_{x}(\mathcal{M})$ and $\widehat{\boldsymbol{N}}\left(P_{n}(x)\right)$ is normal to $T_{P_{n}(x)}(\widehat{\mathcal{M}})$ ).

Now using (4.35), for any $1 \leq i, j \leq d-1$, we have

$$
\begin{align*}
& \left\langle A_{n}(x) p_{i}(x), A_{n}(x) p_{j}(x)\right\rangle \\
& \quad=\left[1+\kappa_{i}(x) t_{n}(x)\right]\left[1+\kappa_{j}(x) t_{n}(x)\right] \\
& \quad \times\left[\left\langle p_{i}(x), p_{j}(x)\right\rangle+\frac{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{i}(x)\right\rangle\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{j}(x)\right\rangle}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle^{2}}\right] . \tag{4.36}
\end{align*}
$$

Let $\widetilde{K}(x)=\operatorname{diag}\left(\kappa_{1}(x), \ldots, \kappa_{d-1}(x)\right)$. Notice that $\left\langle p_{i}(x), p_{j}(x)\right\rangle=\delta_{i j}$, which is the Kronecker delta. Then the matrix form of (4.36) is given by

$$
\begin{align*}
& {\left[A_{n}(x) \widetilde{P}(x)\right]^{T}\left[A_{n}(x) \widetilde{P}(x)\right]} \\
& =[ \\
& \quad\left[\boldsymbol{I}_{d-1}+t_{n}(x) \widetilde{K}(x)\right]\left\{\boldsymbol{I}_{d-1}+\frac{\left[\widehat{\boldsymbol{N}}\left(P_{n}(x)\right) \widetilde{P}(x)\right]^{T}\left[\widehat{\boldsymbol{N}}\left(P_{n}(x)\right) \widetilde{P}(x)\right]}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle^{2}}\right\}  \tag{4.37}\\
& \quad \times\left[\boldsymbol{I}_{d-1}+t_{n}(x) \widetilde{K}(x)\right] .
\end{align*}
$$

Hence,

$$
\begin{align*}
\operatorname{det} & \left\{\left[A_{n}(x) \widetilde{P}(x)\right]^{T}\left[A_{n}(x) \widetilde{P}(x)\right]\right\} \\
& =\prod_{i=1}^{d-1}\left[1+t_{n}(x) \kappa_{i}(x)\right]^{2} \operatorname{det}\left\{\boldsymbol{I}_{d-1}+\frac{\left[\widehat{\boldsymbol{N}}\left(P_{n}(x)\right) \widetilde{P}(x)\right]^{T}\left[\widehat{\boldsymbol{N}}\left(P_{n}(x)\right) \widetilde{P}(x)\right]}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle^{2}}\right\} \\
& =\prod_{i=1}^{d-1}\left[1+t_{n}(x) \kappa_{i}(x)\right]^{2}\left\{1+\frac{\left\|\widehat{\boldsymbol{N}}\left(P_{n}(x)\right) \widetilde{P}(x)\right\|^{2}}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle^{2}}\right\} \\
& =\frac{1}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle^{2}} \prod_{i=1}^{d-1}\left[1+t_{n}(x) \kappa_{i}(x)\right]^{2}, \tag{4.38}
\end{align*}
$$

where we have used Sylvester's determinant identity and the fact that

$$
\sum_{i=1}^{d-1}\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), p_{i}(x)\right\rangle^{2}+\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle^{2}=1
$$

Plugging (4.38) into (4.26), we then get (2.12).
Proof of Lemma 2.3. Due to (4.12), $\widehat{\mathcal{M}}_{c+\varepsilon} \subset \mathcal{I}\left(2 \delta_{0}\right)$ for $|\varepsilon| \leq \delta_{0}$ when $\beta_{n}^{(0)} \leq \delta_{1} \wedge \frac{t_{0}}{2 \eta_{0}}$. Recall $r_{1}>0$ given in (4.13). Similar to (4.9), when further $\beta_{n}^{(1)} \leq \frac{1}{2} \varepsilon_{0}$ and $\beta_{n}^{(2)} \leq \frac{1}{2} Q_{0}$, we have for $x \in \widehat{\mathcal{M}}$ and
$t \in\left[0, r_{1}\right]$,

$$
\begin{equation*}
\left|\widehat{f}\left(\widehat{\zeta}_{x}(t)\right)-\widehat{f}(x)\right| \geq \frac{1}{2} \varepsilon_{0} t-\frac{3}{4} Q_{0} t^{2} \geq \frac{1}{4} \varepsilon_{0} t \tag{4.39}
\end{equation*}
$$

Then similar to (4.10), for $|\varepsilon| \leq \delta_{0} \wedge \frac{1}{4} \varepsilon_{0} r_{1}$,

$$
\begin{equation*}
d_{H}\left(\widehat{\mathcal{M}}_{c}, \widehat{\mathcal{M}}_{c+\varepsilon}\right) \leq \frac{4}{\varepsilon_{0}}|\varepsilon| \leq \eta_{0}|\varepsilon| . \tag{4.40}
\end{equation*}
$$

Hence with $r_{2}=\delta_{0} \wedge\left((2-\sqrt{2}) r_{1} / \eta_{0}\right)$, we have

$$
\sup _{\varepsilon \in\left[-r_{2}, r_{2}\right]} d_{H}\left(\widehat{\mathcal{M}}_{c}, \widehat{\mathcal{M}}_{c+\varepsilon}\right) \leq(2-\sqrt{2}) r_{1},
$$

which by Theorem 1 in [16] implies that $\widehat{\mathcal{M}}_{c}$ and $\widehat{\mathcal{M}}_{c+\varepsilon}$ are normal compatible for all $|\varepsilon| \leq r_{2}$. Therefore $\left|\widehat{\widehat{t}}_{\varepsilon}(x)\right| \leq d_{H}\left(\widehat{\mathcal{M}}_{c}, \widehat{\mathcal{M}}_{c+\varepsilon}\right) \leq \eta_{0}|\varepsilon|$ for all $x \in \widehat{f}^{-1}(c)$ and $|\varepsilon| \leq r_{2}$. Using Taylor expansion, we have

$$
\begin{align*}
c+\varepsilon & =\widehat{f}\left(P_{\varepsilon}(x)\right)=c+\widehat{t}_{\varepsilon}(x)\langle\widehat{\boldsymbol{N}}(x), \nabla \widehat{f}(x)\rangle+\delta_{\varepsilon}(x) \\
& =c+\widehat{t}_{\varepsilon}(x)\|\nabla \widehat{f}(x)\|+\delta_{\varepsilon}(x) \tag{4.41}
\end{align*}
$$

where $\delta_{\varepsilon}(x)=\frac{1}{2} \widehat{t}_{\varepsilon}(x)^{2}[\widehat{\boldsymbol{N}}(x)]^{T} \nabla^{2} \widehat{f}\left(\widehat{\zeta}_{x}\left(s_{1}\right)\right) \widehat{\boldsymbol{N}}(x)$ for some $s_{1}$ between 0 and $\widehat{\varepsilon}_{\varepsilon}(x)$. Note that when $\beta_{n}^{(2)} \leq \frac{1}{2} Q_{0}$, we have $\left|\delta_{\varepsilon}(x)\right| \leq Q_{0} \eta_{0}^{2} \varepsilon^{2}$ for all $x \in \widehat{f}^{-1}(c)$. Also we can write $\widehat{t}_{\varepsilon}(x)=\|\nabla \widehat{f}(x)\|^{-1}(\varepsilon-$ $\left.\delta_{\varepsilon}(x)\right)$ by (4.41). Plugging this into the expression of $\delta_{\varepsilon}(x)$, when $\beta_{n}^{(1)} \leq \frac{1}{2} \varepsilon_{0}$ and $\beta_{n}^{(2)} \leq \frac{1}{2} Q_{0}$ we obtain

$$
\|\nabla \widehat{f}(x)\|^{-1} \delta_{\varepsilon}(x)=\frac{1}{2} \varepsilon^{2}\|\nabla \widehat{f}(x)\|^{-3}\|\widehat{N}(x)\|_{\nabla^{2} \widehat{f}(x)}^{2}+\eta_{\varepsilon}(x)
$$

where

$$
\begin{aligned}
\left|\eta_{\varepsilon}(x)\right| & \leq \frac{8 Q_{0}^{2} \eta_{0}^{2}}{\varepsilon_{0}^{3}}|\varepsilon|^{3}+\frac{4 Q_{0}^{3} \eta_{0}^{4}}{\varepsilon_{0}^{3}} \varepsilon^{4}+\frac{4 \varepsilon^{2}}{\varepsilon_{0}^{3}}\left(2 \beta_{n}^{(2)}+\left\|\nabla^{2} f\left(\widehat{\zeta}_{x}\left(s_{1}\right)\right)-\nabla^{2} f(x)\right\|_{F}\right) \\
& \leq \frac{\left(8 Q_{0}^{2} \eta_{0}^{2}+4 Q_{0}^{3} \eta_{0}^{4} r_{2}\right) \vee(4 d)}{\varepsilon_{0}^{3}}\left(|\varepsilon|^{3}+\varepsilon^{2} \beta_{n}^{(2)}+\varepsilon^{2} \psi_{f}^{(2)}\left(\eta_{0}|\varepsilon|\right)\right) .
\end{aligned}
$$

Then immediately we get (2.18).
To prove Theorem 2.5, we need the following proposition, where we denote $P_{\varepsilon}^{*}(x)=x+\varepsilon \widehat{N}(x)$.
Proposition 4.1. Let $g: \mathcal{I}\left(2 \delta_{0}\right) \rightarrow \mathbb{R}$ be an integrable function. Under the assumption $(\mathrm{F})$, when $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right) \leq C_{0}$ and $\varepsilon_{n} \in\left(0, r_{1} \wedge r_{2}\right]$, where $C_{0}$ and $r_{1}$ are given in Lemma 2.1, and $r_{2}$ is given in Lemma 2.3, we have

$$
\begin{align*}
& \lambda_{\varepsilon_{n}}^{(1)}(\widehat{f}, g)=\frac{1}{2 \varepsilon_{n}} \int_{-\varepsilon_{n}}^{\varepsilon_{n}} \lambda\left(\widehat{f}, \frac{\left(g \circ P_{\varepsilon}\right) \times \prod_{i=1}^{d-1}\left[1+\widehat{t}_{\varepsilon} \widehat{\kappa}_{i}\right]}{\left\langle\widehat{\boldsymbol{N}} \circ P_{\varepsilon}, \widehat{\boldsymbol{N}}\right\rangle}\right) d \varepsilon,  \tag{4.42}\\
& \lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g)=\frac{1}{2 \varepsilon_{n}} \int_{-\varepsilon_{n}}^{\varepsilon_{n}} \lambda\left(\widehat{f},\left(g \circ P_{\varepsilon}^{*}\right) \times \operatorname{det}\left(\boldsymbol{I}_{d}+\varepsilon \widehat{S}\right)\right) d \varepsilon . \tag{4.43}
\end{align*}
$$

Proof of Proposition 4.1. By Lemma 2.3, the map $P_{\varepsilon}$ is a diffeomorphism between $\widehat{\mathcal{M}}_{c}$ and $\widehat{\mathcal{M}}_{c+\varepsilon}$ for $\varepsilon \in\left[-r_{2}, r_{2}\right]$. Then following a similar proof of Theorem 2.3, we have for $\varepsilon \in\left[-r_{2}, r_{2}\right]$,

$$
\begin{equation*}
\lambda_{c+\varepsilon}(\widehat{f}, g)=\int_{\widehat{\mathcal{M}}_{c}} \frac{g\left(P_{\varepsilon}(x)\right) \prod_{i=1}^{d-1}\left[1+\widehat{t}_{\varepsilon}(x) \widehat{\kappa}_{i}(x)\right]}{\left\langle\widehat{\boldsymbol{N}}\left(P_{\varepsilon}(x)\right), \widehat{\boldsymbol{N}}(x)\right\rangle} d \mathscr{H}(x), \tag{4.44}
\end{equation*}
$$

and therefore (4.42) follows by using (2.15).
The set $\widehat{\mathcal{M}}_{c} \oplus \varepsilon_{n}$ is tube of radius $\varepsilon_{n}$ around the submanifold $\widehat{\mathcal{M}}_{c}$. Then $\widehat{\zeta}(x, \varepsilon):=\widehat{\zeta}_{x}(\varepsilon)$ defines a diffeomorphism between $\widehat{\mathcal{M}}_{c} \times\left[-\varepsilon_{n}, \varepsilon_{n}\right]$ and $\widehat{\mathcal{M}}_{c} \oplus \varepsilon_{n}$ for $\varepsilon_{n} \in\left(0, r_{1}\right]$. The Weyl's volume element in the tube given in [62] (also see [27]) is $\operatorname{det}\left(\boldsymbol{I}_{d}+\varepsilon \widehat{S}(x)\right) d \varepsilon d \mathscr{H}(x)$, where $\widehat{S}(x)$ is the shape operator on $\widehat{\mathcal{M}}$ as defined in (2.3). Therefore,

$$
\begin{equation*}
\lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g)=\frac{1}{2 \varepsilon_{n}} \int_{\widehat{\mathcal{M}}_{c}} \int_{-\varepsilon_{n}}^{\varepsilon_{n}} g(x+\varepsilon \widehat{\boldsymbol{N}}(x)) \operatorname{det}\left(\boldsymbol{I}_{d}+\varepsilon \widehat{S}(x)\right) d \varepsilon d \mathscr{H}(x) \tag{4.45}
\end{equation*}
$$

This is (4.43).
Proof of Theorem 2.5. Below we discuss the cases of $j=1$ and $j=2$ for $\lambda_{\varepsilon_{n}}^{(j)}$, respectively.
Case of $\lambda_{\varepsilon_{n}}^{(1)}$. We continue to use the notation given in the proof of Lemma 2.1. First we will use the following elementary results under the assumption (F). When $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right) \leq C_{0}$, for all $x \in \widehat{\mathcal{M}}_{c}$ and $|\varepsilon| \leq r_{2}$, using (2.2) and Taylor expansion we have

$$
\begin{align*}
\|G(x)\|_{F} & =\sqrt{d-1}, \\
\|\nabla N(x)\|_{F} & \leq \frac{\sqrt{d} Q_{0}}{\varepsilon_{0}}, \\
\left\|N(x)-N\left(P_{\varepsilon}(x)\right)\right\| & \leq \frac{\sqrt{d} Q_{0} \eta_{0}|\varepsilon|}{\varepsilon_{0}}, \\
\left|\|\nabla f(x)\|^{-1}-\left\|\nabla f\left(P_{\varepsilon}(x)\right)\right\|^{-1}\right| & \leq \frac{Q_{0} \eta_{0}|\varepsilon|}{\varepsilon_{0}^{2}}, \\
\left\|G(x)-G\left(P_{\varepsilon}(x)\right)\right\|_{F} & \leq \frac{2 \sqrt{d} Q_{0} \eta_{0}|\varepsilon|}{\varepsilon_{0}}, \\
\left\|\nabla N(x)-\nabla N\left(P_{\varepsilon}(x)\right)\right\|_{F} & \leq \frac{3 \sqrt{d} Q_{0}^{2} \eta_{0}}{\varepsilon_{0}^{2}}|\varepsilon|+\frac{d \sqrt{d}}{\varepsilon_{0}} \psi_{f}^{(2)}\left(\eta_{0}|\varepsilon|\right),  \tag{4.46}\\
\left|\|\nabla \widehat{f}(x)\|^{-1}-\|\nabla f(x)\|^{-1}\right| & \leq \frac{2 \beta_{n}^{(1)}}{\varepsilon_{0}^{2}}, \\
\|\widehat{N}(x)-N(x)\| & \leq \frac{4 \beta_{n}^{(1)}}{\varepsilon_{0}}, \\
\|\widehat{G}(x)-G(x)\|_{F} & \leq \frac{16 \beta_{n}^{(1)}}{\varepsilon_{0}} \text { and } \\
\|\nabla \widehat{\boldsymbol{N}}(x)-\nabla N(x)\|_{F} & \leq \frac{(48+3 \sqrt{d}) Q_{0}}{\varepsilon_{0}^{2}} \beta_{n}^{(1)}+\frac{\sqrt{d}}{\varepsilon_{0}} \beta_{n}^{(2)} .
\end{align*}
$$

Note that using Taylor expansion and Lemma 2.3, for $x \in \widehat{\mathcal{M}}$ and $|\varepsilon| \leq r_{2}$ we have that

$$
\begin{aligned}
1- & \left\langle\widehat{\boldsymbol{N}}\left(P_{\varepsilon}(x)\right), \widehat{\boldsymbol{N}}(x)\right\rangle \\
& =\frac{1}{2}\left\|\widehat{\boldsymbol{N}}\left(P_{\varepsilon}(x)\right)-\widehat{\boldsymbol{N}}(x)\right\|^{2} \\
& =\frac{1}{2}\left\|\int_{0}^{1} \nabla \widehat{\boldsymbol{N}}\left((1-s) x+s P_{\varepsilon}(x)\right) d s\left[P_{\varepsilon}(x)-x\right]\right\|^{2} \\
& =\frac{1}{2}\left\|\int_{0}^{1}\left[\nabla \widehat{\boldsymbol{N}}\left((1-s) x+s P_{\varepsilon}(x)\right)-\nabla \widehat{\boldsymbol{N}}(x)\right] d s\left[P_{\varepsilon}(x)-x\right]\right\|^{2} \\
& \leq \frac{1}{2}\left\|\int_{0}^{1}\left[\nabla \widehat{\boldsymbol{N}}\left((1-s) x+s P_{\varepsilon}(x)\right)-\nabla \widehat{\boldsymbol{N}}(x)\right] d s\right\|_{F}^{2}\left\|P_{\varepsilon}(x)-x\right\|^{2} \\
& \leq \frac{1}{2}\left[2 \frac{(48+3 \sqrt{d}) Q_{0}}{\varepsilon_{0}^{2}} \beta_{n}^{(1)}+\frac{2 \sqrt{d}}{\varepsilon_{0}} \beta_{n}^{(2)}+\frac{3 \sqrt{d} Q_{0}^{2} \eta_{0}}{\varepsilon_{0}^{2}} \varepsilon+\frac{d \sqrt{d}}{\varepsilon_{0}} \psi_{f}^{(2)}\left(\eta_{0}|\varepsilon|\right)\right]^{2} \eta_{0}^{2} \varepsilon^{2}=: \alpha_{\varepsilon} .
\end{aligned}
$$

Here we further restrict $|\varepsilon| \leq \widetilde{r}_{2}$ for some $\widetilde{r}_{2}>0$ such that $\alpha_{\varepsilon_{n}}<1$, which then implies

$$
\begin{equation*}
1<\left\langle\widehat{\boldsymbol{N}}\left(P_{\varepsilon}(x)\right), \widehat{\boldsymbol{N}}(x)\right\rangle^{-1} \leq 1+\alpha_{\varepsilon} \tag{4.47}
\end{equation*}
$$

Using (2.18) and Taylor expansion,

$$
\begin{align*}
g( & \left.P_{\varepsilon}(x)\right) \\
\quad= & g(x)+\widehat{t}_{\varepsilon}(x)\langle\nabla g(x), \widehat{N}(x)\rangle \\
& +\frac{1}{2} \widehat{t}_{\varepsilon}(x)^{2} \int_{0}^{1}[\widehat{N}(x)]^{T} \nabla^{2} g\left((1-s) x+s P_{\varepsilon}(x)\right) \widehat{N}(x) d s \\
= & g(x)+\varepsilon\|\nabla \widehat{f}(x)\|^{-1}\langle\nabla g(x), \widehat{N}(x)\rangle+\frac{1}{2} \varepsilon^{2}\|\nabla \widehat{f}(x)\|^{-2}\|\widehat{N}(x)\|_{\nabla^{2} g(x)}^{2} \\
& -\frac{1}{2} \varepsilon^{2}\|\nabla \widehat{f}(x)\|^{-3}\|\widehat{N}(x)\|_{\nabla^{2} \widehat{f}(x)}^{2}\langle\nabla g(x), \widehat{N}(x)\rangle+\delta_{\varepsilon, 1}(x), \tag{4.48}
\end{align*}
$$

where for all $x \in \widehat{\mathcal{M}}_{c}$ and $|\varepsilon| \leq r_{2},\left|\delta_{\varepsilon, 1}(x)\right|$ is bounded from above by

$$
J_{1} C_{3}\left(|\varepsilon|^{3}+\varepsilon^{2} \beta_{n}^{(2)}+\varepsilon^{2} \psi_{f}^{(2)}\left(\eta_{0}|\varepsilon|\right)\right)+\left(\frac{4 Q_{0} \eta_{0}^{2}|\varepsilon|^{3}}{\varepsilon_{0}^{3}}+\frac{2 Q_{0}^{2} \eta_{0}^{4} \varepsilon^{4}}{\varepsilon_{0}^{4}}\right) J_{2}+\frac{d}{2} \eta_{0}^{2} \varepsilon^{2} \psi_{g}^{(2)}\left(\eta_{0}|\varepsilon|\right),
$$

with $C_{3}>0$ given in Lemma 2.3. Recall that $\widehat{H}(x)=\sum_{i=1}^{d-1} \widehat{\kappa}_{i}(x)$. Denote $\widehat{Q}(x)=\frac{1}{2} \sum_{i \neq j} \widehat{\kappa}_{i}(x) \times$ $\widehat{\kappa}_{j}(x)$ when $d \geq 3$, and set $\widehat{Q}(x) \equiv 0$ when $d=2$. Notice that

$$
\max _{i=1, \ldots, d-1}\left|\widehat{\kappa}_{i}(x)\right| \leq\|\nabla \widehat{\boldsymbol{N}}(x)\|_{F}\|\widehat{G}(x)\|_{F} \leq \frac{3(8+\sqrt{d})^{2} Q_{0}}{\varepsilon_{0}}=: A_{0} .
$$

Hence $|\widehat{H}(x)|=|\operatorname{tr}[\nabla \widehat{\boldsymbol{N}}(x) \widehat{G}(x)]| \leq \sqrt{d}\|\nabla \widehat{\boldsymbol{N}}(x)\|_{F}\|\widehat{G}(x)\|_{F} \leq \sqrt{d} A_{0}$ and $|\widehat{Q}(x)| \leq \frac{1}{2}|\widehat{H}(x)|^{2} \leq$ $\frac{1}{2} d^{2} A_{0}^{2}$. Using (2.18) again, we have

$$
\prod_{i=1}^{d-1}\left[1+\widehat{t}_{\varepsilon}(x) \widehat{\kappa}_{i}(x)\right]=1+\widehat{t}_{\varepsilon}(x) \widehat{H}(x)+\left[\widehat{t}_{\varepsilon}(x)\right]^{2} \widehat{Q}(x)+\delta_{\varepsilon, 2}(x)
$$

where $\left|\delta_{\varepsilon, 2}(x)\right| \leq A_{0}^{3} \eta_{0}^{3}|\varepsilon|^{3} d^{2}\left(1+A_{0} \eta_{0}|\varepsilon|\right)^{d}=: u(\varepsilon)$ for all $\widehat{\mathcal{M}}_{c}$ and $|\varepsilon| \leq r_{2}$. Hence,

$$
\begin{align*}
\prod_{i=1}^{d-1}\left[1+\widehat{t}_{\varepsilon}(x) \widehat{\kappa}_{i}(x)\right]= & 1+\varepsilon\|\nabla \widehat{f}(x)\|^{-1} \widehat{H}(x)+\varepsilon^{2}\|\nabla \widehat{f}(x)\|^{-2} \widehat{Q}(x) \\
& -\frac{1}{2} \varepsilon^{2}\|\nabla \widehat{f}(x)\|^{-3} \widehat{H}(x)\|\widehat{N}(x)\|_{\nabla^{2} \widehat{f}(x)}^{2}+\delta_{\varepsilon, 3}(x) \tag{4.49}
\end{align*}
$$

where

$$
\left|\delta_{\varepsilon, 3}(x)\right| \leq \sqrt{d} A_{0} C_{3}\left(|\varepsilon|^{3}+\varepsilon^{2} \beta_{n}^{(2)}+\varepsilon^{2} \psi_{f}^{(2)}\left(\eta_{0}|\varepsilon|\right)\right)+\frac{1}{2} d^{2} A_{0}^{2}\left(\frac{Q_{0} \eta_{0}^{2}|\varepsilon|^{3}}{2 \varepsilon_{0}^{2}}+\frac{Q_{0}^{2} \eta_{0}^{4} \varepsilon^{4}}{4 \varepsilon_{0}^{2}}\right)+u(\varepsilon) .
$$

Combining (4.47), (4.48), and (4.49), we get

$$
\frac{g\left(P_{\varepsilon}(x)\right) \prod_{i=1}^{d-1}\left[1+\widehat{t}_{\varepsilon}(x) \widehat{\kappa}_{i}(x)\right]}{\left\langle\widehat{\boldsymbol{N}}\left(P_{\varepsilon}(x)\right), \widehat{\boldsymbol{N}}(x)\right\rangle}=g(x)+\varepsilon \eta_{n}^{(1)}(x)+\varepsilon^{2} \theta_{n}^{(1)}(x)+\delta_{\varepsilon, 4}(x),
$$

where

$$
\begin{align*}
\eta_{n}^{(1)}(x)= & \|\nabla \widehat{f}(x)\|^{-1}\langle\nabla g(x), \widehat{N}(x)\rangle+g(x)\|\nabla \widehat{f}(x)\|^{-1} \widehat{H}(x), \\
\theta_{n}^{(1)}(x)= & \|\nabla \widehat{f}(x)\|^{-2} \widehat{H}(x)\langle\nabla g(x), \widehat{N}(x)\rangle \\
& +\frac{1}{2}\left[\|\nabla \widehat{f}(x)\|^{-2}\|\widehat{N}(x)\|_{\nabla^{2} g(x)}^{2}\right.  \tag{4.50}\\
& \left.-\|\nabla \widehat{f}(x)\|^{-3}\|\widehat{N}(x)\|_{\nabla^{2} \widehat{f}(x)}^{2}\langle\nabla g(x), \widehat{N}(x)\rangle\right] \\
& +g(x)\left[\|\nabla \widehat{f}(x)\|^{-2} \widehat{Q}(x)-\frac{1}{2}\|\nabla \widehat{f}(x)\|^{-3} \widehat{H}(x)\|\widehat{N}(x)\|_{\nabla^{2} \widehat{f}(x)}^{2}\right],
\end{align*}
$$

and $\left|\delta_{\varepsilon, 4}(x)\right| \leq A_{1} \phi_{n, \varepsilon}$ for some constant $A_{1}>0$ for all $x \in \widehat{\mathcal{M}}_{c}$ and $|\varepsilon| \leq \min \left(r_{1}, r_{2}, \widetilde{r}_{2}\right)=: r_{3}$. Therefore from (4.44) we have that when $\varepsilon_{n} \leq r_{3}$,

$$
\begin{aligned}
\lambda_{\varepsilon_{n}}^{(1)}(\widehat{f}, g) & =\frac{1}{2 \varepsilon_{n}} \int_{-\varepsilon_{n}}^{\varepsilon_{n}} \int_{\widehat{\mathcal{M}_{c}}}\left[g(x)+\varepsilon \eta_{n}^{(1)}(x)+\varepsilon^{2} \theta_{n}^{(1)}(x)+\delta_{\varepsilon, 4}(x)\right] d \mathscr{H}(x) d \varepsilon \\
& =\lambda(\widehat{f}, g)+\varepsilon_{n}^{2} \mu_{n}^{(1)}+\rho_{n}^{(1)},
\end{aligned}
$$

where $\mu_{n}^{(1)}=\frac{1}{3} \lambda\left(\widehat{f}, \theta_{n}^{(1)}\right)$ and $\left|\rho_{n}^{(1)}\right| \leq A_{1} \phi_{n, \varepsilon_{n}}$, which is (2.19) for $j=1$.

Case of $\lambda_{\varepsilon_{n}}^{(2)}$. Next, we derive an approximation to $\lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g)$. By Taylor expansion,

$$
\begin{aligned}
g(x+\varepsilon \widehat{\boldsymbol{N}}(x)) & =g(x)+\varepsilon\langle\widehat{\boldsymbol{N}}(x), \nabla g(x)\rangle+\frac{1}{2} \varepsilon^{2}[\widehat{\boldsymbol{N}}(x)]^{T} \int_{0}^{1} \nabla^{2} g(x+s \varepsilon \widehat{\boldsymbol{N}}(x)) d s \widehat{\boldsymbol{N}}(x) \\
& =g(x)+\varepsilon\langle\widehat{\boldsymbol{N}}(x), \nabla g(x)\rangle+\frac{1}{2} \varepsilon^{2}\|\widehat{\boldsymbol{N}}(x)\|_{\nabla^{2} g(x)}^{2}+\delta_{\varepsilon, 5}(x),
\end{aligned}
$$

where $\left|\delta_{\varepsilon, 5}(x)\right| \leq \frac{d}{2} \psi_{g}^{(2)}(|\varepsilon|) \varepsilon^{2}$ for $x \in \widehat{\mathcal{M}}_{c}$ and $|\varepsilon| \leq r_{3}$. Also $\operatorname{det}\left(\boldsymbol{I}_{d}+\varepsilon \widehat{S}(x)\right)=1+\varepsilon \widehat{H}(x)+$ $\varepsilon^{2} \widehat{Q}(x)+\delta_{\varepsilon, 6}(x)$, where $\left|\delta_{\varepsilon, 6}(x)\right| \leq|\varepsilon|^{3} d^{2}\left(1+A_{0}|\varepsilon|\right)^{d}$. Hence, $g(x+\varepsilon \widehat{\boldsymbol{N}}(x)) \operatorname{det}\left(\boldsymbol{I}_{d}+\varepsilon \widehat{S}(x)\right)=$ $g(x)+\varepsilon \eta_{n}^{(2)}(x)+\varepsilon^{2} \theta_{n}^{(2)}(x)+\delta_{\varepsilon, 7}(x)$, where $\left|\delta_{\varepsilon, 7}(x)\right| \leq A_{2} \phi_{n, \varepsilon}$ for some constant $A_{2}>0$ for all $x \in \widehat{\mathcal{M}}_{c}$ and $|\varepsilon| \leq r_{3}$ and

$$
\begin{align*}
& \eta_{n}^{(2)}(x)=\langle\widehat{N}(x), \nabla g(x)\rangle+g(x) \widehat{H}(x), \\
& \theta_{n}^{(2)}(x)=\widehat{H}(x)\langle\widehat{N}(x), \nabla g(x)\rangle+\frac{1}{2}\|\widehat{N}(x)\|_{\nabla^{2} g(x)}^{2}+g(x) \widehat{Q}(x) . \tag{4.51}
\end{align*}
$$

From (4.45), we have that when $\varepsilon_{n} \leq r_{3}, \lambda_{\varepsilon_{n}}^{(2)}(\widehat{f}, g)=\frac{1}{2 \varepsilon_{n}} \int_{-\varepsilon_{n}}^{\varepsilon_{n}} \lambda\left(\widehat{f}, g+\varepsilon \eta_{n}^{(2)}+\varepsilon^{2} \theta_{n}^{(2)}+\delta_{\varepsilon, 7}\right) d \varepsilon$, which yields (2.19) for $j=2$.

Proof of Corollary 2.1. We can write $\lambda_{\varepsilon_{n}}^{*}\left(\widehat{f}, p_{n}\right)-\lambda(f, p)=D_{n, 1}+D_{n, 2}+D_{n, 3}$, where $D_{n, 1}=$ $\lambda_{\varepsilon_{n}}^{*}\left(\widehat{f}, p_{n}-p\right), D_{n, 2}=\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, p)-\lambda(\widehat{f}, p)$, and $D_{n, 3}=\lambda(\widehat{f}, p)-\lambda(f, p)$. It follows from the calculation in the proof of Theorems 2.5 and 2.1 that under the assumption of this corollary we can find a constant $C_{5}>0$ such that $\left|D_{n, 1}\right| \leq C_{5} \eta_{p, n},\left|D_{n, 2}\right| \leq C_{5}\left(\psi_{p}^{(0)}\left(\left(\eta_{0} \vee 1\right) \varepsilon_{n}\right)+\varepsilon_{n}\right)$, and $\left|D_{n, 3}\right| \leq C_{5}\left(\psi_{p}^{(0)}\left(\eta_{0} \beta_{n}^{(0)}\right)+\beta_{n}^{(0)}+\left(\beta_{n}^{(1)}\right)^{2}\right)$. Then we get (2.20), and (2.21) is a consequence of Lemma 4.1.

Proof of Theorem 2.1. We assume that $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right)<C_{0}$ and $0<\varepsilon_{n} \leq r_{3}$, where $C_{0}$ is given in Lemma 2.1 and $r_{3}$ is given in Theorem 2.5. First, we consider the case $\lambda_{\varepsilon_{n}}^{*}=\lambda$. Using Theorem 2.3, we can write $\lambda(\widehat{f}, g)-\lambda(f, g)=\mathrm{I}_{n}+\mathrm{II}_{n}+\mathrm{III}_{n}$, where

$$
\begin{align*}
\mathrm{I}_{n} & =\int_{\mathcal{M}}\left[g\left(P_{n}(x)\right)-g(x)\right] d \mathscr{H}(x),  \tag{4.52}\\
\mathrm{II}_{n} & =\int_{\mathcal{M}} g(x)\left\{\frac{\prod_{i=1}^{d-1}\left[1+t_{n}(x) \kappa_{i}(x)\right]}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), N(x)\right\rangle}-1\right\} d \mathscr{H}(x),  \tag{4.53}\\
\mathrm{III}_{n} & =\int_{\mathcal{M}}\left[g\left(P_{n}(x)\right)-g(x)\right]\left\{\frac{\prod_{i=1}^{d-1}\left[1+t_{n}(x) \kappa_{i}(x)\right]}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), N(x)\right\rangle}-1\right\} d \mathscr{H}(x) . \tag{4.54}
\end{align*}
$$

We first study $\mathrm{I}_{n}$. Since by definition $P_{n}(x)-x=t_{n}(x) N(x)$, using Taylor expansion and Lemma 2.2 we have that

$$
\begin{equation*}
\mathrm{I}_{n}=\int_{\mathcal{M}}\left\{\|\nabla f(x)\|^{-1}[f(x)-\widehat{f}(x)] \boldsymbol{N}(x)^{T} \nabla g(x)\right\} d \mathscr{H}(x)+L_{n}, \tag{4.55}
\end{equation*}
$$

where for some $0<s<1$ with $\delta_{n}$ given in (2.10),

$$
L_{n}=\int_{\mathcal{M}}\left[\delta_{n}(x) \boldsymbol{N}(x)^{T} \nabla g(x)+\frac{1}{2} t_{n}^{2}(x) \boldsymbol{N}(x)^{T} \nabla^{2} g\left(x+s \boldsymbol{N}(x) t_{n}(x)\right) \boldsymbol{N}(x)\right] d \mathscr{H}(x)
$$

We apply Lemmas 2.1 and 2.2 to the integrand of $L_{n}$ and then obtain

$$
\begin{equation*}
\left|L_{n}\right| \leq C_{1} \lambda(f, 1) J_{1}\left(\beta_{n}^{(0)} \beta_{n}^{(1)}+\left(\beta_{n}^{(0)}\right)^{2}\right)+\frac{1}{2} \lambda(f, 1) J_{2} \eta_{0}^{2}\left(\beta_{n}^{(0)}\right)^{2} \tag{4.56}
\end{equation*}
$$

where $C_{1}$ is given in Lemma 2.2.
Next we focus on $\mathrm{II}_{n}$. We will keep using the elementary results given in (4.46) at the beginning of the proof of Theorem 2.5. Notice that for $x \in \mathcal{M}$ both $N(x)$ and $\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right)\right.$ are vectors with unit norm and hence $\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle=1-\frac{1}{2}\left\|\widehat{\boldsymbol{N}}\left(P_{n}(x)\right)-\boldsymbol{N}(x)\right\|^{2}$. Observe that

$$
\begin{equation*}
\widehat{\boldsymbol{N}}\left(P_{n}(x)\right)-\boldsymbol{N}(x)=[\widehat{\boldsymbol{N}}(x)-\boldsymbol{N}(x)]+\delta_{n, 1}(x), \tag{4.57}
\end{equation*}
$$

where $\delta_{n, 1}(x)=\left\{\left[\widehat{\boldsymbol{N}}\left(P_{n}(x)\right)-\boldsymbol{N}\left(P_{n}(x)\right)\right]-[\widehat{\boldsymbol{N}}(x)-\boldsymbol{N}(x)]\right\}+\left[\boldsymbol{N}\left(P_{n}(x)\right)-\boldsymbol{N}(x)\right]$. Denote $U_{n}(x)=$ $\widehat{\boldsymbol{N}}(x)-\boldsymbol{N}(x)$. Then using Taylor expansion, we get

$$
\delta_{n, 1}(x)=\int_{0}^{1}\left[\nabla U_{n}\left(a P_{n}(x)+(1-a) x\right)+\nabla \boldsymbol{N}\left(a P_{n}(x)+(1-a) x\right)\right] d a\left[P_{n}(x)-x\right],
$$

and therefore by using Lemma 2.1 we get for $x \in \mathcal{M}$

$$
\begin{equation*}
\left\|\delta_{n, 1}(x)\right\| \leq \frac{(24+3 \sqrt{d}) Q_{0} \eta_{0}}{\varepsilon_{0}} \beta_{n}^{(0)} \tag{4.58}
\end{equation*}
$$

We denote $V_{n}(x)=\nabla \widehat{f}(x)-\nabla f(x)$ and $V_{n}^{(j)}(x)=\|\nabla \widehat{f}(x)\|^{j}-\|\nabla f(x)\|^{j}$ for $j \in \mathbb{Z}$. Notice that $V_{n}^{(2)}(x)=2\left\langle\nabla f(x), V_{n}(x)\right\rangle+\left\|V_{n}(x)\right\|^{2}$. Furthermore, using Taylor expansion,

$$
\begin{aligned}
V_{n}^{(-1)}(x) & =\|\nabla f(x)\|^{-1}\left\{\left(1+\|\nabla f(x)\|^{-2} V_{n}^{(2)}(x)\right)^{-1 / 2}-1\right\} \\
& =-\frac{1}{2}\|\nabla f(x)\|^{-3} V_{n}^{(2)}(x)+\delta_{n, 2}(x),
\end{aligned}
$$

where $\delta_{n, 2}(x)=\frac{3}{8}(1+s(x))^{-\frac{5}{2}}\|\nabla f(x)\|^{-5}\left[V_{n}^{(2)}(x)\right]^{2}$, for some $|s(x)| \leq\|\nabla f(x)\|^{-2}\left|V_{n}^{(2)}(x)\right|$. Note that $|s(x)| \leq \frac{5 \beta_{n}^{(1)}}{2 \varepsilon_{0}} \leq \frac{5}{8}$ when $\beta_{n}^{(1)} \leq \frac{1}{4} \varepsilon_{0}$, which is also what we assume for the rest of the proof. Therefore, we can write

$$
\begin{equation*}
V_{n}^{(-1)}(x)=-\|\nabla f(x)\|^{-3}\left\langle\nabla f(x), V_{n}(x)\right\rangle+\delta_{n, 3}(x), \tag{4.59}
\end{equation*}
$$

where $\delta_{n, 3}(x)=-\frac{1}{2}\|\nabla f(x)\|^{-3}\left\|V_{n}(x)\right\|^{2}+\delta_{n, 2}(x)$. We have $\left|\delta_{n, 3}(x)\right| \leq \frac{74}{\varepsilon_{0}^{3}}\left(\beta_{n}^{(1)}\right)^{2}$. Recall that $G(x)=\boldsymbol{I}_{d}-\boldsymbol{N}(x) \boldsymbol{N}(x)^{T}$. Using (4.59), we have

$$
\begin{align*}
\widehat{\boldsymbol{N}}(x)-\boldsymbol{N}(x) & =\|\nabla f(x)\|^{-1} V_{n}(x)+V_{n}^{(-1)}(x) \nabla f(x)+V_{n}^{(-1)}(x) V_{n}(x) \\
& =\|\nabla f(x)\|^{-1} V_{n}(x)-\|\nabla f(x)\|^{-3}\left\langle\nabla f(x), V_{n}(x)\right\rangle \nabla f(x)+\delta_{n, 4}(x) \\
& =G(x)\|\nabla f(x)\|^{-1} V_{n}(x)+\delta_{n, 4}(x), \tag{4.60}
\end{align*}
$$

where $\delta_{n, 4}(x)=\delta_{n, 3}(x) \nabla f(x)+V_{n}^{(-1)}(x) V_{n}(x)$. We have $\left\|\delta_{n, 4}(x)\right\| \leq \frac{76}{\varepsilon_{0}^{2}}\left(\beta_{n}^{(1)}\right)^{2}$ due to (4.59). Using (4.57), (4.58), and (4.60), we have

$$
\begin{align*}
& \left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle \\
& \quad=1-\frac{1}{2}\left\|[\widehat{\boldsymbol{N}}(x)-\boldsymbol{N}(x)]+\delta_{n, 1}(x)\right\|^{2} \\
& \quad=1-\frac{1}{2}\|G(x)\| \nabla f(x)\left\|^{-1} V_{n}(x)+\delta_{n, 4}(x)+\delta_{n, 1}(x)\right\|^{2} \\
& \quad=1-\frac{1}{2}\|\nabla f(x)\|^{-2}\left[V_{n}(x)\right]^{T} G(x)\left[V_{n}(x)\right]+\delta_{n, 5}(x), \tag{4.61}
\end{align*}
$$

where

$$
\begin{aligned}
\left|\delta_{n, 5}(x)\right| \leq & \frac{1}{2}\left[(24+3 \sqrt{d}) Q_{0} \eta_{0}\right] \varepsilon_{0}^{-2}\left(\beta_{n}^{(0)}\right)^{2}+\frac{1}{2}(24+3 \sqrt{d})(19+\sqrt{d}) Q_{0} \eta_{0} \varepsilon_{0}^{-2} \beta_{n}^{(0)} \beta_{n}^{(1)} \\
& +76(3+2 \sqrt{d}) \varepsilon_{0}^{-3}\left(\beta_{n}^{(1)}\right)^{3}=: \alpha_{n, 1}
\end{aligned}
$$

Also note that $\frac{1}{2}\|\nabla f(x)\|^{-2}\left|\left[V_{n}(x)\right]^{T} G(x)\left[V_{n}(x)\right]\right| \leq \frac{\sqrt{d}}{2 \varepsilon_{0}^{2}}\left(\beta_{n}^{(1)}\right)^{2}=$ : $\alpha_{n, 2}$. By further requiring $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right)<\widetilde{C}_{0}$ for some $0<\widetilde{C}_{0} \leq \frac{\varepsilon_{0}}{4}$ such that $\alpha_{n, 1}+\alpha_{n, 2}<\frac{1}{2}$, and using Taylor expansion and Lemma 4.1 we have

$$
\begin{equation*}
\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle^{-1}=1+\frac{1}{2}\|\nabla f(x)\|^{-2}\left[V_{n}(x)\right]^{T} G(x)\left[V_{n}(x)\right]+\delta_{n, 6}(x), \tag{4.62}
\end{equation*}
$$

where $\left|\delta_{n, 6}(x)\right| \leq 2\left(\alpha_{n, 1}+\alpha_{n, 1} \alpha_{n, 2}+\left(\alpha_{n, 2}\right)^{2}\right)=: \alpha_{n, 3}$. Also note that by Lemma 2.2,

$$
\begin{equation*}
\prod_{i=1}^{d-1}\left[1+t_{n}(x) \kappa_{i}(x)\right]=1+\|\nabla f(x)\|^{-1} H(x)[f(x)-\widehat{f}(x)]+\delta_{n, 7}(x) \tag{4.63}
\end{equation*}
$$

where $H(x)$ is the mean curvature of $\mathcal{M}$ at $x$, and

$$
\left|\delta_{n, 7}(x)\right| \leq \frac{d \sqrt{d} Q_{0}}{\varepsilon_{0}} C_{1}\left(\beta_{n}^{(0)} \beta_{n}^{(1)}+\left(\beta_{n}^{(0)}\right)^{2}\right)+\frac{d^{4} Q_{0}^{2} \eta_{0}^{2}\left(\beta_{n}^{(0)}\right)^{2}}{\varepsilon_{0}^{2}}\left(1+\frac{d Q_{0}}{\varepsilon_{0}} \eta_{0} \beta_{n}^{(0)}\right)^{d}=: \alpha_{n, 4} .
$$

Denote $M(x)=\frac{1}{2} g(x)\|\nabla f(x)\|^{-2} G(x)$ and

$$
\begin{equation*}
\Gamma_{n}=\int_{\mathcal{M}}[\nabla \widehat{f}(x)-\nabla f(x)]^{T} M(x)[\nabla \widehat{f}(x)-\nabla f(x)] d \mathscr{H}(x) . \tag{4.64}
\end{equation*}
$$

Then using (4.62) and (4.63), we get

$$
\begin{equation*}
\mathrm{II}_{n}=\int_{\mathcal{M}} g(x)\|\nabla f(x)\|^{-1} H(x)[f(x)-\widehat{f}(x)] d \mathscr{H}(x)+\Gamma_{n}+\delta_{n, 8}(x) \tag{4.65}
\end{equation*}
$$

where $\left|\delta_{n, 8}(x)\right| \leq A_{0}\left[\left(\beta_{n}^{(0)}\right)^{2}+\beta_{n}^{(0)} \beta_{n}^{(1)}+\left(\beta_{n}^{(1)}\right)^{3}\right]$ for some constant $A_{0}>0$.
Next, we study $\mathrm{III}_{n}$. Lemma 2.1 leads to

$$
\begin{equation*}
\sup _{x \in \mathcal{M}}\left|g\left(P_{n}(x)\right)-g(x)\right| \leq \sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\|\nabla g(x)\| \sup _{x \in \mathcal{M}}\left|t_{n}(x)\right| \leq \eta_{0} J_{1} \beta_{n}^{(0)} \tag{4.66}
\end{equation*}
$$

It follows from (4.61), (4.63), Lemmas 2.2 and 4.1 that

$$
\begin{equation*}
\sup _{x \in \mathcal{M}}\left|\frac{\prod_{i=1}^{d-1}\left[1+t_{n}(x) \kappa_{i}(x)\right]}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), \boldsymbol{N}(x)\right\rangle}-1\right| \leq \alpha_{n, 5}+\alpha_{n, 6}+\alpha_{n, 5} \alpha_{n, 6}, \tag{4.67}
\end{equation*}
$$

where $\alpha_{n, 5}=\frac{\sqrt{d}}{2 \varepsilon_{0}^{2}}\left(\beta_{n}^{(1)}\right)^{2}+\alpha_{n, 3}$ and $\alpha_{n, 6}=\frac{d \sqrt{d} Q_{0}}{\varepsilon_{0}^{2}} \beta_{n}^{(0)}+\alpha_{n, 4}$. By (4.66) and (4.67) we have

$$
\begin{align*}
\left|\mathrm{III}_{n}\right| & \leq \lambda(f, 1) \sup _{x \in \mathcal{M}}\left|g\left(P_{n}(x)\right)-g(x)\right| \sup _{x \in \mathcal{M}}\left|\frac{\prod_{i=1}^{d-1}\left[1+t_{n}(x) \kappa_{i}(x)\right]}{\left\langle\widehat{\boldsymbol{N}}\left(P_{n}(x)\right), N(x)\right\rangle}-1\right| \\
& \leq A_{1}\left(\left(\beta_{n}^{(0)}\right)^{2}+\beta_{n}^{(0)}\left(\beta_{n}^{(1)}\right)^{2}\right) \tag{4.68}
\end{align*}
$$

for some constant $A_{1}>0$. Now collecting the results for $\mathrm{I}_{n}$ in (4.55), $\mathrm{II}_{n}$ in (4.65) and $\mathrm{III}_{n}$ in (4.68) we then get

$$
\begin{equation*}
\lambda(\widehat{f}, g)-\lambda(f, g)=\lambda\left(f, w_{g} \times(f-\widehat{f})\right)+\Gamma_{n}+\eta_{n, 1} \tag{4.69}
\end{equation*}
$$

where $\left|\eta_{n, 1}\right| \leq A_{2}\left(\beta_{n}^{(0)} \beta_{n}^{(1)}+\left(\beta_{n}^{(0)}\right)^{2}+\left(\beta_{n}^{(1)}\right)^{3}\right)$ for some constant $A_{2}>0$. Clearly,

$$
\left|\Gamma_{n}\right| \leq \lambda(f, 1) \sup _{x \in \mathcal{M}}\|M(x)\|_{F}\left(\beta_{n}^{(1)}\right)^{2} \leq \frac{\sqrt{d} J_{0} \lambda(f, 1)}{2 \varepsilon_{0}^{2}}\left(\beta_{n}^{(1)}\right)^{2}
$$

Also from Theorem 2.5, we have $\left|\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g)-\lambda(\widehat{f}, g)\right| \leq A_{3} \varepsilon_{n}^{2}$ for $j=1$, 2, for some constant $A_{3}>0$. Therefore, we can write

$$
\begin{equation*}
\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)=\lambda\left(f, w_{g} \times(f-\widehat{f})\right)+\eta_{n, 2} \tag{4.70}
\end{equation*}
$$

for $\lambda_{\varepsilon_{n}}^{*}=\lambda, \lambda_{\varepsilon_{n}}^{(1)}$ or $\lambda_{\varepsilon_{n}}^{(2)}$, where $\left|\eta_{n, 2}\right| \leq A_{4}\left(\left(\beta_{n}^{(0)}+\beta_{n}^{(1)}\right)^{2}+\varepsilon_{n}^{2}\right)$ for some constant $A_{4}>0$. Using (4.4) we have

$$
\begin{equation*}
\lambda\left(f, w_{g} \times(f-\mathbb{E} \widehat{f})\right)=h^{v} \mu_{2}-\lambda\left(f, w_{g} r_{h}\right) \tag{4.71}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{2}=-\frac{1}{v!} \int_{\mathcal{M}}\left[\int_{\mathbb{R}^{d}} y^{\otimes v} K(y) d y\right]^{T} \nabla^{\otimes v} f(x) w_{g}(x) d \mathscr{H}(x) . \tag{4.72}
\end{equation*}
$$

Here $\left|\mu_{2}\right|<\infty$ and by using (4.5),

$$
\left|\lambda\left(f, w_{g} r_{h}\right)\right| \leq \frac{2^{\nu}}{\nu!} \lambda(f, 1) \sup _{x \in \mathcal{M}}\left|w_{g}(x)\right|\|K\|_{1} h^{\nu} \psi_{f}^{(\nu)}(h) .
$$

We denote $\pi_{n}=\lambda\left(f, w_{g} \times(\mathbb{E} \widehat{f}-\widehat{f})\right)$. Since $\lambda\left(f, w_{g} \times(f-\widehat{f})\right)=\lambda\left(f, w_{g} \times(f-\mathbb{E} \widehat{f})\right)+\pi_{n}$, from (4.70) we can write

$$
\begin{equation*}
\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)=\pi_{n}+\eta_{n, 3}, \tag{4.73}
\end{equation*}
$$

where $\left|\eta_{n, 3}\right| \leq A_{5}\left(\left(\beta_{n}^{(0)}+\beta_{n}^{(1)}\right)^{2}+\varepsilon_{n}^{2}+h^{\nu}\right)$ for some constant $A_{5}>0$. Let $\widetilde{\beta}_{n}^{(0)}=\sup _{x \in \mathbb{R}^{d}} \mid \widehat{f}(x)-$ $\mathbb{E} \widehat{f}(x) \mid$ and $\widetilde{\beta}_{n}^{(1)}=\sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\|\nabla \widehat{f}(x)-\mathbb{E} \nabla \widehat{f}(x)\|$. Then using Lemma 4.1, $\left|\eta_{n, 3}\right| \leq A_{6}\left(\left(\widetilde{\beta}_{n}^{(0)}+\right.\right.$
$\left.\widetilde{\beta}_{n}^{(1)}\right)^{2}+\varepsilon_{n}^{2}+h^{\nu}$ ) for some constant $A_{6}>0$. Recall that so far we require $\max \left(\beta_{n}^{(0)}, \beta_{n}^{(1)}, \beta_{n}^{(2)}\right)<$ $C_{0} \wedge \widetilde{C}_{0}$. Denote this event by $\mathscr{E}$. Note that for any constant $C>2 A_{6}$ and any $\varepsilon>0$,

$$
\begin{align*}
\mathbb{P}\{ & \left.\left|\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)\right| \leq \varepsilon \vee C\left(\varepsilon_{n}^{2}+h^{\nu}+\left(\gamma_{n, h}^{(1)}\right)^{2}\right)\right\} \\
& \geq \mathbb{P}\left\{\left[\left|\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)\right| \leq \varepsilon \vee C\left(\varepsilon_{n}^{2}+h^{\nu}+\left(\gamma_{n, h}^{(1)}\right)^{2}\right)\right] \cap \mathscr{E}\right\} \\
\geq & \mathbb{P}\left\{\left[\left|\pi_{n}\right| \leq \frac{1}{2} \varepsilon\right] \cap \mathscr{E}\right\}+\mathbb{P}\left\{\left[\left|\eta_{n, 3}\right| \leq \frac{1}{2} \varepsilon \vee \frac{1}{2} C\left(\left(\varepsilon_{n}^{2}+h^{\nu}+\gamma_{n, h}^{(1)}\right)^{2}\right)\right] \cap \mathscr{E}\right\}-\mathbb{P}(\mathscr{E}) \\
\geq & \geq \mathbb{P}\left\{\left|\pi_{n}\right| \leq \frac{1}{2} \varepsilon\right\}+\mathbb{P}\left\{\left(\widetilde{\beta}_{n}^{(0)}+\widetilde{\beta}_{n}^{(1)}\right)^{2} \leq\left(\frac{1}{2 A_{6}}-\frac{1}{C}\right) \varepsilon \vee \frac{C}{2 A_{6}}\left(\gamma_{n, h}^{(1)}\right)^{2}\right\} \\
& +\mathbb{P}(\mathscr{E})-2 . \tag{4.74}
\end{align*}
$$

Using Theorem 2.4 we get for all $n \geq 1, h \in\left(0, h_{0}\right]$ and $\varepsilon \in\left[0, t_{0}\right]$,

$$
\begin{equation*}
\mathbb{P}\left(\left|\pi_{n}\right| \leq \frac{1}{2} \varepsilon\right) \geq 1-2 \exp \left(-\frac{C_{2}}{4} n h \varepsilon^{2}\right) \tag{4.75}
\end{equation*}
$$

By Lemma 4.1, we have $\mathbb{P}(\mathscr{E}) \geq 1-A_{7} \exp \left(-n h^{d+4} / A_{7}\right)$ and

$$
\begin{equation*}
\mathbb{P}\left\{\left(\widetilde{\beta}_{n}^{(0)}+\widetilde{\beta}_{n}^{(1)}\right)^{2}<A_{8}\left(t \vee\left(\gamma_{n, h}^{(1)}\right)^{2}\right)\right\} \geq 1-A_{9} \exp \left(-n h^{d+2} t / A_{9}\right) \tag{4.76}
\end{equation*}
$$

for some constants $A_{7}, A_{8}, A_{9}>0$ when $t \in\left[0, h_{1}\right], \frac{|\log h|}{n h^{d+4}} \in\left(0, h_{2}\right]$ and $h \in\left(0, h_{3}\right]$ for some constants $h_{1}, h_{2}, h_{3}>0$. Using $t=\frac{1}{A_{8}}\left(\frac{1}{2 A_{6}}-\frac{1}{C}\right) \varepsilon$ with $C>\left(2 A_{6}\right)\left(A_{8} \vee 1\right)$ in (4.76), from (4.74) we get the desired result in this theorem.

Proof of Theorem 2.2. With $\mu_{2}$ given in (4.72) and $\mu_{1}$ given in (4.87) below, we will derive the following result. Under the assumption $(\mathrm{H})$ and when $\varepsilon_{n} \rightarrow 0$,

$$
\begin{align*}
\lambda_{\varepsilon_{n}}^{*}(\widehat{f}, g)-\lambda(f, g)= & \lambda\left(f, w_{g} \times(\mathbb{E} \widehat{f}-\widehat{f})\right)+\frac{1}{n h^{d+2}} \mu_{1}+h^{\nu} \mu_{2}+\varepsilon_{n}^{2} \mu^{(j)} \\
& +o_{p}\left(h^{\nu}+\frac{1}{n h^{d+2}}+\frac{1}{\sqrt{n h}}+\varepsilon_{n}^{2}\right) \tag{4.77}
\end{align*}
$$

By Theorem 2.4, we have $\sqrt{n h} \lambda\left(f, w_{g} \times(\mathbb{E} \widehat{f}-\widehat{f})\right) \xrightarrow{D} \mathscr{N}\left(0, \sigma^{2}\right)$, where $\sigma^{2}=c \lambda\left(f, w_{g}^{2} R_{K}\right)$. Then the assertions in parts (i)-(iv) immediately follow from (4.77). Notice that

$$
\sup _{x \in \mathcal{I}\left(2 \delta_{0}\right)}\left|\widehat{w}_{g}(x)-w_{g}(x)\right|=O_{p}\left(\gamma_{n, h}^{(2)}\right)+o_{p}\left(h^{\nu-2}\right)=o_{p}(1)
$$

by Lemma 4.1. Using Corollary 2.1, we get $\left|\widehat{\sigma}_{\tau_{n}}^{2}-\sigma^{2}\right|=o_{p}(1)$ and hence the assertion in part (v) follows. In order to show (4.77), noticing $\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g)-\lambda(f, g)=\left[\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g)-\lambda(\widehat{f}, g)\right]+[\lambda(\widehat{f}, g)-$ $\lambda(f, g)$ ], and by using (4.69), (4.71) and Lemma 4.1, it suffices to show that

$$
\begin{align*}
\lambda_{\varepsilon_{n}}^{(j)}(\widehat{f}, g)-\lambda(\widehat{f}, g) & =\varepsilon_{n}^{2}\left(\mu^{(j)}+o_{p}(1)\right), \quad j=1,2,  \tag{4.78}\\
\Gamma_{n} & =\frac{1}{n h^{d+2}}\left(\mu_{1}+o_{p}(1)\right)+o_{p}\left(\frac{1}{\sqrt{n h}}\right)+o\left(h^{2 v-2}\right) . \tag{4.79}
\end{align*}
$$

for $\Gamma_{n}$ given in (4.64). First we show (4.78). Recall $\theta_{n}^{(j)}$ and $\mu_{n}^{(j)}$ for $j=1,2$, given in Theorem 2.5. Let

$$
\begin{equation*}
\mu^{(j)}=\frac{1}{3} \lambda\left(f, \theta^{(j)}\right), \quad j=1,2, \tag{4.80}
\end{equation*}
$$

where with $Q(x)=\frac{1}{2} \sum \sum_{i \neq j} \kappa_{i}(x) \kappa_{j}(x)$ when $d \geq 3$ and $Q(x) \equiv 0$ when $d=2$,

$$
\begin{aligned}
\theta^{(1)}(x)= & \|\nabla f(x)\|^{-2} H(x)\langle\nabla g(x), N(x)\rangle \\
& +\frac{1}{2}\left[\|\nabla f(x)\|^{-2}\|\boldsymbol{N}(x)\|_{\nabla^{2} g(x)}^{2}-\|\nabla f(x)\|^{-3}\|\boldsymbol{N}(x)\|_{\nabla^{2} f(x)}^{2}\langle\nabla g(x), \boldsymbol{N}(x)\rangle\right] \\
& +g(x)\left[\|\nabla f(x)\|^{-2} Q(x)-\frac{1}{2}\|\nabla f(x)\|^{-3} H(x)\|\boldsymbol{N}(x)\|_{\nabla^{2} f(x)}^{2}\right], \\
\theta^{(2)}(x)= & H(x)\langle\boldsymbol{N}(x), \nabla g(x)\rangle+\frac{1}{2}\|\boldsymbol{N}(x)\|_{\nabla^{2} g(x)}^{2}+g(x) Q(x) .
\end{aligned}
$$

It is known by Weyl's inequality that eigenvalues are Lipschitz continuous as functions of symmetric matrices. Hence we get (4.78) by using Corollary 2.1 and Lemma 4.1.

For the rest of the proof, we will show (4.79). We can write $\Gamma_{n}=\Gamma_{n}^{(1)}+\Gamma_{n}^{(2)}+\Gamma_{n}^{(3)}$, where

$$
\begin{align*}
& \Gamma_{n}^{(1)}=\int_{\mathcal{M}}\|\nabla \widehat{f}(x)-\mathbb{E} \nabla \widehat{f}(x)\|_{M(x)}^{2} d \mathscr{H}(x),  \tag{4.81}\\
& \Gamma_{n}^{(2)}=2 \int_{\mathcal{M}}\langle\nabla \widehat{f}(x)-\mathbb{E} \nabla \widehat{f}(x), \mathbb{E} \nabla \widehat{f}(x)-\nabla f(x)\rangle_{M(x)} d \mathscr{H}(x),  \tag{4.82}\\
& \Gamma_{n}^{(3)}=\int_{\mathcal{M}}\|\mathbb{E} \nabla \widehat{f}(x)-\nabla f(x)\|_{M(x)}^{2} d \mathscr{H}(x) . \tag{4.83}
\end{align*}
$$

Next, we focus on $\Gamma_{n}^{(1)}$. Denote $\nabla K_{h}(\cdot)=\nabla K(\cdot / h)$ and

$$
L_{h}^{i, j}(x)=\left[\nabla K_{h}\left(x-X_{i}\right)-\mathbb{E} \nabla K_{h}\left(x-X_{1}\right)\right]^{T} M(x)\left[\nabla K_{h}\left(x-X_{j}\right)-\mathbb{E} \nabla K_{h}\left(x-X_{1}\right)\right] .
$$

Notice that $L_{h}^{i, j}(x)=L_{h}^{j, i}(x)$. Also if $i \neq j$, then $\mathbb{E}\left[L_{h}^{i, j}(x)\right]=0$. Then we can write $\Gamma_{n}^{(1)}=$ $\frac{1}{n^{2} h^{2 d+2}} \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda\left(f, L_{h}^{i, j}\right)$. We first study $\mathbb{E} \Gamma_{n}^{(1)}$ and can write

$$
\begin{equation*}
\mathbb{E} \Gamma_{n}^{(1)}=\frac{1}{n^{2} h^{2 d+2}} \mathbb{E} \sum_{i=1}^{n} \lambda\left(f, L_{h}^{i, i}\right)=\frac{1}{n h^{2 d+2}} \mathbb{E} \lambda\left(f, L_{h}^{1,1}\right)=\frac{1}{n h^{2 d+2}}\left[Q_{h}^{(1)}-Q_{h}^{(2)}\right] \tag{4.84}
\end{equation*}
$$

where

$$
\begin{align*}
Q_{h}^{(1)} & =\mathbb{E} \int_{\mathcal{M}}\left\|\nabla K_{h}(x-X)\right\|_{M(x)}^{2} d \mathscr{H}(x),  \tag{4.85}\\
Q_{h}^{(2)} & =\int_{\mathcal{M}}\left\|\mathbb{E} \nabla K_{h}(x-X)\right\|_{M(x)}^{2} d \mathscr{H}(x) . \tag{4.86}
\end{align*}
$$

Then using change of variable $z=(x-y) / h$ and Taylor expansion for $f(x-h z)$ we have

$$
\begin{aligned}
Q_{h}^{(1)} & =\int_{\mathcal{M}} \int_{\mathbb{R}^{d}}\left\|\nabla K_{h}(x-y)\right\|_{M(x)}^{2} f(y) d y d \mathscr{H}(x) \\
& =h^{d} \int_{\mathcal{M}} \int_{\mathbb{R}^{d}}\|\nabla K(z)\|_{M(x)}^{2} f(x-h z) d z d \mathscr{H}(x)=h^{d} \mu_{1}+o\left(h^{d}\right),
\end{aligned}
$$

where

$$
\begin{equation*}
\mu_{1}=c \int_{\mathcal{M}} \int_{\mathbb{R}^{d}}\|\nabla K(z)\|_{M(x)}^{2} d z d \mathscr{H}(x) \tag{4.87}
\end{equation*}
$$

Similarly, using change of variable and Taylor expansion for $\nabla f(x-h z)$ we have

$$
\begin{aligned}
Q_{h}^{(2)} & =\int_{\mathcal{M}}\left\|\int_{\mathbb{R}^{d}} \nabla K_{h}(x-y) f(y) d y\right\|_{M(x)}^{2} d \mathscr{H}(x) \\
& =h^{2 d} \int_{\mathcal{M}}\left\|\int_{\mathbb{R}^{d}} \nabla K(z) f(x-h z) d z\right\|_{M(x)}^{2} d \mathscr{H}(x) \\
& =h^{2 d+2} \int_{\mathcal{M}}\left\|\int_{\mathbb{R}^{d}} K(z) \nabla f(x-h z) d z\right\|_{M(x)}^{2} d \mathscr{H}(x) \\
& =h^{2 d+2} \int_{\mathcal{M}}\|\nabla f(x)\|_{M(x)}^{2} d \mathscr{H}(x)+o\left(h^{2 d+2}\right) .
\end{aligned}
$$

Therefore from (4.84), we get

$$
\begin{equation*}
\mathbb{E} \Gamma_{n}^{(1)}=\frac{1}{n h^{d+2}}\left(\mu_{1}+o(1)\right) . \tag{4.88}
\end{equation*}
$$

Next, we compute the variance of $\Gamma_{n}^{(1)}$. We have

$$
\begin{equation*}
\operatorname{Var}\left(\Gamma_{n}^{(1)}\right)=\mathbb{E}\left[\left(\Gamma_{n}^{(1)}\right)^{2}\right]-\left[\mathbb{E} \Gamma_{n}^{(1)}\right]^{2}=\Lambda_{n}^{(1)}+\Lambda_{n}^{(2)}+\Lambda_{n}^{(3)}, \tag{4.89}
\end{equation*}
$$

where

$$
\begin{align*}
\Lambda_{n}^{(1)} & =\frac{2}{n^{4} h^{4 d+4}} \mathbb{E} \sum_{i \neq j}\left[\lambda\left(f, L_{h}^{i, j}\right)\right]^{2}=\frac{2(n-1)}{n^{3} h^{4 d+4}} \mathbb{E}\left[\lambda\left(f, L_{h}^{1,2}\right)\right]^{2}  \tag{4.90}\\
\Lambda_{n}^{(2)} & =\frac{1}{n^{4} h^{4 d+4}} \mathbb{E} \sum_{i=1}^{n}\left[\lambda\left(f, L_{h}^{i, i}\right)\right]^{2}=\frac{1}{n^{3} h^{4 d+4}} \mathbb{E}\left[\lambda\left(f, L_{h}^{1,1}\right)\right]^{2}, \quad \text { and }  \tag{4.91}\\
\Lambda_{n}^{(3)} & =\frac{1}{n^{4} h^{4 d+4}} \mathbb{E} \sum_{i \neq j}\left[\lambda\left(f, L_{h}^{i, i}\right) \lambda\left(f, L_{h}^{j, j}\right)\right]-\left[\mathbb{E} \Gamma_{n}^{(1)}\right]^{2} \\
& =\left[\frac{n(n-1)}{n^{2}}-1\right]\left[\mathbb{E} \Gamma_{n}^{(1)}\right]^{2}=-\frac{1}{n}\left[\mathbb{E} \Gamma_{n}^{(1)}\right]^{2} . \tag{4.92}
\end{align*}
$$

By (4.88), obviously $\Lambda_{n}^{(3)}=O\left(\frac{1}{n h^{2 d+4}}\right)$. To find the rates of $\Lambda_{n}^{(1)}$ and $\Lambda_{n}^{(2)}$, notice that

$$
\begin{equation*}
\mathbb{E}\left[\lambda\left(f, L_{h}^{1,2}\right)\right]^{2}=S_{h}^{(2)}-2 S_{h}^{(3)}+\left(Q_{h}^{(2)}\right)^{2}, \tag{4.93}
\end{equation*}
$$

$$
\begin{equation*}
\mathbb{E}\left[\lambda\left(f, L_{h}^{1,1}\right)\right]^{2}=S_{h}^{(1)}-4 S_{h}^{(4)}-3\left(Q_{h}^{(2)}\right)^{2}+2 Q_{h}^{(1)} Q_{h}^{(2)}+4 S_{h}^{(3)}, \tag{4.94}
\end{equation*}
$$

where $Q_{h}^{(1)}$ and $Q_{h}^{(2)}$ are given in (4.85) and (4.86), and

$$
\begin{aligned}
S_{h}^{(1)}= & \mathbb{E}\left[\int_{\mathcal{M}}\left\|\nabla K_{h}(x-X)\right\|_{M(x)}^{2} d \mathscr{H}(x)\right]^{2}, \\
S_{h}^{(2)}= & \mathbb{E}\left[\int_{\mathcal{M}}\left\langle\nabla K_{h}\left(x-X_{1}\right), \nabla K_{h}\left(x-X_{2}\right)\right\rangle_{M(x)} d \mathscr{H}(x)\right]^{2} \\
S_{h}^{(3)}= & \mathbb{E}\left[\int_{\mathcal{M}}\left\langle\nabla K_{h}(x-X), \mathbb{E} \nabla K_{h}(x-X)\right\rangle_{M(x)} d \mathscr{H}(x)\right]^{2} \\
S_{h}^{(4)}= & \mathbb{E}\left\{\left[\int_{\mathcal{M}}\left\|\nabla K_{h}(x-X)\right\|_{M(x)}^{2} d \mathscr{H}(x)\right]\right. \\
& \left.\times\left[\int_{\mathcal{M}}\left\langle\nabla K_{h}(x-X), \mathbb{E} \nabla K_{h}(x-X)\right\rangle_{M(x)} d \mathscr{H}(x)\right]\right\} .
\end{aligned}
$$

Next we calculate the rates of the above quantities. For $S_{h}^{(1)}$, using change of variable $u=(x-z) / h$ and following a similar argument for (4.21), we have

$$
\begin{aligned}
S_{h}^{(1)}= & \int_{\mathbb{R}^{d}}\left[\int_{\mathcal{M}}\left\|\nabla K_{h}(x-z)\right\|_{M(x)}^{2} d \mathscr{H}(x)\right]\left[\int_{\mathcal{M}}\left\|\nabla K_{h}(y-z)\right\|_{M(y)}^{2} d \mathscr{H}(y)\right] f(z) d z \\
= & h^{d} \int_{\mathcal{M}} \int_{\mathcal{M}} \int_{\mathbb{R}^{d}}\|\nabla K(u)\|_{M(x)}^{2}\left\|\nabla K_{h}(y-x+h u)\right\|_{M(y)}^{2} f(x-h u) d u d \mathscr{H}(y) d \mathscr{H}(x) \\
= & c h^{2 d-1} \int_{\mathcal{M}} \int_{T_{x}(\mathcal{M})} \int_{\mathbb{R}^{d}}\|\nabla K(u)\|_{M(x)}^{2}\|\nabla K(v+u)\|_{M(x)}^{2} d u d \mathscr{H}(v) d \mathscr{H}(x) \\
& +o\left(h^{2 d-1}\right) .
\end{aligned}
$$

Similarly, using change of variable $u=(x-z) / h$ and $v=(x-w) / h$ we get

$$
\begin{aligned}
S_{h}^{(2)}= & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left[\int_{\mathcal{M}}\left\langle\nabla K_{h}(x-z), \nabla K_{h}(x-w)\right\rangle_{M(x)} d \mathscr{H}(x)\right] \\
& \times\left[\int_{\mathcal{M}}\left\langle\nabla K_{h}(y-z), \nabla K_{h}(y-w)\right\rangle_{M(y)} d \mathscr{H}(y)\right] f(z) f(w) d z d w \\
= & h^{2 d} \int_{\mathcal{M}} \int_{\mathcal{M}} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\left\langle\nabla K_{h}(y-x+h u), \nabla K_{h}(y-x+h v)\right\rangle_{M(y)} \\
& \times\langle\nabla K(u), \nabla K(v)\rangle_{M(x)} f(x-h u) f(y-h v) d u d v d \mathscr{H}(y) d \mathscr{H}(x) \\
= & c^{2} h^{3 d-1} \int_{\mathcal{M}} \int_{T_{x}(\mathcal{M})} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}}\langle\nabla K(u), \nabla K(v)\rangle_{M(x)} \\
& \times\langle\nabla K(w+u), \nabla K(w+v)\rangle_{M(x)} d u d v d \mathscr{H}(w) d \mathscr{H}(x)+o\left(h^{3 d-1}\right) .
\end{aligned}
$$

Using change of variable $z=(x-v) / h$, we get

$$
\begin{aligned}
S_{h}^{(3)}= & \int_{\mathbb{R}^{d}}\left[\int_{\mathcal{M}} \int_{\mathbb{R}^{d}}\left\langle\nabla K_{h}(x-u), \nabla K_{h}(x-v)\right\rangle_{M(x)} f(v) d v d \mathscr{H}(x)\right]^{2} f(u) d u \\
= & h^{d} \int_{\mathbb{R}^{d}}\left[\int_{\mathcal{M}} \int_{\mathbb{R}^{d}}\left\langle\nabla K_{h}(x-u), \nabla K(z)\right\rangle_{M(x)} f(x-h z) d z d \mathscr{H}(x)\right]^{2} f(u) d u \\
= & h^{d+1} \int_{\mathbb{R}^{d}}\left[\int_{\mathcal{M}} \int_{\mathbb{R}^{d}}\left\langle\nabla K_{h}(x-u), \nabla f(x-h z)\right\rangle_{M(x)} K(z) d z d \mathscr{H}(x)\right]^{2} f(u) d u \\
= & h^{2 d+2} \int_{\mathbb{R}^{d}}\left[\int_{\mathcal{M}}\left\langle\nabla K_{h}(x-u), \nabla f(x)+o(1)\right\rangle_{M(x)} d \mathscr{H}(x)\right]^{2} f(u) d u \\
= & c h^{4 d+1} \int_{\mathcal{M}} \int_{T_{x}(\mathcal{M})} \int_{\mathbb{R}^{d}}\langle\nabla K(u), \nabla f(x)\rangle_{M(x)}\langle\nabla K(u+v), \nabla f(x)\rangle_{M(x)} \\
& d u d \mathscr{H}(v) d \mathscr{H}(x)+o\left(h^{4 d+1}\right) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
S_{h}^{(4)}= & c h^{3 d} \int_{\mathcal{M}} \int_{T_{x}(\mathcal{M})} \int_{\mathbb{R}^{d}}\|\nabla K(u)\|_{M(x)}^{2}\langle\nabla K(u+v), \nabla f(x)\rangle_{M(x)} d u d \mathscr{H}(v) d \mathscr{H}(x) \\
& +o\left(h^{3 d}\right) .
\end{aligned}
$$

Plugging the rates of $S_{h}^{(1)}, S_{h}^{(2)}, S_{h}^{(3)}$, and $S_{h}^{(4)}$ into (4.93) and (4.94), and noticing (4.90) and (4.91), we have

$$
\Lambda_{n}^{(1)}=O\left(\frac{1}{n^{2} h^{d+5}}\right), \quad \text { and } \quad \Lambda_{n}^{(2)}=O\left(\frac{1}{n^{3} h^{2 d+5}}\right)
$$

and hence it follows from (4.88) and (4.89) that with $\mu_{1}$ given in (4.87),

$$
\begin{equation*}
\Gamma_{n}^{(1)}=\frac{1}{n h^{d+2}}\left(\mu_{1}+o_{p}(1)\right) \tag{4.95}
\end{equation*}
$$

Next, we study $\Gamma_{n}^{(2)}$. Notice that we can write $\Gamma_{n}^{(2)}=\frac{2}{n h^{d+1}} \sum_{i=1}^{n}\left(Y_{i}-\mathbb{E} Y_{i}\right)$, where $Y_{i}=\int_{\mathcal{M}}\left\langle\nabla K_{h}(x-\right.$ $\left.\left.X_{i}\right), \mathbb{E} \nabla \widehat{f}(x)-\nabla f(x)\right\rangle_{M(x)} d \mathscr{H}(x)$. Obviously, $\mathbb{E}\left(\Gamma_{n}^{(2)}\right)=0$. For its variance,

$$
\begin{aligned}
\operatorname{Var}\left(\Gamma_{n}^{(2)}\right) \leq & \frac{4}{n h^{2 d+2}} \mathbb{E}\left(Y_{1}^{2}\right) \\
= & \frac{4}{n h^{2 d+2}} \int_{\mathbb{R}^{d}}\left[\int_{\mathcal{M}}\left\langle\nabla K_{h}(x-z), \mathbb{E} \nabla \widehat{f}(x)-\nabla f(x)\right\rangle_{M(x)} d \mathscr{H}(x)\right] \\
& \times\left[\int_{\mathcal{M}}\left\langle\nabla K_{h}(y-z), \mathbb{E} \nabla \widehat{f}(y)-\nabla f(y)\right\rangle_{M(y)} d \mathscr{H}(y)\right] f(z) d z \\
= & \frac{4}{n h^{d+2}} \int_{\mathcal{M}} \int_{\mathcal{M}} \int_{\mathbb{R}^{d}}\langle\nabla K(u), \mathbb{E} \nabla \widehat{f}(x)-\nabla f(x)\rangle_{M(x)} \\
& \times\left\langle\nabla K_{h}(y-x+h u), \mathbb{E} \nabla \widehat{f}(y)-\nabla f(y)\right\rangle_{M(y)} f(x-h u) d u d \mathscr{H}(y) d \mathscr{H}(x)
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{4 c}{n h^{3}} \int_{\mathcal{M}} \int_{T_{x}(\mathcal{M})} \int_{\mathbb{R}^{d}}\langle\nabla K(u), \mathbb{E} \nabla \widehat{f}(x)-\nabla f(x)\rangle_{M(x)} \\
& \times\langle\nabla K(v+u), \mathbb{E} \nabla \widehat{f}(x+h v)-\nabla f(x+h v)\rangle_{M(x)} d u d \mathscr{H}(v) d \mathscr{H}(x)(1+o(1)) \\
= & o\left(\frac{1}{n h^{5-2 v}}\right),
\end{aligned}
$$

where we have used (4.2) and a similar argument for (4.21). This then implies that $\Gamma_{n}^{(2)}=$ $o_{p}\left(\frac{1}{\sqrt{n h^{5-2 v}}}\right)=o_{p}\left(\frac{1}{\sqrt{n h}}\right)$. For $\Gamma_{n}^{(3)}$, we use (4.2) again and have $\Gamma_{n}^{(3)}=o\left(h^{2 v-2}\right)$. Combining the rates for $\Gamma_{n}^{(2)}$ and $\Gamma_{n}^{(3)}$ with (4.95), we get (4.79) and hence (4.77). The proof is completed.
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