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We show that the Bernoulli part extraction method can be used to obtain approximate forms of the local
limit theorem for sums of independent lattice valued random variables, with effective error term. That is with
explicit parameters and universal constants. We also show that our estimates allow us to recover Gnedenko
and provide a version with effective bounds of Gamkrelidze’s local limit theorem. We further establish by
this method a local limit theorem with effective remainder for random walks in random scenery.
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1. Introduction and main result

The extraction method of the Bernoulli part of a lattice valued random variable was developed by
McDonald in [10,23,26] for proving local limit theorems, under the assumption that the central
limit theorem holds. Twenty years before McDonald’s work, Kolmogorov [22] used a similar
approach in the study of Lévy’s concentration function, and is the first to have explored in this
direction. For more details, see the recent paper by Aizenmann, Germinet, Klein and Warzel [1],
where this idea is also developed for general random variables and applications are given.

We also mention related approaches developed by Röllin and Ross [32] based on Landau–
Kolmogorov inequalities, as well as Johnson’s recent survey [20] on entropy and thinning of
random variables.

This method allows one to transfer results which are available for systems of Bernoulli random
variables to systems of arbitrary random variables. It is based on a probabilistic device, and is
proved to be an efficient alternative to the characteristic functions method. Kolmogorov remarked
to this effect in his 1958s paper [22], p. 29: “. . . Il semble cependant que nous restons toujours
dans une période où la compétition de ces deux directions [characteristic functions or direct
methods from the calculus of probability] conduit aux résultats les plus féconds. . . .” We believe
that Kolmogorov’s comment is still relevant today.

The main purpose of this article is to show that this approach can be used to obtain, in a rather
simple way, approximate forms of the local limit theorem with effective error term for sums of
independent lattice valued random variables. The method indeed shows that this can be done
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with an error term using explicit parameters and universal constants. The approximate form we
obtain expresses quite simply, and is therefore easy to use. Further, it is precise enough to contain
Gnedenko’s theorem (Remark 1.10) and provide a version with effective bounds (Section 7) of
Gamkrelidze’s strong form of the local limit theorem ([15], see also [10]). Before stating the
main results and for the purposes of comparing results, it is necessary to recall and discuss some
classical facts and briefly describe the background of this problem. Let X̃ = {Xn,n ≥ 1} be a
sequence of independent, square integrable random variables taking values in a common lattice
L(v0,D) defined by the sequence vk = v0 + Dk, k ∈ Z, where v0 and D > 0 are real numbers.
Let

Sn =
n∑

j=1

Xj , Mn =
n∑

j=1

EXj , �n =
n∑

j=1

Var(Xj ). (1.1)

Then Sn takes values in the lattice L(v0n,D). The sequence X̃ satisfies a local limit theorem if

�n := sup
N=v0n+Dk

∣∣∣∣√�nP{Sn = N} − D√
2π

e
− (N−Mn)2

2�n

∣∣∣∣= o(1). (1.2)

This is a fine limit theorem in Probability Theory, which also has deep connections with Num-
ber Theory, see, for instance, Freiman [13] and Postnikov [31]. These two aspects of a same
problem were much studied in the past decades by the Russian School of probability. It seems
however that some of these results are now forgotten.

Assume that X̃ is an i.i.d. sequence and let μ = EX1, σ 2 = Var(X1). If for instance X1 takes
only even values, it is clear that (1.2) cannot be fulfilled with D = 1. In fact, (1.2) holds (with
Mn = nμ, �n = nσ 2) if and only if the span D is maximal, that is, there are no other real numbers
v′

0 and D′ > D for which P{X ∈ L(v′
0,D

′)} = 1. This is Gnedenko’s well-known generalization
of the De Moivre–Laplace theorem. See [16]. Notice that (1.2) is significant only for the bounded
domains of values

|N − nμ| ≤ σ

√
2n log

D

εn

, (1.3)

where εn ↓ 0 depends on the Landau symbol o. It is worth observing that (1.2) cannot be deduced
from a central limit theorem with rate, even under stronger moment assumption. Suppose for
instance D = 1, X is centered and E|X|3 < ∞. Using the Berry–Esseen estimate only implies
that ∣∣∣∣σ√

nP{Sn = k} − σ
√

n

∫ k+1
σ
√

n

k
σ
√

n

e−t2/2 dt√
2π

∣∣∣∣≤ C
E|X|3

σ 2
.

The comparison term has already the right order for all integers k such that k + 1 ≤ σ
√

n since,

sup
k+1≤σ

√
n

∣∣∣∣σ√
n

∫ k+1
σ
√

n

k
σ
√

n

e−t2/2 dt√
2π

− 1√
2π

e
− k2

2σ2n

∣∣∣∣≤ C

σ
√

n
→ 0.
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By substituting, we only get∣∣∣∣σ√
nP{Sn = k} − 1√

2π
e
− k2

2σ2n

∣∣∣∣≤ C

(
E|X|3

σ 2
+ 1

σ
√

n

)
.

Letting k = kn → ∞, kn + 1 ≤ σ
√

n, the above right-hand side is only bounded with n, whereas
by (1.2), this one tends to zero with n. Hence, (1.2) cannot follow from the Berry–Esseen es-
timate. Note however that if Cramer’s condition is fulfilled, namely lim sup|u|→∞ |EeiuX1 | < 1,
and higher moments exist, better rates of approximation in the Berry–Esseen theorem are avail-
able, see [5], p. 329 and [30], p. 130.

Gnedenko’s theorem is optimal: Matskyavichyus [24] showed that for any nonnegative func-
tion ϕ(n) → 0 as n → ∞, there is an i.i.d. sequence X̃, with EX1 = 0, EX2

1 < ∞ and the form
of the characteristic function of X1 is made explicit, such that for each n ≥ n0,

√
n�n ≥ ϕ(n).

Stronger integrability properties yield better remainder terms.

Theorem 1.1. Let F denote the distribution function of X1.

(i) ([19], Theorem 4.5.3) In order that the property

sup
N=an+Dk

∣∣∣∣√nP{Sn = N} − D√
2πσ

e
− (N−nμ)2

2nσ2

∣∣∣∣=O
(
n−α

)
, 0 < α < 1/2, (1.4)

holds, it is necessary and sufficient that the following conditions be satisfied:

(1) D is maximal, (2)
∫

|x|≥u

x2F(dx) =O
(
u−2α

)
as u → ∞.

(ii) ([30], Theorem 6, p. 197) If E|X1|3 < ∞, then (1.4) holds with α = 1/2.

The local limit theorem in the independent case is often studied by using various structural
characteristics, which are interrelated. There exists a subsequent literature. This unfortunately
does not include a survey, and we can only report a little of the background here. Let X denote a
random variable. The “smoothness” characteristic

δX =
∑
k∈Z

∣∣P{X = vk} − P{X = vk+1}
∣∣, (1.5)

thoroughly investigated by Gamkrelidze is connected to the characteristic function ϕX(t) =
EeitX through the relation(

1 − eit
)
ϕX(t) =

∑
m∈Z

(itm)

m!
(
P{X = m} − P{X = m − 1}). (1.6)

Hence, ∣∣ϕX(t)
∣∣ ≤ δX

2| sin(t/2)| (t /∈ 2πZ). (1.7)
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This is used in Gamkrelidze [15], to prove the following well-known result. Suppose a sequence
X̃ of independent integer valued random variables satisfies:

(i) there exists an n0 such that supk δ
X1

k+···+X
n0
k

<
√

2, where X
j
k ,1 ≤ j ≤ n0 are indepen-

dent copies of Xk ,
(ii) the central limit theorem is applicable,

(iii) Var(Sn) =O(n).

Then the local limit theorem is applicable in the strong form. By this we mean that it remains
true when changing or discarding a finite number of terms of X̃.

Later Davis and McDonald [10] proved a variant of Gamkrelidze’s result using the Bernoulli
part extraction method. Let X be a random variable such that P{X ∈ L(v0,D)} = 1, and let

ϑX =
∑
k∈Z

P{X = vk} ∧ P{X = vk+1}, (1.8)

where a ∧ b = min(a, b). Note from Section 2.2 that necessarily ϑX < 1. Moreover δX = 2 −
2ϑX . See Mukhin [29], p. 700. This simple characteristic is used in [10] and it is required that
ϑX > 0. More precisely, is the following theorem.

Theorem 1.2 ([10], Theorem 1.1). Let {Xj , j ≥ 1} be independent, integer valued random vari-
ables with partial sums Sn = X1 + · · · + Xn and let fj (k) = P{Xj = k}. Also for each j and n,
let

q(fj ) =
∑

k

[
fj (k) ∧ fj (k + 1)

]
, Qn =

n∑
j=1

q(fj ).

Suppose that there are numbers bn > 0, an such that limn→∞ bn = ∞, lim supn→∞ b2
n/Qn < ∞,

and

Sn − an

bn

L�⇒N (0,1).

Then

lim
n→∞ sup

k

∣∣∣∣bnP{Sn = k} − 1√
2π

e
− (k−an)2

2b2
n

∣∣∣∣= 0.

Remark 1.3.

– It may happen that q(fj ) ≡ 0 and so Qn ≡ 0. In the above original statement, it is thus
implicitly assumed that Qn > 0, Qn ↑ ∞ and q(fj ) > 0, which is equivalent to fj (k) ∧
fj (k + 1) > 0 for some k ≥ 0.

– It was recently shown in Weber [33] that this method can also be used efficiently to prove
the almost sure local limit theorem in the critical case, namely for sums of i.i.d. random
variables with the minimal integrability assumption: square integrability.
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As mentioned before, we are mainly interested in local limit theorems with explicit constants
in the remainder term. There are generally speaking, much less related papers. Most of the local
limit theorems with rate are usually stated with Landau symbols o, O. The implicit constants
may depend on the sequence itself. Consider the characteristic

H(X,d) = E
〈
X∗d

〉2
,

where 〈α〉 is the distance from α to the nearest integer and X∗ denotes a symmetrization of X.
In Mukhin [29] and [28], the two-sided inequality

1 − 2π2H

(
X,

t

2π

)
≤ ∣∣ϕX(t)

∣∣≤ 1 − 4H

(
X,

t

2π

)
, (1.9)

is established. The following is the one-dimensional version of Theorem 5 in [29], which is stated
without proof.

Theorem 1.4. Let X1, . . . ,Xn have zero mean and finite third moments. Let

Hn = inf
1/4≤d≤1/2

n∑
j=1

H(Xj , d), Ln =
∑n

j=1 E|Xj |3
(
∑n

j=1 E|Xj |2)3/2
.

Then �n ≤ CLn(�n/Hn).

The author also announced a manuscript devoted to the question of the estimates of the rate of
convergence. We have however been unable to find any resulting publication. For the i.i.d. case
with third moment condition, we also record Lemma 3 in Doney [12].

Before stating our main result, we say a few words concerning the method we will use, which
is quite elementary.

Recall that Sn = X1 +· · ·+Xn, where Xj are independent random variables such that P{Xj ∈
L(v0,D)} = 1. For the moment, we do not assume any moment condition. We only suppose that

ϑXj
> 0, j = 1, . . . , n. (1.10)

Anticipating Lemma 2.8, we can write Sn
D= Wn + DMn where

Wn =
n∑

j=1

Vj , Mn =
n∑

j=1

εjLj . (1.11)

The random variables (Vj , εj ),Lj , j = 1, . . . , n are mutually independent. In addition εj , Lj

are independent Bernoulli random variables with P{Lj = 0} = P{Lj = 1} = 1/2.

Let also Bn =∑n
j=1 εj , and note that Mn

D=∑Bn

j=1 Lj . The following result will be relevant.

Lemma 1.5 ([30], Chapter 7, Theorem 13). Let Bn = β1 + · · · + βn, n = 1,2, . . . where βi are
i.i.d. Bernoulli r.v.’s (P{βi = 0} = P{βi = 1} = 1/2). There exists a numerical constant C0 such
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that for all positive n

sup
z

∣∣∣∣P{Bn = z} −
√

2

πn
e− (2z−n)2

2n

∣∣∣∣≤ C0

n3/2
.

Remark 1.6. In fact a little more is true, namely that we have o(1/n3/2). It is also possible to
give an estimate yielding a better error term using another comparison term. In particular, there
exists an absolute constant C such that

sup
k

∣∣∣∣P{Bn = z} −
√

2

πn

∫
R

e
−i 2z−n√

n
v− v2

2 − v4
12 dv

∣∣∣∣≤ C
log7/2 n

n5/2
. (1.12)

Let EL, PL (resp. E(V ,ε), P(V ,ε)) stand for the integration symbols and probability symbols
relatively to the σ -algebra generated by the sequence {Lj , j = 1, . . . , n} (resp. {(Vj , εj ), j =
1, . . . , n}).

Assume from now that the Xj ’s are square integrable. The study of the probability

P{Sn = κ} = E(V ,ε)PL{DMn = κ − Wn}
relies upon the conditional sum S′

n = ELSn = Wn + D
2 Bn, which satisfies

ES′
n = ESn, E

(
S′

n

)2 = ES2
n − D2
n

4
.

Set

Hn = sup
x∈R

∣∣∣∣P(V ,ε)

{
S′

n −E(V ,ε)S
′
n√

Var(S′
n)

< x

}
− P{g < x}

∣∣∣∣,
ρn(h) = P

{∣∣∣∣∣
n∑

j=1

εj − 
n

∣∣∣∣∣> h
n

}
,

where ε1, . . . , εn are independent random variables satisfying P{εj = 1} = 1 − P{εj = 0} = ϑj ,
0 < ϑj ≤ ϑXj

, j = 1, . . . , n and


n =
n∑

j=1

ϑj .

As S′
n = ELSn, suitable moment conditions permit us to easily estimate Hn by using Berry–

Esseen estimates. Further the concentration inequalities (Lemma 4.1) provide sharp estimates of
ρn(h).

We are now ready to state our main result. Let C1 = max(8/
√

2π,C0).

Theorem 1.7. Let X1, . . . ,Xn be independent square integrable random variables taking almost
surely values in a common lattice L(v0,D) = {vk, k ∈ Z}, where vk = v0 + Dk, k ∈ Z, v0 and
D > 0 are real numbers. Let Sn = X1 + · · · + Xn.
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For any 0 < h < 1, 0 < ϑj ≤ ϑXj
, and all κ ∈ L(v0n,D)

P{Sn = κ} ≤
(

1 + h

1 − h

)
D√

2π Var(Sn)
e
− (κ−ESn)2

2(1+h)Var(Sn)

+ C1√
(1 − h)
n

(
Hn + 1

(1 − h)
n

)
+ ρn(h).

Also

P{Sn = κ} ≥
(

1 − h

1 + h

)
D√

2π Var(Sn)
e
− (κ−ESn)2

2(1−h)Var(Sn)

− C1√
(1 − h)
n

(
Hn + 1

(1 − h)
n

+ 2ρn(h)

)
− ρn(h).

Corollary 1.8. Assume that log
n


n
≤ 1/14. Then, for all κ ∈ L(v0n,D) such that

(κ −ESn)
2

Var(Sn)
≤
(


n

14 log
n

)1/2

,

we have ∣∣∣∣P{Sn = κ} − De
− (κ−ESn)2

2 Var(Sn)√
2π Var(Sn)

∣∣∣∣ ≤ C2

{
D

(
log
n

Var(Sn)
n

)1/2

+ Hn + 
−1
n√


n

}
.

Here C2 = 27/2C1.

Corollary 1.9. Assume that

lim
n→∞

(
Var(Sn)


n

)1/2(
Hn + 1


n

)
= 0. (1.13)

Then

lim
n→∞ sup

κ∈L(v0n,D)

∣∣∣∣√Var(Sn)P{Sn = κ} − De
− (κ−ESn)2

2 Var(Sn)√
2π

∣∣∣∣ = 0. (1.14)

Remark 1.10. Condition (1.13) is for instance, satisfied if

(i) lim
n→∞ Var(Sn) = ∞, (ii) lim

n→∞Hn = 0, (iii) lim sup
n→∞

Var(Sn)


n

< ∞.

We note that if Xi are i.i.d., then by Theorem 8, p. 118 of [30], we have that Hn → 0 as n tends
to infinity. Hence condition (ii) is satisfied. As conditions (i) and (iii) trivially hold, Corollary 1.9
applies and Gnedenko’s theorem follows from (1.14).
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Let ψ : R → R
+ be even, convex and such that ψ(x)

x2 and x3

ψ(x)
are non-decreasing on R

+. We
further assume that

Eψ(Xj ) < ∞. (1.15)

Put

Ln =
∑n

j=1 Eψ(Xj )

ψ(
√

Var(Sn))
.

Then Corollary 1.8 can strengthened as follows.

Corollary 1.11. Assume that log
n


n
≤ 1/14. Then, for all κ ∈ L(v0n,D) such that

(κ −ESn)
2

Var(Sn)
≤
(


n

14 log
n

)1/2

,

we have

∣∣∣∣P{Sn = κ} − De
− (κ−ESn)2

2 Var(Sn)√
2π Var(Sn)

∣∣∣∣ ≤ C3

{
D

(
log
n

Var(Sn)
n

)1/2

+ Ln + 
−1
n√


n

}
.

And C3 = max(C2,23/2CE), CE being an absolute constant arising from Berry–Esseen’s in-
equality. See [30], p. 111 and (6.1).

2. Preliminaries

2.1. Characteristics of a random variable

Let X be a random variable such that P(X ∈ L(v0,D)) = 1 and recall according to (1.8) that

ϑX =
∑
k∈Z

P{X = vk} ∧ P{X = vk+1}.

Then

0 ≤ ϑX < 1. (2.1)

Indeed, let k0 be some integer such that f (k0) > 0. Then

∞∑
k=k0

f (k) ∧ f (k + 1) ≤
∞∑

k=k0

f (k + 1) =
∞∑

k=k0+1

f (k),

and so 0 ≤ ϑX ≤∑
k<k0

f (k) +∑∞
k=k0+1 f (k) < 1.
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Now assume that X has finite mean μ and finite variance σ 2. The following inequality linking
parameters σ,D,ϑX , is implicit in our proof (see (3.6)),

σ 2 ≥ D2

4
ϑX. (2.2)

We begin with giving a proof valid for general lattice valued random variables. At first by
Tchebycheff’s inequality,

D2

4
P

{
|X − μ| ≥ D

2

}
≤ σ 2.

Now

P

{
|X − μ| ≥ D

2

}
=

∑
vk≥μ+ D

2

P{X = vk} +
∑

vk≤μ− D
2

P{X = vk}

≥
∑

vk+1≥μ+ D
2

P{X = vk} ∧ P{X = vk+1} +
∑

vk≤μ− D
2

P{X = vk} ∧ P{X = vk+1}

=
∑

vk≥μ− D
2

P{X = vk} ∧ P{X = vk+1} +
∑

vk≤μ− D
2

P{X = vk} ∧ P{X = vk+1}

≥ ϑX.

Hence inequality (2.2).

Remark 2.1. In Lemma 2 of Mukhin [29], the following inequality is proved

D(X,d) := inf
a∈RE

〈
(X − a)d

〉2 ≥ |d|2
4

ϑX.

Here d is a real number, |d| ≤ 1/2 and 〈α〉 is the distance from α to the nearest integer. Notice
that D(X,d) = 0 if and only if X is lattice valued with span 1/d .

2.2. Bernoulli component of a random variable

Let X be a random variable such that P{X ∈ L(v0,D)} = 1. It is not necessary to suppose here
that the span D is maximal. Put

f (k) = P{X = vk}, k ∈ Z.

We assume that

ϑX > 0. (2.3)
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Recall that ϑX < 1. Let 0 < ϑ ≤ ϑX . One can associate to ϑ and X a sequence {τk, k ∈ Z} of
non-negative reals such that

τk−1 + τk ≤ 2f (k),
∑
k∈Z

τk = ϑ. (2.4)

Just take τk = ϑ
νX

(f (k) ∧ f (k + 1)). Now define a pair of random variables (V , ε) as follows:⎧⎨⎩P
{
(V , ε) = (vk,1)

}= τk,

P
{
(V , ε) = (vk,0)

}= f (k) − τk−1 + τk

2

(∀k ∈ Z). (2.5)

By assumption this is well-defined, and the margin laws verify{
P{V = vk} = f (k) + τk − τk−1

2
,

P{ε = 1} = ϑ = 1 − P{ε = 0}.
(2.6)

Indeed, P{V = vk} = P{(V , ε) = (vk,1)} +P{(V , ε) = (vk,0)} = f (k) + τk−τk−1
2 . Further P{ε =

1} =∑
k∈Z P{(V , ε) = (vk,1)} =∑

k∈Z τk = ϑ .
The whole approach is based on the lemma below, the proof of which is given for the sake of

completeness.

Lemma 2.2. Let L be a Bernoulli random variable which is independent of (V , ε), and put
Z = V + εDL. We have Z

D= X.

Proof. ([10,33]) Plainly,

P{Z = vk} = P{V + εDL = vk, ε = 1} + P{V + εDL = vk, ε = 0}
= P{V = vk−1, ε = 1} + P{V = vk, ε = 1}

2
+ P{V = vk, ε = 0}

= τk−1 + τk

2
+ f (k) − τk−1 + τk

2
= f (k). �

Now consider independent random variables Xj , j = 1, . . . , n, each satisfying assumption
(2.3) and let 0 < ϑi ≤ ϑXi

, i = 1, . . . , n. Iterated applications of Lemma 2.2 allow us to associate
to them a sequence of independent vectors (Vj , εj ,Lj ), j = 1, . . . , n such that

{Vj + εjDLj , j = 1, . . . , n} D= {Xj , j = 1, . . . , n}. (2.7)

Further the sequences {(Vj , εj ), j = 1, . . . , n} and {Lj , j = 1, . . . , n} are independent. For each
j = 1, . . . , n, the law of (Vj , εj ) is defined according to (2.5) with ϑ = ϑj . And {Lj , j =
1, . . . , n} is a sequence of independent Bernoulli random variables. Set

Sn =
n∑

j=1

Xj , Wn =
n∑

j=1

Vj , Mn =
n∑

j=1

εjLj , Bn =
n∑

j=1

εj . (2.8)
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Lemma 2.3. We have the representation

{Sk,1 ≤ k ≤ n} D= {Wk + DMk,1 ≤ k ≤ n}.

And Mn
D=∑Bn

j=1 Lj .

3. Proof of Theorem 1.7

We denote again Xj = Vj + DεjLj , Sn = Wn + Mn, j, n ≥ 1, which is justified by the previous
representation. Fix 0 < h < 1 and let

An = {|Bn − 
n| ≤ h
n

}
, ρn(h) = P(V ,ε)

(
Ac

n

)
. (3.1)

For κ ∈ L(v0,D),

P{Sn = κ} = E(V ,ε)PL

{
D

n∑
j=1

εjLj = κ − Wn

}
(3.2)

= E(V ,ε)

(
χ(An) + χ

(
Ac

n

))
PL

{
D

n∑
j=1

εjLj = κ − Wn

}
.

Thus, ∣∣∣∣∣P{Sn = κ} −E(V ,ε)χ(An)PL

{
D

n∑
j=1

εjLj = κ − Wn

}∣∣∣∣∣ ≤ P(V ,ε)

(
Ac

n

)
(3.3)

= ρn(h).

We have
∑n

j=1 εjLj
D=∑Bn

j=1 Lj . In view of Lemma 1.5,

sup
z

∣∣∣∣∣PL

{
N∑

j=1

Lj = z

}
− 2√

2πN
e
− (z−(N/2))2

N/2

∣∣∣∣∣≤ C0

N3/2
.

On An, we have (1 − h)
n ≤ Bn ≤ (1 + h)
n. Therefore,

∣∣∣∣∣E(V ,ε)χ(An)

{
PL

{
D

n∑
j=1

εjLj = κ − Wn

}
− 2e

− (κ−Wn−D(Bn/2))2

D2(Bn/2)

√
2πBn

}∣∣∣∣∣
(3.4)

≤ C0E(V ,ε)χ(An) · B−3/2
n ≤ C0

(1 − h)3/2

1

(
∑n

i=1 ϑi)3/2
.



Local limit theorem with effective rate 3279

Inserting this in (3.3)

∣∣∣∣P{Sn = κ} −E(V ,ε)χ(An)
2e

− (κ−Wn−D(Bn/2))2

D2(Bn/2)

√
2πBn

∣∣∣∣
(3.5)

≤ C0

(1 − h)3/2

1

(
∑n

i=1 ϑi)3/2
+ ρn(h).

Step 2. (Second reduction) Some elementary algebra is necessary in order to put the exponen-
tial term in a more appropriate form. Recall that Sn = Wn + Mn.

Lemma 3.1. Let S′
n = Wn + D(Bn/2). Then

ES′
n = ESn, E

(
S′

n

)2 = ES2
n − D2
n

4
.

Proof. At first ESn = E(V ,ε)EL(Wn + D
∑n

j=1 εjLj ) = E(V ,ε)(Wn + D Bn

2 ) = ES′
n. Further, by

using independence,

E(V ,ε)B
2
n =

∑
1≤i,j≤n

i �=j

E(V ,ε)εiE(V ,ε)εj +
∑

1≤i≤n

E(V ,ε)ε
2
i

=
∑

1≤i,j≤n
i �=j

ϑiϑj +
n∑

i=1

ϑi =
(

n∑
i=1

ϑi

)2

−
n∑

i=1

ϑ2
i +

n∑
i=1

ϑi,

and

E

(
n∑

j=1

εjLj

)2

=
∑

1≤i,j≤n
i �=j

E(V ,ε)εiεjELLiELLj +
n∑

i=1

E(V ,ε)ε
2
i ELL2

i

= 1

4

∑
1≤i,j≤n

i �=j

E(V ,ε)εiεj + 1

2

n∑
i=1

E(V ,ε)ε
2
i = 1

4

∑
1≤i,j≤n

i �=j

ϑiϑj + 1

2

n∑
i=1

ϑi

= 1

4

{(
n∑

i=1

ϑi

)2

−
n∑

i=1

ϑ2
i

}
+ 1

2

n∑
i=1

ϑi.

Now

ES2
n = E

(
Wn + D

n∑
i=1

εiLi

)2
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= E(V ,ε)W
2
n + 2DE(V ,ε)Wn

(
n∑

i=1

εiELLi

)
+ D2

E

(
n∑

i=1

εiLi

)2

= E(V ,ε)

(
W 2

n + 2DWn

(
Bn

2

))
+ D2

4

{(
n∑

i=1

ϑi

)2

−
n∑

i=1

ϑ2
i

}
+ D2

2

n∑
i=1

ϑi.

And

E
(
S′

n

)2 = E(V ,ε)

(
W 2

n + 2DWn

(
Bn

2

))
+ D2

4

{(
n∑

i=1

ϑi

)2

−
n∑

i=1

ϑ2
i +

n∑
i=1

ϑi

}

= ES2
n − D2

4

n∑
i=1

ϑi.

Hence, Lemma 3.1 is established. �

We deduce

Var
(
S′

n

)= Var(Sn) − D2

4

n∑
i=1

ϑi =
n∑

i=1

(
σ 2

i − D2ϑi

4

)
. (3.6)

Put

Tn = S′
n −E(V ,ε)S

′
n√

Var(S′
n)

.

As E(V ,ε)S
′
n = ESn we can write

(κ − Wn − D(Bn/2))2

D2(Bn/2)
= (κ −ESn − {S′

n −E(V ,ε)S
′
n})2

D2(Bn/2)

= Var(S′
n)

D2(Bn/2)

(
κ −ESn√

Var(S′
n)

− Tn

)2

.

And recalling that 
n =∑n
i=1 ϑi , (3.5) is more conveniently rewritten as

∣∣P{Sn = κ} − ϒn

∣∣ ≤ C0

(1 − h)3/2

1



3/2
n

+ ρn(h), (3.7)

where

ϒn = E(V ,ε)χ(An)
2e

− Var(S′
n)

D2(Bn/2)
(

κ−ESn√
Var(S′

n)
−Tn)2

√
2πBn

. (3.8)
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Set for −1 < u ≤ 1,

Zn(u) = E(V ,ε)e
− 2 Var(S′

n)

D2(1+u)
n
(

κ−ESn√
Var(S′

n)
−Tn)2

.

Then

2Zn(−h) − 2ρn(h)√
2π(1 + h)
n

≤ ϒn ≤ 2Zn(h)√
2π(1 − h)
n

. (3.9)

The second inequality is obvious, and the first follows from

ϒn ≥ 2√
2π(1 + h)
n

E(V ,ε)χ(An)e
− 2 Var(S′

n)

D2(1−h)
n
(

κ−ESn√
Var(S′

n)
−Tn)2

≥ 2√
2π(1 + h)
n

{
E(V ,ε)e

− 2 Var(S′
n)

D2(1−h)
n
(

κ−ESn√
Var(S′

n)
−Tn)2

− P(V ,ε)

(
Ac

n

)}
≥ 2Zn(−h) − 2ρn(h)√

2π(1 + h)
n

.

Step 3. (Exponential moment)

Lemma 3.2. Let Y be a centered random variable. For any positive reals a and b

∣∣∣∣Ee−a(b−Y)2 − e
− b2

2+1/a

√
1 + 2a

∣∣∣∣ ≤ 4 sup
x∈R

∣∣P{Y < x} − P{g < x}∣∣.
Proof. By the transfer formula,

∣∣Ee−a(b−Y)2 −Ee−a(b−g)2 ∣∣ = ∣∣∣∣∫ 1

0

(
P
{
e−a(b−Y)2

> x
}− P

{
e−a(b−g)2

> x
})

dx

∣∣∣∣
(
x = e−ay2) = 2a

∣∣∣∣∫ ∞

0

(
P
{|b − Y | < y

}− P
{|b − g| < y

})
ye−ay2

dy

∣∣∣∣
≤ 4 sup

x∈R

∣∣P{Y < x} − P{g < x}∣∣.
The claimed estimate follows from

Ee−a(b−g)2 = e
− b2

2+1/a

√
1 + 2a

. (3.10)

�
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We apply Lemma 3.2 to estimate Zn(u). Here a = 2 Var(S′
n)

D2(1+u)
n
, b = κ−ESn√

Var(S′
n)

. Since by (3.6),
Var(S′

n) = Var(Sn) − D2
n

4 , we have

b2

2 + 1/a
= (κ −ESn)

2

Var(S′
n)(2 + D2(1+u)
n

2 Var(S′
n)

)
= (κ −ESn)

2

2 Var(S′
n) + D2(1+u)
n

2

= (κ −ESn)
2

2 Var(Sn) − D2
n

2 + D2(1+u)
n

2

= (κ −ESn)
2

2 Var(Sn) + D2u
n

2

= (κ −ESn)
2

2 Var(Sn)(1 + δ(u))
,

where we have denoted

δ(u) = D2
nu

4 Var(Sn)
.

Now

1√
1 + 2a

=
(

1

1 + 4 Var(S′
n)

D2(1+u)
n

)1/2

= D

2

(
(1 + u)
n

Var(S′
n) + D2(1+u)
n

4

)1/2

= D

2

(
(1 + u)
n

Var(Sn) + D2h
n

4

)1/2

= D

2

(

n(1 + u)

Var(Sn)(1 + δ(u))

)1/2

.

This along with Lemma 3.2 provides the following bound,

∣∣∣∣Zn(u) − D

2

(

n(1 + u)

Var(Sn)(1 + δ(u))

)1/2

e
− (κ−ESn)2

2 Var(Sn)(1+δ(u))

∣∣∣∣ ≤ 4Hn, (3.11)

with

Hn = sup
x∈R

∣∣P(V ,ε){Tn < x} − P{g < x}∣∣.
Besides, it follows from (2.2) that for h ≥ 0,

0 ≤ δ(h) ≤ h. (3.12)

Step 4. (Conclusion) Consider the upper bound part. By reporting (3.11) into (3.9) and using
(3.12), we get

ϒn ≤ 8Hn√
2π(1 − h)
n

+
(

1 + h

1 − h

)
D√

2π Var(Sn)
e
− (κ−ESn)2

2(1+h)Var(Sn) .
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And by combining with (3.7),

P{Sn = κ} ≤
(

1 + h

1 − h

)
D√

2π Var(Sn)
e
− (κ−ESn)2

2(1+h)Var(Sn)

(3.13)

+ 8Hn√
2π(1 − h)
n

+ C0

(1 − h)3/2

1



3/2
n

+ ρn(h).

Similarly, by using (3.9),

ϒn ≥
(

1 − h

1 + h

)
D√

2π Var(Sn)
e
− (κ−ESn)2

2(1−h)Var(Sn) − 8Hn + 2ρn(h)√
2π(1 + h)
n

. (3.14)

By combining with (3.7), we obtain

P{Sn = κ} ≥
(

1 − h

1 + h

)
D√

2π Var(Sn)
e
− (κ−ESn)2

2(1−h)Var(Sn) − 8Hn + 2ρn(h)√
2π(1 + h)
n

(3.15)

− C0

(1 − h)3/2

1



3/2
n

− ρn(h).

As C1 = max(8/
√

2π,C0), we deduce

P{Sn = κ} ≤
(

1 + h

1 − h

)
D√

2π Var(Sn)
e
− (κ−ESn)2

2(1+h)Var(Sn)

(3.16)

+ C1√
(1 − h)
n

(
Hn + 1

(1 − h)
n

)
+ ρn(h).

And

P{Sn = κ} ≥
(

1 − h

1 + h

)
D√

2π Var(Sn)
e
− (κ−ESn)2

2(1−h)Var(Sn)

(3.17)

− C1√
(1 − h)
n

(
Hn + 1

(1 − h)
n

+ 2ρn(h)

)
− ρn(h).

This achieves the proof.

4. Proof of Corollary 1.8

In order to estimate ρn(h) we use the following Lemma ([25], Theorem 2.3)

Lemma 4.1. Let X1, . . . ,Xn be independent random variables, with 0 ≤ Xk ≤ 1 for each k. Let
Sn =∑n

k=1 Xk and μ = ESn. Then for any ε > 0,

(a) P
{
Sn ≥ (1 + ε)μ

}≤ e
− ε2μ

2(1+ε/3) ,
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(b) P
{
Sn ≤ (1 − ε)μ

}≤ e− ε2μ
2 .

By (a) and (b), and observing that e− ε2μ
2 ≤ e

− ε2μ
2(1+ε/3) , we obtain

ρn(h) = P

{∣∣∣∣∣
n∑

k=1

εk − 
n

∣∣∣∣∣> h
n

}
= P

{
n∑

k=1

εk > (1 + h)
n

}
+ P

{
n∑

k=1

εk < (1 − h)
n

}

≤ 2e
− h2
n

2(1+h/3) .

Let hn =
√

7 log
n

2
n
. By assumption log
n


n
≤ 1/14. Thus, hn ≤ 1/2 and so h2

n
n

2(1+hn/3)
≥

(3/2) log
n. It follows that

ρn(hn) ≤ 2

−3/2
n . (4.1)

Let C2 = 27/2 max(C1,1). Further

C1√
(1 − hn)
n

(
Hn + 1

(1 − hn)
n

)
+ ρn(hn) ≤ 21/2C1

Hn√

n

+ 23/2C1 + 2



3/2
n

≤ 21/2 max(C1,1)√

n

(
Hn + 2 + √

2


n

)
≤ C2√


n

(
Hn + 1


n

)
.

Therefore

P{Sn = κ} ≤ D(1 + 4hn)√
2π Var(Sn)

e
− (κ−ESn)2

2(1+hn)Var(Sn) + C2√

n

(
Hn + 1


n

)
.

Besides

C1√
(1 − hn)
n

(
Hn + 1

(1 − hn)
n

+ 2ρn(hn)

)
+ ρn(hn)

≤ 21/2C1√

n

(
Hn + 6


n

)
+ 2



3/2
n

≤ 21/2 max(C1,1)√

n

(
Hn + 6 + √

2


n

)

≤ C2√

n

(
Hn + 1


n

)
.

Consequently,

P{Sn = κ} ≥ D(1 − 2hn)√
2π Var(Sn)

e
− (κ−ESn)2

2(1−hn)Var(Sn) − C2√

n

(
Hn + 1


n

)
.
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If

(κ −ESn)
2

2 Var(Sn)
≤ 1 + hn

hn

,

then by using the inequalities eu ≤ 1 + 3u and Xe−X ≤ e−1 valid for 0 ≤ u ≤ 1, X ≥ 0, we get

e
− (κ−ESn)2

2(1−hn)Var(Sn) = e
− (κ−ESn)2

2 Var(Sn) e
(κ−ESn)2

2 Var(Sn)
hn

1+hn

≤ e
− (κ−ESn)2

2 Var(Sn)

{
1 + 3

(κ −ESn)
2

2 Var(Sn)

hn

1 + hn

}
≤ e

− (κ−ESn)2

2 Var(Sn) + 3hn

e(1 + hn)
≤ e

− (κ−ESn)2

2 Var(Sn) + 2hn.

Hence,

D(1 + 4hn)√
2π Var(Sn)

e
− (κ−ESn)2

2(1−hn)Var(Sn) ≤ D(1 + 4hn)√
2π Var(Sn)

{
e
− (κ−ESn)2

2 Var(Sn) + 2hn

}
≤ De

− (κ−ESn)2

2 Var(Sn)√
2π Var(Sn)

+ 4hnD√
2π Var(Sn)

+ 2hnD(1 + 4hn)√
2π Var(Sn)

≤ De
− (κ−ESn)2

2 Var(Sn)√
2π Var(Sn)

+ 10hnD√
2π Var(Sn)

.

Therefore, recalling that hn =
√

7 log
n

2
n
,

P{Sn = κ} − De
− (κ−ESn)2

2 Var(Sn)√
2π Var(Sn)

≤ 10hnD√
2π Var(Sn)

+ C2
Hn + 
−1

n√

n

≤ C2

{
D

(
log
n

Var(Sn)
n

)1/2

+ Hn + 
−1
n√


n

}
since 5

√
7/π ≤ C2. Similarly, if

(κ −ESn)
2

2 Var(Sn)
≤ 1

2hn

,

then as e−u ≥ 1 − 3u if 0 ≤ u ≤ 1, we get

e
− (κ−ESn)2

2(1−hn)Var(Sn) ≥ e
− (κ−ESn)2

2 Var(Sn) e
−hn

(κ−ESn)2

Var(Sn) ≥ e
− (κ−ESn)2

2 Var(Sn)

{
1 − 3hn

(κ −ESn)
2

Var(Sn)

}
≥ e

− (κ−ESn)2

2 Var(Sn) − 3hn

e
≥ e

− (κ−ESn)2

2 Var(Sn) − 2hn.
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Hence,

D(1 − 2hn)√
2π Var(Sn)

e
− (κ−ESn)2

2(1−hn)Var(Sn) ≥ D(1 − 2hn)√
2π Var(Sn)

{
e
− (κ−ESn)2

2 Var(Sn) − 2hn

}
≥ D√

2π Var(Sn)
e
− (κ−ESn)2

2 Var(Sn) − 3hnD√
2π Var(Sn)

.

Consequently,

P{Sn = κ} − D√
2π Var(Sn)

e
− (κ−ESn)2

2 Var(Sn) ≥ − 3hnD√
2π Var(Sn)

− C2√

n

(
Hn + 1


n

)

≥ −C2

{
D

(
log
n

Var(Sn)
n

)1/2

+ Hn + 
−1
n√


n

}
.

5. Proof of Corollary 1.9

It follows from Corollary 1.8 and assumption (1.13) that

lim
n→∞ sup

(κ−ESn)2
Var(Sn)

≤(

n

14 log
n
)1/2

∣∣∣∣√Var(Sn)P{Sn = κ} − De
− (κ−ESn)2

2 Var(Sn)√
2π

∣∣∣∣ = 0.

Now if (κ−ESn)2

Var(Sn)
> ( 
n

14 log
n
)1/2, then

e
− (κ−ESn)2

2 Var(Sn) ≤ e
− 1

2 (

n

14 log
n
)1/2

.

By using the first part of Theorem 1.7, with h = hn (see previous proof) and (4.1),√
Var(Sn)P{Sn = κ} ≤

(
1 + hn

1 − hn

)
D√
2π

e
− (κ−ESn)2

2(1+hn)Var(Sn)

+ C1√
(1 − hn)

(
Var(Sn)


n

)1/2(
Hn + 1

(1 − hn)
n

)
+√

Var(Sn)ρn(hn)

≤ 3D√
2π

e
− 1

3 (

n

14 log
n
)1/2

+ C1
√

2

(
Var(Sn)


n

)1/2(
Hn + 1

(1 − hn)
n

)
+ 2

√
Var(Sn)


−3/2
n .

Thus by assumption (1.13),

lim
n→∞ sup

(κ−ESn)2
Var(Sn)

>(

n

14 log
n
)1/2

∣∣∣∣√Var(Sn)P{Sn = κ} − De
− (κ−ESn)2

2 Var(Sn)√
2π

∣∣∣∣ = 0.
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Consequently,

lim
n→∞ sup

κ∈L(v0n,D)

∣∣∣∣√Var(Sn)P{Sn = κ} − De
− (κ−ESn)2

2 Var(Sn)√
2π

∣∣∣∣ = 0.

6. Proof of Corollary 1.11

By using the generalization of Esseen’s inequality given in [30], Theorem 5, p. 112, we have

sup
x∈R

∣∣P{Tn < x} − P{g < x}∣∣ ≤ CE

ψ(
√

Var(S′
n))

n∑
j=1

Eψ(ξj ). (6.1)

And the constant CE is numerical. Let ξj = ELXj = Vj + (D/2)εj , ξj = ξj − E(V ,ε)ξj . By
assumption ψ(x) is convex and x3

ψ(x)
is non-decreasing on R

+. Thus ψ(ax) ≥ a3ψ(x) for 0 ≤
a ≤ 1, x ≥ 0. By Young’s inequality,

Eψ(2ξj ) = E(V ,ε)ψ(2ELXj ) ≤ Eψ(2Xj).

Thus

Eψ(ξj ) ≤ 1

2

(
Eψ(2ξj ) +Eψ(2E(V ,ε)ξj )

)≤ 1

2

(
Eψ(2Xj) +Eψ(2Xj)

)
≤ 1

2

(
8Eψ(Xj ) + 8Eψ(Xj )

)= 8Eψ(Xj ).

By reporting into (6.1), we get

Hn ≤ 23/2CELn (6.2)

recalling that

Ln =
∑n

j=1 Eψ(Xj )

ψ(
√

Var(Sn))
.

The conclusion then follows directly from Corollary 1.8.

7. Gamkrelidze’s local limit theorem

We indicate in this section how to obtain a strong form of the local limit theorem (as in the case
of Gamkrelidze’s theorem [15]) and provide an effective bound. To this extent we first restate
Lemma 1 of [10] for the particular case of a sequence X̃ = {Xn,n � 1} such that the Xn are
independent, integer-valued random variables. We prove it in greater detail than in the original
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paper. Let (an) and (bn) be two sequences of real numbers, and assume that bn > 0 for every n.
As usual we denote Sn =∑n

k=1 Xk . Put

ρn := sup
p,q:p<q

∣∣∣∣P{p ≤ Sn ≤ q} − 1√
2π

∫ q−an√
bn

p−1−an√
bn

e
−t2

2 dt

∣∣∣∣.
First, observe that

P{p ≤ Sn ≤ q} − 1√
2π

∫ q−an√
bn

p−1−an√
bn

e
−t2

2 dt

=
q∑

h=p

{
P(Sn = h) − 1√

2π

∫ h−an√
bn

h−1−an√
bn

e
−t2

2 dt

}
=

q∑
h=p

dh,n,

where we set

dh,n := P{Sn = h} − 1√
2π

∫ h−an√
bn

h−1−an√
bn

e− t2
2 dt.

Proposition 7.1. Suppose that

sup
n∈N

bn

(
sup
k∈Z

∣∣P{Sn = k + 1} − P{Sn = k}∣∣)= M < ∞. (7.1)

Then there exists a constant C depending on M only such that

sup
k∈Z

√
bn|dk,n| ≤ C

√
ρn. (7.2)

Further,

sup
k∈Z

∣∣∣∣√bnP{Sn = k} − 1√
2πσ

e
− (k−an)2

2bn

∣∣∣∣≤ C
√

ρn + 1√
2πe

√
bn

. (7.3)

The value of C will be explicit in the course of the proof.

Proof of Proposition 7.1. Put

�k,n := 1√
2π

∫ k−an√
bn

k−1−an√
bn

e
−t2

2 dt,

and observe that

|�k+1,n − �k,n| = 1√
2π

√
bn

∣∣e− ξ2
k
2 − e− η2

k
2
∣∣,
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with k−1−an√
bn

≤ ξk ≤ k−an√
bn

≤ ηk ≤ k+1−an√
bn

. By Lagrange’s theorem

∣∣e− ξ2
k
2 − e− η2

k
2
∣∣= |ξk − ηk| ·

∣∣θke
− θ2

k
2
∣∣≤ 2√

ebn

,

with ξk ≤ θk ≤ ηk and supz∈R |ze− z2
2 | = e−1/2. Hence,

|�k+1,n − �k,n| ≤
(√

2

eπ

)
1

bn

. (7.4)

Now we write

dk,n = P{Sn = k} − �k,n

= {
P{Sn = k} − P{Sn = k + 1}}+ {�k+1,n − �k,n} + dk+1,n

≤ sup
k∈Z

∣∣P{Sn = k + 1} − P{Sn = k}∣∣+ sup
k∈Z

|�k+1,n − �k,n| + dk+1,n ≤ R

bn

+ dk+1,n,

where we set

R := M +
√

2

eπ
.

Similarly we also have

dk,n ≤ R

bn

+ dk−1,n. (7.5)

Proceeding by induction, we find that for h < k,

dh,n ≤ R(k − h)

bn

+ dk,n, dk,n ≤ R(k − h)

bn

+ dh,n.

By combining we get

|dh,n − dk,n| ≤ R|k − h|
bn

∀h, k. (7.6)

We now show that for all δ > 0, all n and all k,

4Rρn < δ2 �⇒ √
bn|dk,n| < δ,

which will imply (7.2) with C = 2
√

R.
Assume that the contrary is true, namely that there exist a real δ > 0 and integers k0, n0 > 0

such that

4Rρn0 < δ2 and
√

bn0 · |dk0,n0 | ≥ δ.
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Suppose that
√

bn0 · dk0,n0 ≥ δ, and consider the set of integers

A =
{
h ∈ Z : R|k0 − h|

bn0

≤ δ

2
√

bn0

}
=
{
h ∈ Z : k0 − δ

√
bn0

2R
≤ h ≤ k0 + δ

√
bn0

2R

}
.

From

#
([r − α, r + α] ∩Z

)= 2α + 1 − 2{α} ≥ α
(
α ∈ R

+ and r ∈ Z
)

we get

#(A) ≥ δ
√

bn0

2R
, (7.7)

and by (7.6), for every h ∈ A

δ√
bn0

≤ dk0,n0 ≤ |dk0,n0 − dh,n0 | + dh,n0 ≤ R|k0 − h|
bn0

+ dh,n0 ≤ δ

2
√

bn0

+ dh,n0 ,

which implies

dh,n0 ≥ δ

2
√

bn0

. (7.8)

This along with (7.7) and (7.8) implies,

4Rρn0 = 4R · sup
p,q:p<q

∣∣∣∣∣
q∑

h=p

dh,n0

∣∣∣∣∣≥ 4R

∣∣∣∣∣
q0∑

h=p0

dh,n0

∣∣∣∣∣= 4R

(
q0∑

h=p0

dh,n0

)

= 4R

(∑
h∈A

dh,n0

)
≥ 4R

δ

2
√

bn0

#(A) ≥ 4R
δ

2
√

bn0

δ
√

bn0

2R
= δ2,

thus providing a contradiction. This proves (7.2). In order to get (7.3), we note that for some
suitable ξk ∈ (k − 1, k),∣∣∣∣√bnP{Sn = k} − 1√

2π
e
− (k−an)2

2bn

∣∣∣∣
≤√

bn|dk,n| +
∣∣∣∣√bn√

2π

∫ k−an√
bn

k−1−an√
bn

e
−t2

2 dt − 1√
2π

e
− (k−an)2

2bn

∣∣∣∣
=√

bn|dk,n| + 1√
2π

∣∣e− (ξk−an)2

2bn − e
− (k−an)2

2bn

∣∣≤√
bn|dk,n| + 1√

2π
· |ξk − k|√

bn

sup
z∈R

∣∣ze− z2
2
∣∣

≤√
bn|dk,n| + 1√

2πe
√

bn

. �
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Now we estimate M in (7.1) by using (3.5) which we recall,

∣∣∣∣P{Sn = k} −E(V ,ε)

{
1An · 2√

2πBn

e
− (k−Wn−D

Bn
2 )2

D2 Bn
2

}∣∣∣∣≤ 2e
− h2
n

2(1+h/3)) + C

(1 − h)
3
2 


3/2
n

.

Thus ∣∣P{Sn = k} − P{Sn = k + 1}∣∣
≤ 2e

− h2
n
2(1+h/3)) + 2C

(1 − h)
3
2 


3/2
n

+
∣∣∣∣E(V ,ε)

{
1An · 2√

2πBn

(
e
− (k+1−Wn−D

Bn
2 )2

D2 Bn
2 − e

− (k−Wn−D
Bn
2 )2

D2 Bn
2

)}∣∣∣∣.
As on An we have (1 − h)
n ≤ Bn ≤ (1 + h)
n, it follows that

∣∣∣∣E(V ,ε)

{
1An · 2√

2πBn

(
e
− (k+1−Wn−D

Bn
2 )2

D2 Bn
2 − e

− (k−Wn−D
Bn
2 )2

D2 Bn
2

)}∣∣∣∣
≤
∣∣∣∣E(V ,ε)

{
1An · 2√

2πBn

·
√

2

D
√

eBn

}∣∣∣∣
≤ 2√

πe(1 − h)
n

.

Consequently, we get

bn sup
k∈Z

∣∣P{Sn = k} − P{Sn = k + 1}∣∣
(7.9)

≤ 2bne
− h2
n

2(1+h/3)) + 2Cbn

(1 − h)
3
2 


3/2
n

+ 2bn√
πe(1 − h)
n

,

which is bounded if

lim sup
n∈N

bn


n

< ∞. (7.10)

In particular, in the case bn = Var(Sn), assumption (7.10) is exactly assumption (iii) in Re-
mark 1.10. Note that (7.10) is satisfied if

lim inf
j

ϑXj
> 0, lim sup

j

Var(Xj ) < ∞.
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Remark 7.2. Assume that we have an effective bound for ρn, as it happens with the Berry–
Esseen theorem. In such a situation from (7.3), we automatically get an effective bound for

sup
k∈Z

∣∣∣∣√bnP{Sn = k} − 1√
2πσ

e
− (k−an)2

2bn

∣∣∣∣.
We shall now prove the following strong local limit theorem.

Theorem 7.3. Assume that

L := lim sup
n→∞

bn


n

< ∞; � := lim inf
n→∞ ϑXn > 0. (7.11)

Let {Yn,n � 1} be a sequence obtained from the sequence {Xn,n � 1} by changing (or discard-
ing) a finite number of terms and denote


̃n =
n∑

k=1

ϑYk
; S̃n =

n∑
k=1

Yn, ρ̃n := sup
p,q:p<q

∣∣∣∣P{p ≤ S̃n ≤ q} − 1√
2π

∫ q−an√
bn

p−1−an√
bn

e
−t2

2 dt

∣∣∣∣.
Then

sup
k∈Z

∣∣∣∣√bnP{S̃n = k} − 1√
2πσ

e
− (k−an)2

2bn

∣∣∣∣≤ C̃
√

ρ̃n + 1√
2πe

√
bn

, (7.12)

where

C̃ = 2
√

M̃ + 2/eπ

and

M̃ ≤ 2bne
− h2
̃n

2(1+h/3) + 2Cbn

(1 − h)
3
2 
̃

3/2
n

+ 2bn√
πe(1 − h)
̃n

< ∞. (7.13)

Proof. In view of the proof of Proposition 7.1 and relation (7.9), it is sufficient to check the
boundedness of

2bne
− h2
̃n

2(1+h/3) + 2Cbn

(1 − h)
3
2 
̃

3/2
n

+ 2bn√
πe(1 − h)
̃n

.

See (7.13). This easily follows from the fact that

L̃ := lim sup
n→∞

bn


̃n

≤ L,

which holds by the following argument: let n0 be an integer such that, for every n > n0, we have

Yn = Xn, ϑXn >
�

2
.
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Then for n > n0, recalling that ϑXk
> 0 for every k, we can write

bn


̃n

= bn∑n0
k=1 ϑYk

+∑n
k=n0+1 ϑXk

≤ bn∑n
k=n0+1 ϑYk

=
bn


n

1 − 
n0

n

.

Now as ϑXk
≤ 1 for every k, we obtain that

0 ≤ 
n0


n

=
∑n0

k=1 ϑXk∑n0
k=1 ϑXk

+∑n
k=n0+1 ϑXk

≤
∑n0

k=1 ϑXk∑n
k=n0+1 ϑXk

≤ n0

(n − n0)(�/2)
→ 0,

as n → ∞. �

8. Application to random walks in random scenery

Let X = {Xj , j ≥ 1} be a sequence of i.i.d. square integrable random variables taking values in
a lattice L(v0,D). Suppose we are given another sequence U = {Uj , j ≥ 1} of integer-valued
random variables, independent of X. We form the sequence of composed sums

S = {Sn,n ≥ 1}, where Sn =
n∑

k=1

XUk
.

This defines a random walk in a random scenery (RWRS), described by the sequence U . The
notion of RWRS goes back to the work of Kesten and Spitzer [21], see also Borodin [3] and [4].
The central limit theorem for such processes was proved by Bolthausen [2]. A large literature
about the study of RWRS has been produced since [2] was written. We refer for instance, to
Guillotin-Plantard and Prieur [18] or Guillotin-Plantard and Pène [6,17] and the references they
contain. For a survey of recent results, we refer to den Hollander and Steif [11]. Concerning local
limit theorems, we can mention Castell, Guillotin-Plantard, Pène and Schapira [7] as notable.

We establish an effective local limit theorem for the sequence S. In a first step, we prove the
analog of Theorem 1.7 for the sequence S. Next, we find a reasonable condition under which
Berry–Esseen’s estimate is applicable, see (8.9). This is due to the surprising fact that under this
condition, the intermediate conditioned sums in the Bernoulli part construction, are sums of i.i.d.
random variables.

We remark that although the results in [7] are more general than ours, since variables lying in
the domain of attraction of a stable law of index ≤ 2 are considered in [7], Theorems 1 and 2 of
[7] do not however provide effective error terms, as it happens in our case.

It is also worth noticing that our approach, based on the Bernoulli part extraction, has never
been used before in the framework of local limit theorems for a RWRS. Furthermore, the usual
notion of local time is not used in our proofs.
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8.1. Preliminary calculations

By Lemma 2.3, {Xj ,1 ≤ j ≤ n} D= {Vj + εjLj ,1 ≤ j ≤ n} where the random variables
(Vj , εj ),Lj , j = 1, . . . , n are mutually independent. Also εj , Lj are independent Bernoulli ran-
dom variables with P{εj = 1} = 1 − P{εj = 0} = ϑj and P{Lj = 0} = P{Lj = 1} = 1/2. We
again set Xj = Vj + DεjLj 1 ≤ j ≤ n. The corollary below is straightforward. Put

Wn =
n∑

k=1

VUk
, Mn =

n∑
k=1

εUk
LUk

, Bn =
n∑

k=1

εUk
.

Corollary 8.1. For every n � 1 we have the representation

{Sk,1 � k � n} D={Wk + DMk,1 � k � n}.

Remark 8.2 (Local time). We also have that Sn =∑∞
j=1 Xjνn(j), where νn(j) is the local time

of the sequence (Uj ), that is,

νn(j) =
{

0 if Uk �= j,1 ≤ k ≤ n,
#{k;1 ≤ k ≤ n : Uk = j} otherwise.

Hence, Sn =∑∞
j=1(Vj + εjDLj )νn(j)

D=∑n
k=1 VUk

+ D
∑n

k=1 εUk
LUk

. However, we will not
use properties of local time as is standard for proving strong laws or local limit theorem.

In this regard, our approach is new in the context of random scenery. We will still use the
Bernoulli part extraction approach, in developing further the algebra inherent to this construction,
which in the setting of random scenery, is revealed to be richer than expected.

In what follows, we set V = {Vj , j ≥ 1}, ε = {εj , j ≥ 1}, L = {Lj , j ≥ 1}.

Lemma 8.3. For every k, εUk
is a Bernoulli random variable such that

P{εUk
= 1} = EϑUk

.

Moreover for h �= k we have,

P{εUh
= 1, εUk

= 1} = EϑUh
ϑUk

+
∞∑

r=1

(
ϑr − ϑ2

r

)
P{Uh = r,Uk = r}.

Proof. Using independence of U and ε, we can write

P{εUk
= 1} =

∞∑
r=1

P{εUk
= 1,Uk = r} =

∞∑
r=1

P{εr = 1,Uk = r}

=
∞∑

r=1

P{εr = 1}P{Uk = r} =
∞∑

r=1

ϑrP{Uk = r} = EϑUk
.
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Similarly, using also the independence of the variables {εj , j ≥ 1},

P{εUh
= 1, εUk

= 1}

=
∞∑

r,s=1

P{εUh
= 1, εUk

= 1,Uh = r,Uk = s} =
∞∑

r,s=1

P{εr = 1, εs = 1,Uh = r,Uk = s}

=
∞∑

r=1

P{εr = 1}P{Uh = r,Uk = r} +
∞∑

r,s=1
r �=s

P{εr = 1}P{εs = 1}P{Uh = r,Uk = s}

=
∑

r

ϑrP{Uh = r,Uk = r} +
∞∑

r,s=1
r �=s

ϑrϑsP{Uh = r,Uk = s}

=
∞∑

r=1

(
ϑr − ϑ2

r

)
P{Uh = r,Uk = r} +

∞∑
r,s=1

ϑrϑsP{Uh = r,Uk = s}

=
∞∑

r=1

(
ϑr − ϑ2

r

)
P{Uh = r,Uk = r} +EϑUh

ϑUk
.

�

Let

S′
n = Wn + D

Bn

2
, n = 1,2, . . . .

The two following lemmas generalize Lemma 3.1.

Lemma 8.4. We have

ESn = ES′
n.

Proof. Just observe that

EMn =
n∑

k=1

EεUk
LUk

=
n∑

k=1

∞∑
r=1

EεrLr1{Uk=r}

=
n∑

k=1

∞∑
r=1

EεrELrP{Uk = r} =
n∑

k=1

∞∑
r=1

ϑr

2
P{Uk = r} = 1

2

n∑
k=1

EϑUk
= E

Bn

2
.

�

Lemma 8.5. Let 
n =∑n
j=1 EϑUj

. We have

ESn
2 = E

(
S′

n

)2 + D2
n

4
+ D2

4

∑
1�h,k�n

h�=k

ch,k,
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where

ch,k =
∞∑

r=1

(
3ϑ2

r

4
− ϑr

2

)
P{Uh = r,Uk = r}.

Proof. First, note that

ESn
2 = E

(
Wn + D

n∑
k=1

εUk
LUk

)2

(8.1)

= EW 2
n + 2DE

[
Wn

(
n∑

k=1

εUk
LUk

)]
+ D2

E

(
n∑

k=1

εUk
LUk

)2

.

Now

EWn

(
n∑

k=1

εUk
LUk

)
=

n∑
k=1

EWnεUk
LUk

=
n∑

k=1

E

{(
n∑

h=1

VUh

)
εUk

LUk

}

=
n∑

h,k=1

E[VUh
εUk

LUk
] (8.2)

=
n∑

k=1

E(VUk
εUk

LUk
) +

n∑
h�=k=1

E(VUh
εUk

LUk
).

Using the fact that U and (V , ε,L) are independent, further L and (V , ε) are independent, we
get

E(VUk
εUk

LUk
) =

∞∑
r=1

E(VUk
εUk

LUk
1{Uk=r}) =

∞∑
r=1

E(VrεrLr)P{Uk = r}

=
∞∑

r=1

E(Vrεr )E(Lr)P{Uk = r} = 1

2

∞∑
r=1

E(Vrεr )P{Uk = r}

= 1

2

∞∑
r=1

E(Vrεr1{Uk=r}) = 1

2
E(VUk

εUk
).

Similarly,

E(VUh
εUk

LUk
) = 1

2
E(VUh

εUk
), h �= k.
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This along with (8.2) implies,

E

(
Wn

(
n∑

k=1

εUk
LUk

))

= 1

2

(
n∑

k=1

E(VUk
εUk

) +
∑

1�h�=k�n

E(VUh
εUk

)

)
(8.3)

= 1

2

(
n∑

k=1

E(VUk
εUk

) +
n∑

k=1

∑
h�=k

E(VUh
εUk

)

)
= 1

2
E

(
n∑

k=1

VUk
εUk

+
∑
h�=k

VUh
εUk

)

= 1

2
E

(
n∑

k=1

εUk

(
VUk

+
∑
h�=k

VUh

))
= 1

2
E

((
n∑

k=1

εUk

)
Wn

)
= E

(
Bn

2
Wn

)
.

Further,

E

(
n∑

k=1

εUk
LUk

)2

=
n∑

k=1

E
(
ε2
Uk

L2
Uk

)+
∑

1�h�=k�n

E(εUh
LUh

εUk
LUk

)

(8.4)

=
n∑

k=1

E(εUk
LUk

) +
∑

1�h�=k�n

E(εUh
εUk

LUh
LUk

).

Also

E(εUk
LUk

) =
∞∑

r=1

E(εUk
LUk

1{Uk=r}) =
∞∑

r=1

E(εrLr1{Uk=r})

(8.5)

=
∞∑

r=1

E(εr )E(Lr)P{Uk = r} = 1

2

∞∑
r=1

E(ϑr)P{Uk = r} = 1

2
EϑUk

.

Now,

EεUh
εUk

LUh
LUk

=
∞∑

r,s=1

E(εUh
εUk

LUh
LUk

1{Uh=r,Uk=s}) =
∞∑

r,s=1

E(εrεsLrLs1{Uh=r,Uk=s})

=
∞∑

r=1

EεrELrP{Uh = r,Uk = r} +
∞∑

r,s=1
r �=s

EεrEεsELrELsP{Uh = r,Uk = s} (8.6)
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= 1

2

∞∑
r=1

ϑrP{Uh = r,Uk = r} + 1

4

∞∑
r,s=1
r �=s

ϑrϑsP{Uh = r,Uk = s}

=
∞∑

r=1

(
ϑr

2
− ϑ2

r

4

)
P{Uh = r,Uk = r} + 1

4

∞∑
r,s=1

ϑrϑsP{Uh = r,Uk = s}

= 1

4
EϑUh

ϑUk
+

∞∑
r=1

(
ϑr

2
− ϑ2

r

4

)
P{Uh = r,Uk = r} = 1

4
EϑUh

ϑUk
+ ah,k,

where we set

ah,k =
∞∑

r=1

(
ϑr

2
− ϑ2

r

4

)
P{Uh = r,Uk = r}.

Thus by inserting (8.5) and (8.6) into (8.4) we get,

E

(
n∑

k=1

εUk
LUk

)2

= 1

2

n∑
k=1

EϑUk
+

∑
1�h�=k�n

(
1

4
EϑUh

ϑUk
+ ah,k

)

= 
n

2
+ 1

4

∑
1�h,k�n

EϑUh
ϑUk

− 1

4

n∑
k=1

Eϑ2
Uk

+
∑

1�h�=k�n

ah,k (8.7)

= 
n

2
+ 1

4
E

{(
n∑

k=1

ϑUk

)2

−
n∑

k=1

ϑ2
Uk

}
+

∑
1�h�=k�n

ah,k.

Inserting next (8.3), (8.7) in (8.1) we obtain

ESn
2 = EW 2

n + 2DE

(
Wn

n∑
k=1

εUk
LUk

)
+ D2

E

(
n∑

k=1

εUk
LUk

)2

= EW 2
n + 2DE

(
Bn

2
Wn

)
+ D2

2

n + D2

4
E

{(
n∑

k=1

ϑUk

)2

−
n∑

k=1

ϑ2
Uk

}

+ D2

4

∑
1≤h�=k�n

ah,k.

Besides,

EW 2
n + 2DE

(
Bn

2
Wn

)
= E

(
Wn + D

Bn

2

)2

− D2

4
EB2

n

= E
(
S′

n

)2 − D2

4
EB2

n.
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Hence,

ESn
2 = E

(
S′

n

)2 − D2

4
EB2

n + D2

2

n + D2

4
E

{(
n∑

k=1

ϑUk

)2

−
n∑

k=1

ϑ2
Uk

}
(8.8)

+ D2

4

∑
1�h�=k�n

ah,k.

Now, in a similar way to what we used in getting (8.7), we observe that

EB2
n = E

(
n∑

k=1

εUk

)2

= 
n +E

{(
n∑

k=1

ϑUk

)2

−
n∑

k=1

ϑ2
Uk

}
+

∑
1�h�=k�n

bh,k,

where bh,k =∑∞
r=1(ϑr − ϑ2

r )P{Uh = r,Uk = r}. By inserting it in (8.8), we obtain

ESn
2 = E

(
S′

n

)2 − D2

4

{

n +E

{(
n∑

k=1

ϑUk

)2

−
n∑

k=1

ϑ2
Uk

}
+

∑
1�h�=k�n

bh,k

}

+ D2

2

n + D2

4
E

{(
n∑

k=1

ϑUk

)2

−
n∑

k=1

ϑ2
Uk

}
+ D2

4

∑
1�h�=k�n

ah,k

= E
(
S′

n

)2 + D2
n

4
+ D2

4

∑
1�h�=k�n

(ah,k − bh,k)

= E
(
S′

n

)2 + D2
n

4
+ D2

4

∑
1�h�=k�n

ch,k,

where

ch,k = ah,k − bh,k =
∞∑

r=1

(
3ϑ2

r

4
− ϑr

2

)
P{Uh = r,Uk = r}. �

Remark 8.6. (i) Assume that the variables (Uj ) verify

P{Uh = r,Uk = r} = 0, ∀h �= k and ∀r. (8.9)

Then from Lemma 8.5, we get

ESn
2 = E

(
S′

n

)2 + D2
n

4
.
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Condition (8.9) holds for instance in the following important case: let the Uj be the partial sums
of a sequence of random variables (Yi) taking positive integer values

Uj =
j∑

i=1

Yi.

This is the case if Yi ≡ 1 for every i, so that Uj = j for every j . Hence, our present discussion is
a generalization of the previous one.

(ii) Let the Uj be the partial sums of a sequence of independent random variables (Yi). Then
for h < k,

P{Uh = r,Uk = r} = P{Uh = r}P
{

k∑
i=h+1

Yi = 0

}
.

Hence,

ch,k = ρh,k

∞∑
r=1

(
3ϑ2

r

4
− ϑr

2

)
P{Uh = r} = P

{
k∑

i=h+1

Yi = 0

}
E

(3ϑ2
Uh

4
− ϑUh

2

)
.

Notice that if the random variables (Yi) are i.i.d., then

P

{
k∑

i=h+1

Yi = 0

}
= P

{
k−h∑
i=1

Yi = 0

}
= σk−h,

where σn = P{Un = 0}.

8.2. The local limit theorem with effective rate

In this section, we still use the previous notation. We set

Hn = sup
x∈R

∣∣∣∣P{ S′
n −ES′

n√
Var(S′

n)
< x

}
− �(x)

∣∣∣∣,
ρn = P

{∣∣∣∣∣
n∑

k=1

εUk
− 
n

∣∣∣∣∣> h
n

}
,

where � denotes the distribution function of the standard Gaussian law.
The following theorem now generalizes Theorem 1.7 in the case of random scenery. The proof

is identical to that of Theorem 1.7, just replace ϑk with ϑUk
in each formula of Theorem 1.7, so

we omit it.
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Theorem 8.7. For any 0 < h < 1, 0 < ϑj � ϑXj
and all κ ∈ L(v0n,D)

P{Sn = κ} ≤
(

1 + h

1 − h

)
D√

2π Var(Sn)
e
− (κ−ESn)2

2(1+h)Var(Sn)

+ C1√
(1 − h)
n

(
Hn + 1

(1 − h)
n

)
+ ρn(h),

P{Sn = κ} ≥
(

1 − h

1 + h

)
D√

2π Var(Sn)
e
− (κ−ESn)2

2(1−h)Var(Sn)

− C1√
(1 − h)
n

(
Hn + 1

(1 − h)
n

+ 2ρn(h)

)
− ρn(h).

8.3. A correlation property of the sequence {VUk
+ D

2 εUk
, k ≥ 1}

Put

Yk = VUk
+ D

2
εUk

.

We observe that

S′
n = Wn + D

2
Bn =

n∑
k=1

(
VUk

+ D

2
εUk

)
=

n∑
k=1

Yk

and that the quantity Hn appearing in Theorem 8.7 is expressed in terms of the partial sums S′
n.

The aim of the present section is to discuss suitable assumptions assuring the independence of
the variables {Yk, k ≥ 1}, thus enabling us to give an estimate of “Berry–Esseen type” for Hn.

Throughout this section, we assume that the variables {Uj , j ≥ 1} verify condition (8.9) ap-
peared in Remark 8.6(i). That is

P{Uh = r,Uk = r} = 0, ∀h �= k and ∀r ≥ 1.

Theorem 8.8. Let the {Xn,n ≥ 1} be i.i.d. Assume moreover that, for every pair (h, k) with
h �= k, the random variables ϑUh

and ϑUk
are uncorrelated. Then the sequence {Yk, k ≥ 1} is

i.i.d.

Remark 8.9. The assumption of the above theorem is valid if either

(i) r �→ ϑr is constant (for instance, ϑr = ϑXr = ϑX for every r),
(ii) Uh and Uk are independent (and trivially if Uh = h, for every h).

Let φ : R→R be a measurable function and denote

�φ(t) = φ

(
t + D

2

)
− φ(t).

The above theorem is a straightforward consequence of the following properties.
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Proposition 8.10. Let the sequence {Xn,n ≥ 1} be i.i.d. Then, for every pair φ,ψ of measurable
functions R→R,

E
[
φ(Yh)ψ(Yk)

]= E
[
(αφ + βφϑUh

)(αψ + βψϑUk
)
]
, h �= k,

where

αφ = Eφ(X1) =
∞∑

k=1

f (k)φ(vk), βφ = −1

2

∞∑
k=1

f (k) ∧ f (k + 1)

ϑX

�2φ(vk),

αψ = Eψ(X1) =
∞∑

k=1

f (k)ψ(vk), βψ = −1

2

∞∑
k=1

f (k) ∧ f (k + 1)

ϑX

�2ψ(vk).

In particular, for every pair A and B of Borel subsets of R,

P{Yh ∈ A,Yk ∈ B} − P{Yh ∈ A}P{Yk ∈ B} = Cov
(
1A(Yh),1B(Yk)

)= βAβB Cov(ϑUh
,ϑUk

),

where

βA = β1A
, βB = β1B

.

Proof. Since the Xr are identically distributed, we shall omit the symbol r in the definition of
fr . Moreover,

τ
(r)
k = ϑr

f (k) ∧ f (k + 1)

ϑX

.

See Section 1, before (2.4). First, for every r ,

Eφ

(
Vr + D

2
εr

)

=
∞∑

k=1

φ

(
vk + D

2

)
P{Vr = vk, εr = 1} +

∞∑
k=1

φ(vk)P{Vr = vk, εr = 0}

=
∞∑

k=1

φ

(
vk + D

2

)
τ

(r)
k +

∞∑
k=1

φ(vk)

(
f (k) − τ

(r)
k−1 + τ

(r)
k

2

)

=
∞∑

k=1

φ

(
vk + D

2

)
τ

(r)
k +

∞∑
k=1

φ(vk)f (k) − 1

2

∞∑
k=1

φ(vk)τ
(r)
k−1 − 1

2

∞∑
k=1

φ(vk)τ
(r)
k

=
∞∑

k=1

φ

(
vk + D

2

)
τ

(r)
k +

∞∑
k=1

φ(vk)f (k) − 1

2

∞∑
k=1

φ(vk−1 + D)τ
(r)
k−1 − 1

2

∞∑
k=1

φ(vk)τ
(r)
k

=
∞∑

k=1

φ

(
vk + D

2

)
τ

(r)
k +

∞∑
k=1

φ(vk)f (k) − 1

2

∞∑
k=1

φ(vk + D)τ
(r)
k − 1

2

∞∑
k=1

φ(vk)τ
(r)
k
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=
∞∑

k=1

τ
(r)
k

{
φ

(
vk + D

2

)
− φ(vk + D) + φ(vk)

2

}
+

∞∑
k=1

φ(vk)f (k)

=
∞∑

k=1

φ(vk)f (k) − 1

2

∞∑
k=1

τ
(r)
k �2φ(vk)

=
∞∑

k=1

φ(vk)f (k) − ϑr

2

∞∑
k=1

f (k) ∧ f (k + 1)

ϑX

�2φ(vk) = αφ + βφϑr .

Similarly,

Eψ

(
Vs + D

2
εs

)
= αψ + βψϑs.

Hence, observing that for r �= s the random variables Vr + D
2 εr and Vs + D

2 εs are independent,
we have

E
[
φ(Yh)ψ(Yk)

] =
∞∑

r,s=1

E

[
φ

(
Vr + D

2
εr

)
ψ

(
Vs + D

2
εs

)]
P{Uh = r,Uk = s}

=
∞∑

r,s=1
r �=s

E

[
φ

(
Vr + D

2
εr

)
ψ

(
Vs + D

2
εs

)]
P{Uh = r,Uk = s}

=
∞∑

r,s=1
r �=s

E

[
φ

(
Vr + D

2
εr

)]
E

[
ψ

(
Vs + D

2
εs

)]
P{Uh = r,Uk = s}

=
∞∑

r,s=1
r �=s

(αφ + βφϑr)(αψ + βψϑr)P{Uh = r,Uk = s}

=
∞∑

r,s=1

(αφ + βφϑr)(αψ + βψϑr)P{Uh = r,Uk = s}

= E(αφ + βφϑUh
)(αψ + βψϑUk

). �

Remark 8.11. Let A = [a, b] be a closed interval in R. Let

p = max{k : vk < a}, q = max{k : vk � b}.
It is easy to see that

−1

2
�2φ(vp) =

⎧⎪⎨⎪⎩
+1

2
if vp + D

2
∈ A,

−1

2
if vp + D

2
/∈ A.
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Similarly,

−1

2
�2φ(vq) =

⎧⎪⎨⎪⎩
+1

2
if vq + D

2
∈ A,

−1

2
if vq + D

2
/∈ A.

It follows that

|βA| =
∣∣∣∣−1

2

f (p) ∧ f (p + 1)

ϑX

�2φ(vp) − 1

2

f (q) ∧ f (q + 1)

ϑX

�2φ(vq)

∣∣∣∣� 1,

since

f (k) ∧ f (k + 1)

ϑX

� 1, ∀k.

As a consequence, we get∣∣P{Yh ∈ A,Yk ∈ B} − P{Yh ∈ A}P{Yk ∈ B}∣∣� ∣∣Cov(ϑUh
,ϑUk

)
∣∣.

A similar argument yields the above inequality for any interval in R (open, or half-closed, or
unbounded).

9. Concluding remarks and open problems

We conclude with discussing two important questions concerning the approach used. The first
concerns moderate deviations, and the second is related to weighted sums.

9.1. Moderate deviation local limit theorems

In the i.i.d. case, the general form of the local limit theorem ([19], Th. 4.2.1) states the following
theorem.

Theorem 9.1. In order that for some choice of constants an and bn

lim
n→∞ sup

N∈L(v0n,D)

∣∣∣∣bn

λ
P{Sn = N} − g

(
N − an

bn

)∣∣∣∣= 0,

where g is the density of some stable distribution G with exponent 0 < α ≤ 2, it is necessary and
sufficient that

(i)
Sn − an

bn

D⇒ G as n → ∞, (ii) D is maximal.
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This provides a useful estimate of P{Sn = N} for the values of N such that |N |/bn is bounded,
as already mentioned when α = 2 (with bn = √

�n using notation (1.1)). When |N |/bn → ∞, it
is known, at least when 0 < α < 1, that another estimate exists. More precisely,

P{Sn = N} ∼ nP{X = N} as n → ∞,

uniformly in n such that |N |/bn → ∞. We refer to Doney [12] for large deviation local limit
theorems. In the intermediate range of values where |N |/bn can be large but not too large with
respect to n, it was known already three centuries ago that in the binomial case finer estimates
are available for this range of values.

Lemma 9.2 (De Moivre–Laplace, 1730). Let 0 < p < 1, q = 1 − p. Let X be such that P{X =
1} = p = 1 −P{X = 0}. Let X1,X2, . . . be independent copies of X and let Sn = X1 + · · ·+ Xn.
Let 0 < γ < 1 and let β ≤ γ

√
pqn1/3. Then for all k such that letting x = k−np√

npq
, |x| ≤ βn1/6,

we have

P{Sn = k} = e− x2
2√

2πnpq
eE,

with |E| ≤ |x|3√
npq

+ |x|4
npq

+ |x|3
2(npq)

3
2

+ 1
4nmin(p,q)(1−γ )

.

See Chow and Teicher [9]. Although the uniform estimate given in Lemma 1.5 is optimal (it is
derived from a fine local limit theorem with asymptotic expansion), it is for a moderate deviation
like x ∼ n1/7, considerably less precise than the one due to De Moivre which is the case p = q .

Problem I. Under which moment assumptions, does the De Moivre–Laplace estimate extend to
sums of independent random variables?

A partial answer can be given by means of the following result proved by Chen, Fang and
Shao [8].

Theorem 9.3. Let Xi , 1 � i � n be a sequence of independent random variables with EXi = 0.
Put Sn =∑n

i=1 Xi and B2
n =∑n

i=1 EX2
i . Assume that there exist positive constants c1, c2 and t0

such that

B2
n � c2

1n, Eet0
√|Xi | � c2 for 1 � i � n.

Then ∣∣∣∣P{Sn/Bn � x}
1 − �(x)

− 1

∣∣∣∣≤ c3
(1 + x3)√

n
,

for 0 � x � (c1t
2
0 )1/3n1/6, where c3 depends on c2 and c1t

2
0 .
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Assume that the random variables Xi are integer–valued and let k be an integer. From Theo-
rem 9.3, follows that∣∣∣∣P{Sn = k} − 1√

2πBn

e
− k2

2B2
n

∣∣∣∣
(9.1)

≤ 1√
2πBn

e
− k2

2B2
n

(
1 − e

− 2k+1
2B2

n + cc3B
2
n

k
√

n

(
1 +

(
k

Bn

)3))
,

for k
Bn

� (c1t
2
0 )1/3n1/6. Here and in what follows, c denotes some positive numerical constant.

Indeed, as

1√
2πBn

e
− (k+1)2

2B2
n � �

(
(k + 1)/Bn

)− �(k/Bn) � 1√
2πBn

e
− k2

2B2
n

by using Boyd’s estimate ([27], Section 2.26) of Mills’ ratio R(x) = ex2/2
∫∞
x

e−t2/2 dt

2√
x2 + 4 + x

≤ R(x) ≤ 2√
x2 + 8/π + x

, ∀x ≥ 0,

we get in the one hand,

P{Sn = k} = P

{
Sn

Bn

� k

Bn

}
− P

{
Sn

Bn

� k + 1

Bn

}

�
(

1 + c3
1 + ( k

Bn
)3

√
n

)(
1 − �

(
k

Bn

))
−
(

1 − c3
1 + ( k+1

Bn
)3

√
n

)(
1 − �

(
k + 1

Bn

))

�
(

�

(
k + 1

Bn

)
− �

(
k

Bn

))
+ 2c3√

n

(
1 +

(
k + 1

Bn

)3)(
1 − �

(
k

Bn

))

� 1√
2πBn

e
− k2

2B2
n + 2c3√

n

(
1 +

(
k + 1

Bn

)3)(
1 − �

(
k

Bn

))

≤ 1√
2πBn

e
− k2

2B2
n

{
1 + cc3B

2
n

k
√

n

(
1 +

(
k + 1

Bn

)3)}
.

And in the other

P{Sn = k} = P

{
Sn

Bn

� k

Bn

}
− P

{
Sn

Bn

� k + 1

Bn

}

�
(

1 − c3
1 + ( k

Bn
)3

√
n

)(
1 − �

(
k

Bn

))
−
(

1 + c3
1 + ( k+1

Bn
)3

√
n

)(
1 − �

(
k + 1

Bn

))

�
(

�

(
k + 1

Bn

)
− �

(
k

Bn

))
− 2c3√

n

(
1 +

(
k

Bn

)3)(
1 − �

(
k + 1

Bn

))
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� 1√
2πBn

e
− (k+1)2

2B2
n − 2c3√

n

(
1 +

(
k

Bn

)3)(
1 − �

(
k + 1

Bn

))

≥ 1√
2πBn

e
− k2

2B2
n · e

2k+1
2B2

n

{
1 − cc3B

2
n

(k + 1)
√

n

(
1 +

(
k

Bn

)3)}
.

Estimate (9.1) easily follows.
However assumption Eet0

√|Xi | ≤ c2 is restrictive, since the constant c2 can be quite large
and c3 in turn depends increasingly from c2. Consider for instance, the following remarkable
example.

Probabilistic model of the partition function: We refer to Freiman–Pitman [14]. Let σ be a
real. Fix some positive integer n, and let 1 ≤ m ≤ n. Let Xm, . . . ,Xn be independent random
variables defined by

P{Xj = 0} = 1

1 + e−σj
, P{Xj = j} = e−σj

1 + e−σj
.

The random variable Y = Xm+· · ·+Xn can serve to model the partition function qm(n) counting
the number of partitions of n into distinct parts, each of which is at least m, namely the number
of ways to express n as

n = i1 + · · · + ir , m ≤ i1 < · · · < ir ≤ n.

(By Euler’s penthagonal theorem, q0(n) for instance appears as a coefficient in the expansion
of
∏

k≤n(1 + eikθ ).) Notice that we have the following formula (in which σ only appears in the
right-hand side)

qm(n) = eσn

∫ 1

0

n∏
j=m

(
1 + e−σj e2iπαj

)
e−2iπαn dα. (9.2)

By using characteristic functions and Fourier inversion formula, we deduce from (9.2),

qm(n) = eσn

(
n∏

j=m

(
1 + e−σj

))
P{Y = n}. (9.3)

Choosing σ as the unique solution of the equation
∑n

j=m
j

1+eσj = n gives P{Y = n} = P{Y = 0}
where Y = Y − EY . But here we have Eet0

√|Xi−EXi | ≈ et ′0
√

j . c2 ≈ et ′0
√

n, and so c3 � √
n.

Freiman and Pitman lacked a result of this kind, and in place, directly estimated the integral in
(9.2) in a painstriking work.

9.2. Weighted i.i.d. sums

The requirement on the random variables to take values in a common lattice is generally no longer
satisfied when replacing Xj by wjXj , where wj , j = 1, . . . , n are real numbers. This occurs if
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Xj = wjβj , where βj is a Bernoulli random variable and wj are distinct integers having greatest
common divisor d . In this case, P{Xj ∈ L(0,wj )} = 1 for each j , but one cannot select a smaller
common span (e.g., D = d) since condition (1.10) would be violated. See also (2.3). This example
in turn covers important classes of independent random variables used as probabilistic models in
arithmetic. See [13,14,31]. However, the representation given in Lemma 2.3 extends to weighted
sums. Set for m = 1, . . . , n,

Sm =
m∑

j=1

wjXj , Wm =
m∑

j=1

wjVj , Mm =
m∑

j=1

wjεjLj , Bm =
m∑

j=1

εj .

A direct consequence of (2.7) is

Lemma 9.4. We have the representation

{Sm,1 ≤ m ≤ n} D= {Wm + DMm,1 ≤ m ≤ n}.
And, conditionally to the σ -algebra generated by the sequence {(Vj , εj ), j = 1, . . . , n}, Mn is a
weighted Bernoulli random walk.

Problem II. Show an approximate form of the local limit theorem for weighted i.i.d. sums.
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Die Grundlehren der mathematischen Wissenschaften, Band 165. MR0274686

[28] Mukhin, A.B. (1984). Local limit theorems for distributions of sums of independent random vectors.
Teor. Veroyatn. Primen. 29 360–366. MR0749924

[29] Mukhin, A.B. (1991). Local limit theorems for lattice random variables. Teor. Veroyatn. Primen. 36
660–674. MR1147168

[30] Petrov, V.V. (1975). Sums of Independent Random Variables. New York: Springer. Translated from the
Russian by A.A. Brown, Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 82. MR0388499

http://www.ams.org/mathscinet-getitem?mr=3059199
http://www.ams.org/mathscinet-getitem?mr=1340834
http://www.ams.org/mathscinet-getitem?mr=2306188
http://www.ams.org/mathscinet-getitem?mr=1440141
http://www.ams.org/mathscinet-getitem?mr=1701187
http://www.ams.org/mathscinet-getitem?mr=1297011
http://www.ams.org/mathscinet-getitem?mr=0954586
http://www.ams.org/mathscinet-getitem?mr=0026275
http://www.ams.org/mathscinet-getitem?mr=2981903
http://www.ams.org/mathscinet-getitem?mr=2744890
http://www.ams.org/mathscinet-getitem?mr=0322926
http://arxiv.org/abs/arXiv:1510.05390v2
http://arxiv.org/abs/arXiv:1510.05390v2
http://www.ams.org/mathscinet-getitem?mr=0550121
http://www.ams.org/mathscinet-getitem?mr=0101545
http://www.ams.org/mathscinet-getitem?mr=1678578
http://www.ams.org/mathscinet-getitem?mr=0528328
http://www.ams.org/mathscinet-getitem?mr=0274686
http://www.ams.org/mathscinet-getitem?mr=0749924
http://www.ams.org/mathscinet-getitem?mr=1147168
http://www.ams.org/mathscinet-getitem?mr=0388499


3310 R. Giuliano and M. Weber

[31] Postnikov, A.G. (1988). Introduction to Analytic Number Theory. Translations of Mathematical
Monographs 68. Providence, RI: Amer. Math. Soc.. Translated from the Russian by G.A. Kandall,
translation edited by Ben Silver, with an appendix by P.D.T.A. Elliott. MR0932727

[32] Röllin, A. and Ross, N. (2015). Local limit theorems via Landau–Kolmogorov inequalities. Bernoulli
21 851–880. MR3338649

[33] Weber, M. (2011). A sharp correlation inequality with application to almost sure local limit theorem.
Probab. Math. Statist. 31 79–98. MR2804977

Received January 2015 and revised February 2016

http://www.ams.org/mathscinet-getitem?mr=0932727
http://www.ams.org/mathscinet-getitem?mr=3338649
http://www.ams.org/mathscinet-getitem?mr=2804977

	Introduction and main result
	Preliminaries
	Characteristics of a random variable
	Bernoulli component of a random variable

	Proof of Theorem 1.7
	Proof of Corollary 1.8
	Proof of Corollary 1.9
	Proof of Corollary 1.11
	Gamkrelidze's local limit theorem
	Application to random walks in random scenery
	Preliminary calculations
	The local limit theorem with effective rate
	A correlation property of the sequence {VUk+D/2epsilonUk,k>=1}

	Concluding remarks and open problems
	Moderate deviation local limit theorems
	Weighted i.i.d. sums

	Acknowledgements
	References

