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This note consists of two independent
parts. In § 1 we concern with the
paper; H«

;
//eyl, -almost periodic invariant

vector sets in a metric vector space,
AmθΓo J. Î ath., 71 (1949) (W. I) In
this paper the whole theory was established
upon 4 axioms. First the Parseval equation
was proved by assuming Axioms I,II,III and
then the approximation theorem was proved
by assuming a further Axiom IV. We shall
prove nere first the approximation theorem
without Axiom IV and then we shall obtain
the Parseval equation© In §2 we shall
give a simple proof of Lemma 2 of the
paper: Ή.Weyl, The method of orthogonal
projection in potential theory, Duke Math.
Jβ, 7 (1940) (vV.II).

§l
β
 We start from the following

axioms:

Axiom I (W*I, p Γ78) Let Z be a com-
plex vector space and <r = {s} be a group
of linear transformations on J£> i f —»f' =
sf.

Axiom III (W I, p 180) Z is a Banach
space w.r.t the norm if I , and s £ <r
is an isometric transformation on 21 »
If 1 = I sf I .

f€ Σa is called almost periodic (a.p.)
if { sf s €cr} is a totally bounded sub-
set of 21 c We denote by 21 j. the
smallest invariant closed subspace of 21
v hic:"?. contains f. Clearly JΓ° is the
closure of all the elements * JEll^s^f)
(finite sum),

Let CΓ 3 s —» ί2(s) =
a matric representation of <r
degree h

o
 We call q. = (gi*

(
gi
 € Z > an SI -row if

(1) S(g1 , .c,S<) = (S1,.

.(s)||
<r with

be

S€(Γ

Especially <%- is called a primitive row
if £L is a unitary irreducible represen-
tation of <Γ

Theorem l
β
 (Theorem of strong approxi-

mation, W.I, p 199) "Let f £ JL ^
e
 a P

Then f can be approximated w r t the norm
with arbitrary accuracy by finite sums of
the elements of primitive rows ί'

Me shall first notice that the function
P^(s) = sf with domain <r and with range
in 21 is a

o
p in the sense of Bochner-

Neumann C 11 (3.N
#
) if and only If

is a«p We denote its mean value by
/sf. It

f
is easily proved (W I, p.182) that

£
©very f € ΣLl is also a.p

β
 if f is a p

#

Now let f cΣ be a p. and Xl^(a) be
a unitary irreducible representation of σ*
with degree n^ We call g* defined by

the primitive expansion coefficient
(p.e.c.) of f

o
 s% belongs to Σ'l

Theorem 1 follows tnen from Lemma 1, 2 s

Lemma 1* "Let f ξJΓ. be a p. and g^
be p e.c. of f. Then '

are primitive rows/

Proof. Let P(s) and cp(s) be a.p
β

functions taking values in 21 and com-
plex numbers respectively. We define

We have then
 t J

t
y c
 sj

x
Hence we have

= J ω^(t"
ι
s)(tf)

i 2 ^

Lemma 2. Let f € Σ be a.p. Then f
can be approximated w.r.t. the norm with
arbitrary accuracy by finite sums of
p

o
e.c of f."

Proof. By Theorem 22 of B.N* we can
find for any assigned 6 > 0 a special
weight function <p = 2L T * co- (s)
such that j sf-F x ^(s) ( % ε

CJ
(s*<rh



We aάά now

Lemma 3 " The p e c g ^ of sf i s a
lin€<±r combination of the p β e o c f g- * ]
of f /; ι*Ί l

Proof. | Λ

q.β.d.

Since any f'^X
f
 can be approximated

by Iλ ?.(*s
t
f),

 w e
 can prove the. following

theorem from Lemma 3:

Theorem 2 " Any f'cΣ.^ can be approxi-
mated with arbitrary accuracy by linear
combinations of p e.c, of f

m
"

How we assume further

Axiom II (W.I, p«179) With any two
f,g ̂  ΣJ there is associated a complex
number (f,g) with the usual properties of
the inner product, and

(sf, sg)=(f,g), and If I^

We don't assume the completeness of
Σ. w r t* 11 f II.

Let
.
S

and

=
 ^ &ι»* > ' ' '> ζ^fS) oe two primitive
rows Then from the 8chur

7
s lemma

follows

and

(Cfβ W I,. p 194)o Hence we can define
the inner product of two primitive rows

We consider now the primitive rows
in Lemma 1, and we define

Let m
Λ
 be the rank of .̂ , then

m -=c n
 %
 We can take then

such thatin

Theorem 3. (W
Φ
I, p.196) Let f,I

be a pα There are at most a countable
infinite set of p,e c

β
 g ̂

Λ
 =̂ 0, rY om

each ^
λ
 take ^

as above Then the countable system

h (k
=
l, ©« ,iπ̂ , j'

=
l,« ,n̂ J

forms a orthonornial system of Σ*f , i
β
e

9

for any f'€ 22° t*16 Parseval equation

(6) iί'f-
Λ
ζ Ki' ί, <'y

z

holds
9

Proof From the inequality of Bessel

follows d =• iii'd
2
-- Σ \(L% , -t'yfz- o

If c< > 0, we can apply Theorem 2 for yoΓ
so that we can choose a linear combination

of g =

I f - g I <

tion, q
o
e d

β

Hence we have cί^ll-f-gll
, which is a contradic-

We shall consider then the characteri-
zation of £χ.

λ
 in W I. In the following

we fix an irreducible unitary representa-
tion J.Ί* with degree r = n

Λ
 and omit the

index Λ. * We correspond now to every
primitive row ^ a vector

(7) a. =
$<* is called a hidden row if oι

a
 = °

and fy
fi
 is called upright if (%

 f
 &* )

= 0 for every hidden row or (V/. I,p. 194}
We define

 ά

(S)

Clearly we have

V
Lemma 4 " A necessary and sufficient

condition for a primitive row ct be
hidden is that (g

Λi
 , f') = 0 (itl/v r )

for every f ' e 5̂ ° »
 v

TProof

ft
d
 = 0



, r

^fWβ^g,. ,f)

,f)«0

©very f' € Σ]

From Lemma 4 follows immediately

Lemma δ If or e ιΛ , then 9, is
upright

Lemma 6« If & is upright, then

%* \
Λ λ

Proof If 9^ £ V , we can de-
compose A such that

( %, %l ) ao, i = i , * . * , r .

Since % and Or are u p r i g h t , so i s
ft, Hence u ' o and so ( g ^ 9f)ψ

0 for some i 'Now take IIg^ || = 1 and
|(g(i^ # f ) l> 6 > 0 3y Theorem 1 we can
choose h = ^ H^gi, € "̂  Λ

 -_ —-^
/ f - h <f

which is a contradiction* Hence we have

From ( 9 ) , Lemma 5* Lemma 6 we have

u -PΛ

"Theorem 4 We can characterize ty
in Theorem 3 as -ΛΛ or as the set of a l l
the upright / 2 λ -/ "

^ 2
O
 V/e shall give here a simple proof

of the following Lemma of W
β
II. Let G

be an open set in 3-space
β
 A function

9>(x) is called of class Q if φ(x)
vanishes outside some compact subset G*
of G and continuous with its derivatives
up to the second order

Weyl s Lemma 'Let η(x) be a mea-
surable function on G with L lηζic
If ^(x) satisfies the equation

J(10) = 0

for every ζ (x) of class
there is a harmonic function η
is equal to Ύι (x) almost everywhere on

0 " '

9
 then

η*(x.) which

Proof* If ^(x) is of class J**
#
 i,e.

continuous with its derivatives up to the
second order, then Δη-^ 0 follows from
(10) by the Green's formμla

Î ow let yίx) be any measurable func-
tion which is Integrable on every closed
sphere S(x,r) with centre x and with
radius r (SC G )

β
 Let G

x
 be the set

of all the points x e G such that 3(x,r)
CZ ΰr

#
 Then we define

(ID

for

'^ $

x e G
r
 It is well known that if

3>(x) is measurable, then K
r
5> is conti-

nuous; if ίP(x) is continuous then ί.îώ?
is of class G

1
 an:! ̂ f Cf{x) is of class

then class vj
β

If S(x)=C onG - G*(G* Compact),
take r < P(G*, G

c
)
 #
 Since ή(x + yj

is measurable w r»t two variables x,y
we can apply Fubini'a theorem:

= 0

Hence Ivi
r
η(x) satisfies also the equa-

tion (11) Repeating this process we
l tcan conclude that

(12)

also
Since η
harmonic function on G

satisfies t
v
e equation (11) ir

A
 G

r
.

s+f
.

η*(x) is of class C^, nfU) is a

• s -+ t

Now we fix s and t. Let us write
\(x)sM M

t
η(x) and ^*(x)=M^ ηjx) *

By a well known theorem on the derivative
of the Indefinite integral we have

(13)

almost everywhere.

On the other hand the harmonic function
r)£ (x) satisfies the relation

M5 η* (x)- η* (x) for every s > 0,



, Sincei.e. M
S
M

T

follows from Λibini' s theorem, we have

c'/ΪCϊf ί η

s, η
>f
(x)=

i
Since ^jjx) is continuous,
everywhere on S^+s+i: . Repeating this"
method we have η*fx) = η

1
(x)=M

+
η(x) on

6
I + S n

 and η*(x)-η(x) almost every-
where on ί}

γ + s + t
 Since we can. take

r+s+t arbitrarily small, lemma 2 is com-
pletely provedo

for every r > 0# s > C. Hence we can
write ^ * ( x ) = η* (x) wltftout index r
and of course η*(x)=limr^<r)k,* ( χ ) β

Thus we have
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almost everyv/here on &Ύ

t
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