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Every Stieltjes moment problem has a solution in Gel’fand-Shilov spaces
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Abstract. We prove that every Stieltjes problem has a solution in Gel’fand-Shilov

spaces Sb for every b > 1. In other words, for an arbitrary sequence fmng there exists a

function j in the Gel’fand-Shilov space S
b with support in the positive real line whose

moment
Ð
y

0 xnjðxÞ dx ¼ mn for every nonnegative integer n.

This improves the result of A. J. Duran in 1989 very much who showed that every

Stieltjes moment problem has a solution in the Schwartz space S, since the Gel’fand-

Shilov space is much a smaller subspace of the Schwartz space. Duran’s result already

improved the result of R. P. Boas in 1939 who showed that every Stieltjes moment

problem has a solution in the class of functions of bounded variation. Our result is

optimal in a sense that if ba 1 we cannot find a solution of the Stieltjes problem for a

given sequence.

§1. Introduction.

If a sequence fmng and a function f can be written asð
y

0

xnfðxÞ dx ¼ mn; for n ¼ 0; 1; 2; . . . ;ð1:1Þ

then mn is called the n-th moment of f, the sequence fmng is called the moment sequence

of f and the function f is called the moment function of the sequence fmng.

The moment problem asks mainly when a sequence fmng is the moment sequence of

a function f defined on I. The Stieltjes moment problem which treats the case of I ¼

½0;yÞ was proposed and solved completely for the case of positive measures dmðxÞ by

Stieltjes in his classical paper ‘‘Recherches sur les fraction continue’’ in 1894–95, where

the Stieltjes integral was introduced. In 1939 Boas [B] proved that every Stieltjes

moment problem has a solution in the space of functions of bounded variation, i.e., for

an arbitrarily given sequence fmng of real numbers there exists a function f of bounded

variation satisfying (1.1). Quite recently, Duran [D] showed an improved result that

every Stieltjes problem has a solution in the Schwartz space of rapidly decreasing

functions. In 1994, Durán and Estrada [DE] made, as a part of their paper, a di¤erent

proof based on the asymptotic analysis. It is natural to ask what is the smallest

function space which ensures the existence of the moment function for an arbitrarily

given sequence.

In this paper we will show that every Stieltjes problem has a solution in the

Gel’fand-Shilov space S bð0;yÞ, b > 1 which is a subspace of the Schwartz space.

Furthermore, one cannot find a moment function in S bð0;yÞ, ba 1 for some sequences.

In this sense our result is optimal and S bð0;yÞ, b > 1 is the smallest Gel’fand-Shilov

spaces in which the Stieltjes problem has a solution.
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§2. Gel’fand-Shilov spaces on the right half line.

We introduce Gel’fand-Shilov spaces and their modifications for the Stieltjes

moment problem and refer to [GS] for the definition of the Schwartz space and other

function spaces in the distribution theory.

For ab 0 and bb 0 we define function spaces Sa;S
b, and S b

a by

Sa ¼ f A CyðRÞ j sup
x AR

jxpfðqÞðxÞjaCqh
pp!a bCq; h > 0

� �

;

S b ¼ f A CyðRÞ j sup
x AR

jxpfðqÞðxÞjaCph
qq!b bCp; h > 0

� �

;

S b
a ¼ f A CyðRÞ j sup

x AR

jxpfðqÞðxÞjaChpþqp!aq!b bC; h > 0

� �

:

Modifying the above ordinary Gel’fand-Shilov spaces we introduce Sað0;yÞ;S bð0;yÞ,

and S b
a ð0;yÞ by

Sað0;yÞ ¼ ff A Sa j fðxÞ ¼ 0; for xa 0g;

S bð0;yÞ ¼ ff A S b j fðxÞ ¼ 0; for xa 0g;

S b
a ð0;yÞ ¼ ff A S b

a j fðxÞ ¼ 0; for xa 0g:

Throughout this paper the Fourier-Laplace transform f̂f of a function f is defined

by

f̂fðxÞ ¼

ð

y

�y

fðxÞe ixx dx:

It is well known in [GS] that ŜSa ¼ S a, ŜS b ¼ Sb and ŜS b
a ¼ S a

b where ŜSa; ŜS
b and ŜS b

a

are the Fourier transforms of functions of Sa;S
b and S b

a respectively.

Now we state the Paley-Wiener type theorem for S bð0;yÞ.

Proposition 2.1. A function c defined on R is the Fourier transform of a function f

of class S bð0;yÞ if and only if

(i) c is of class Sb.

(ii) c can be extended to a continuous function C in the closed upper half plane

Im zb 0 and analytic in Im z > 0.

(iii) c vanishes as z ! y in Im zb 0.

Proof. The facts (i) and (iii) are immediate from ŜS b ¼ Sb and the Lebesgue

dominated convergence theorem. To prove (ii) let cðzÞ ¼
Ð

y

0 e iztfðtÞ dt. Then cðzÞ

is well defined in the closed upper half plane Im zb 0. By the simple inequality

je iz1 � e iz2 ja jz1 � z2j in the closed upper half plane we can apply the Lebesgue domi-

nated convergence theorem for the Newton quotient

cðzþ hÞ � cðzÞ

h
¼

ð

y

0

e iðzþhÞt � e izt

h

� �

fðtÞ dtð2:1Þ
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Letting h ! 0 in (2.1) we have

c 0ðzÞ ¼

ð
y

0

ite iztfðtÞ dt

which proves (ii).

To prove the converse, in view of the Fourier inversion formula it su‰ces to show

that fðxÞ ¼ ð1=ð2pÞÞ
Ð
y

�y
e�ixtcðtÞ dt belongs to S bð0;yÞ. Since f belongs to S b by (i)

it remains to prove that fðxÞ ¼ 0 for x < 0. By the condition (ii) we can write

fðxÞ ¼ lim
R!y

1

2p

ð
G

e�ixzcðzÞ dz

where G is the contour GðtÞ ¼ Re it, 0a ta p. By the condition (iii) and a usual

calculation it is easy to see that fðxÞ ¼ 0 for x < 0. r

§3. Main Theorem.

Before proving the main theorem we need the following lemma based on Ritt’s

theorem. This lemma describes the existence of a bounded analytic function which has

an arbitrarily given asymptotic power series whose proof can be found in [DE].

Lemma 3.1. Let fang be an arbitrary sequence of complex numbers. Then there

exists a bounded analytic function F defined in the sector S ¼ fre iy j r > 0; y1 < y < y2g

such that

FðzÞ@ a0 þ a1zþ a2z
2 þ � � �

as z ! 0 in S.

In other words, jF ðzÞ � ða0 þ a1zþ a2z
2 þ � � � þ anz

nÞj ¼ Oðznþ1Þ as z ! 0 in S.

We are now ready to state and prove the main theorem.

Theorem 3.2. For any sequence fmng of complex numbers there exists f A S bð0;yÞ

such that

mn ¼

ð
y

0

xnfðxÞ dx for n ¼ 0; 1; 2; . . . :ð3:1Þ

Proof. Let c be the Fourier transform of the function f in (3.1). Then the

equation (3.1) is equivalent to the following Borel type theorem

cðnÞð0Þ ¼

ð
y

0

inxnfðxÞ dx ¼ inmn:ð3:2Þ

Thus it su‰ces to find a function c A ŜS bð0;yÞ satisfying (3.2) and then the moment

function f for the sequence fmng can be obtained by

fðxÞ ¼
1

2p

ð
y

�y

cðxÞe�ixx dx:

To construct such a function we first employ the function
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GbðzÞ ¼ expðepið1�1=ð2bÞÞðzþ iÞ1=bÞ

which is analytic in the region fz j �p=2 < argðzþ iÞ < 3p=2g.

Since 1=Gb is analytic in the same region it can be written as

1=GbðzÞ ¼ a0 þ a1zþ a2z
2 þ � � �

for jzj < 1.

Secondly, by Lemma 3.1 there exists FðzÞ which is bounded analytic in the sector

S ¼ fz A C j �p=4 < arg z < 5p=4g with its asymptotic power series

F ðzÞ@ b0 þ b1zþ b2z
2 þ � � � ; as z ! 0 in S

where

bn ¼
X

n

k¼0

ik

k!
mkan�k:

Now we want to show that the function cðzÞ ¼ F ðzÞGbðzÞ satisfies the conditions

(i), (ii) and (iii) in Proposition 2.1 and the equation (3.2), which will complete the proof

in view of Proposition 2.1.

Note that by the construction of F, cðzÞ ¼ FðzÞGbðzÞ has an asymptotic power

series

cðzÞ@
X

y

n¼0

inmn

n!
z
n; as z ! 0 in S:

Therefore, if we define cð0Þ ¼ m0 we have

cðzÞ � cð0Þ

z
� im1

�

�

�

�

�

�

�

�

¼
Oðz2Þ

z
as z ! 0 in S

which means that c 0ð0Þ ¼ im1. Also, since c 0ðzÞ has the asymptotic expansion

c 0ðzÞ@
X

y

n¼1

inmn

ðn� 1Þ!
z
n�1; as z ! 0 in S

we can repeat the same process and the equation (3.2) is satisfied.

The condition (ii) of Proposition 2.1 is obvious by defining cð0Þ ¼ m0. Now the

image of the region D :¼ fz j Im zb�1g under hbðzÞ :¼ epið1�1=ð2bÞÞðzþ iÞ1=b is contained

in the sector p� p=ð2bÞ < arg z < pþ p=ð2bÞ. Thus it follows that cosðarg hbðzÞÞa�kb

where kb ¼ cos p=ð2bÞ > 0. From these properties we may decide the behavior of Gb at

infinity in the domain D. Indeed, if z A D and jzþ ijb r we have

jGbðzÞj ¼ expReðepið1�1=ð2bÞÞðzþ iÞ1=bÞ

a expð�kbr
1=bÞ:

This implies GbðzÞ ! 0 as z ! y in D.
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Finally we prove cðxÞ A S b. If jxja 1, cðqÞðxÞ is bounded by some constant which

depends only on q. For jxj > 1, by the Cauchy integral formula we have

jcðqÞðxÞja
q!

2p

ð

jz�xj¼1=2

jcðzÞj

jz� xjqþ1
jdzj

a 2qq! sup
jz�xj¼1=2

jcðzÞj

aC2qq! sup
jz�xj¼1=2

jGbðzÞj

aC2qq! exp �kb jxj �
1

2

� �1=b
 !

aCq expð�kbjxj
1=bÞ

for some positive constants Cq which depend only on q and b. Multiplying jxjp on

both sides of the above inequality and taking supremum for x we complete the proof.

r
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