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Abstract. We introduce Ginibre-type point processes as determinantal
point processes associated with the eigenspaces corresponding to the so-called
Landau levels. The Ginibre point process, originally defined as the limiting
point process of eigenvalues of the Ginibre complex Gaussian random matrix,
can be understood as a special case of Ginibre-type point processes. For these
point processes, we investigate the asymptotic behavior of the variance of the
number of points inside a growing disk. We also investigate the asymptotic
behavior of the conditional expectation of the number of points inside an
annulus given that there are no points inside another annulus.

1. Introduction.

The Ginibre point process arises as the limiting point process of the eigenvalues of a
non-hermitian complex Gaussian matrix ensemble and also in physics context as charged
particles of two-dimensional one-component plasma at the special temperature [5], [10].
It is known that the Ginibre point process is the determinantal point process on C
associated with the exponential kernel K̃0(z, w) = ezw and the complex Gaussian measure
λ(dz) = π−1e−|z|

2
m(dz). A determinantal point process on a space R is characterized

by a kernel K : R × R → C (with some conditions) and a Radon measure λ on R; the
correlation functions with respect to λ are given by ρn(z1, . . . , zn) = det(K(zi, zj))n

i,j=1.
Many important examples of determinantal point processes arise as those associated
with reproducing kernel Hilbert spaces of functions on R with reproducing kernel K. For
example, the zeroes of hyperbolic Gaussian analytic function studied by Peres–Virág [15]
are the determinantal point process associated with the so-called Bergman space, i.e.,
the reproducing kernel Hilbert space of the L2-analytic functions in the unit disk with
respect to the Lebesgue measure with the Bergman kernel KBerg(z, w) = π−1(1− zw)−2.
In this sense, we may say that the Ginibre point process is associated with the Bargmann–
Fock space, that is, the reproducing kernel Hilbert space of L2-entire functions with the
reproducing kernel K̃0 above (cf. [1], [2]).

The Landau Hamiltonian on L2(R2) is the Schrödinger operator with constant mag-
netic field in R2. It is well-known that its spectrum consists of only eigenvalues with
infinite multiplicity, which are called Landau levels. The eigenspace corresponding to
the lowest eigenvalue, the first Landau level, can be identified with the Bargmann–Fock
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space; besides the other eigenspaces corresponding to higher Landau levels can also be
regarded as reproducing kernel Hilbert spaces and they are obtained from the first one
by applying a creation operator repeatedly. We may also say that the Ginibre point pro-
cess is associated with the first Landau level. As naturally expected, one can define the
determinantal point processes associated with higher Landau levels; here we call them
Ginibre-type point processes, which are indexed by n = 0, 1, 2, . . . . We remark that they
are invariant under translations and rotations in C as the original Ginibre point process
is. The definition of Ginibre-type point processes will be given in Section 3.

In this paper, we focus on the random variable ξ(A) which counts the number of
points inside a set A ⊂ C for Ginibre-type point processes and investigate its asymptotic
behavior as A tends to the whole space.

First we show that the variance of ξ(A) is of the same order as the square root of the
expectation for Ginibre-type point processes while that is the same as the expectation
for Poisson point processes. This result has been shown for the Ginibre point process in
[14], [17].

Theorem 1.1. Let µKn,m be the Ginibre-type point process associated with
Kn(z, w) = Ln(|z − w|2)K0(z, w) and the Lebesgue measure m, where K0(z, w) =
π−1 exp{zw−(1/2)(|z|2 + |w|2)} and Ln(·) is the Laguerre polynomial of degree n. Then,
for the disk Dr of radius r, we have

VarKn,m(ξ(Dr)) =
r

π

∫ ∞

0

dt|Ln(t)|2e−t

∫ t∧4r2

0

(
1− x

4r2

)1/2

x−1/2dx

∼ Cnr (r →∞).

The asymptotic constant Cn is given by

Cn =
2Γ(n + 3/2)

πn! 3F2

(
− 1

2
,−1

2
,−n; 1,−1

2
− n; 1

)
∼ 8

π2
n1/2 (n →∞).

We can also prove the following more general result, which recovers the asymptotics
part of Theorem 1.1.

Theorem 1.2. Let µK,m be a determinantal point process on Rd associated with a
kernel K and the Lebesgue measure m. Suppose that K is a locally trace class, self-adjoint
operator on L2(Rd,m) with the property K2 = K and that there exists a continuous
function k : [0,∞) → [0,∞) such that |K(z, w)|2 = k(|z − w|2) and v(d−1)/2k(v) ∈
L1([0,∞)). Then, for the ball Br of radius r, we have

VarK,m(ξ(Br)) ∼
(

(2π)d−1

(d− 1)!

∫ ∞

0

v(d−1)/2k(v)dv

)
rd−1

as r →∞.

We note that the reproducing property of K implies that K2 = K. In the case of
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the Ginibre-type point process, namely d = 2 and k(v) = π−2Ln(v)2e−v, the limiting
coefficient of the variance turns out to be Cn = (2/π)

∫∞
0

v1/2Ln(v)2e−vdv as it follows
from Theorem 1.1.

From Theorem 1.2, we see that the variance is of the same order as the surface
volume of Br while the expectation is of the same order as its volume. It is different
from the Poisson (with constant intensity) case, in which both expectation and variance
are equal to constant multiple of the volume.

Remark 1.3. We note that the condition K2 = K implicitly assumes∫∞
0

v(d−2)/2k(v)dv < ∞. If the integrability condition for k in Theorem 1.2 fails, we need
to find an appropriate scaling. For example, we consider the case where R = R1 and
K(x, y) = sin π(x− y)/π(x− y). It appears as the limiting eigenvalues process of Gaus-
sian Unitary Ensemble. In this case, the integrability condition fails since k(v) = O(v−1)
as v → ∞; indeed, the variance behaves as O(log r) instead of O(1) as r → ∞. More
details have been investigated for R1 in [22].

The resemblance between the Ginibre point process and the zero set of the planar
Gaussian analytic function (PGAF) defined as a random power series

∑∞
n=0 ζnzn/

√
n!

(z ∈ C) has been emphasized and discussed, where {ζn}n≥0 are i.i.d. standard complex
Gaussian random variables. Both are point processes on C that are of repulsive nature
and invariant under translations and rotations. The hole probability that there are no
zeroes of PGAF inside the disk Dr decays like exp(−Cr4) as r → ∞ [13], [20], and
the large deviations for the number of points inside Dr for the Ginibre point process are
discussed in [17]. A related problem which is called overcrowding estimates for both point
processes is considered in [11]. The large deviations for the zeroes of time dependent
PGAF are discussed in [7], where a simulation is also given which shows an accumulation
phenomenon of zeroes in a typical realization of the zero set of PGAF conditioned that
there are no zeroes inside a disk. This phenomenon was also mentioned for the Ginibre
point process as a two-dimensional one-component plasma model in [10]. In the present
paper, we show more quantitative evidence of the occurrence of a similar accumulation
phenomenon for the Ginibre-type point process instead of the zeroes of PGAF. To this
end, we consider two annuli with common center and compute the expectation of the
number of points within one annulus conditioned that there are no points inside the other
annulus.

We denote the annulus {z ∈ C;x ≤ |z| < y} by Ay
x. The symbol E denotes the

expectation with respect to the law of the Ginibre-type point process. We consider two
disjoint annuli A

√
br√
ar

and A
√

βr√
αr

. Conditional expectations differ considerably according
to whether two annuli have the common boundary or not.

Theorem 1.4. Suppose 0 ≤ α < β ≤ a < b < ∞ or 0 ≤ a < b ≤ α < β < ∞.
Then,

lim
r→∞

1
r2
E

[
ξ
(
A
√

br√
ar

) ∣∣∣ ξ
(
A
√

βr√
αr

)
= 0

]
=





b− a α < β < a < b or a < b < α < β

b− γαβ α < β = a < b

γαβ − a a < b = α < β
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where γαβ = (β − α)/(log β − log α) ∈ [α, β] and γ0β is understood to be 0.

Since E[ξ(A
√

br√
ar

)] = (b− a)r2, this theorem implies that the effect of the condition-
ing asymptotically vanishes in the limit if the observation point is away from the
vacant annulus, however, it also says that there must be O(r2) number of points close to
the boundary of the vacant annulus. The following theorem clarifies more precisely the
situation that O(r2) number of points accumulate within a thin annulus of finite area on
the boundary of the vacant annulus.

Theorem 1.5. Let κ > 0. If 0 ≤ α < β, then

lim
r→∞

1
r2
E

[
ξ
(
A

√
βr2+κ√
βr

) ∣∣∣ ξ
(
A
√

βr√
αr

)
= 0

]
=

∫ β

γαβ

(1− e−κ(1−s/β))ds

and if 0 < α < β, then

lim
r→∞

1
r2
E

[
ξ
(
A
√

αr√
αr2−κ

) ∣∣∣ ξ
(
A
√

βr√
αr

)
= 0

]
=

∫ γαβ

α

(1− e−κ(s/α−1))ds.

Remark 1.6. The constant γαβ which appears in Theorem 1.4 and Theorem 1.5 is
the unique solution to the equation I(α/x) = I(β/x) (x > 0), where I(x) = x−1− log x

is the rate function for the large deviations of sum of i.i.d. exponential random variables
with mean 1.

The organization of this paper is as follows. In Section 2 we recall some basic
properties of Landau Hamiltonian, in particular, its eigenspaces corresponding to Landau
levels and the projection integral kernels on them. In Section 3 we introduce the Ginibre-
type point processes after recalling the definition of determinantal point processes and
their properties. In Section 4 we introduce Gamma-like and Poisson-like random variables
related to the eigenvalues of Kn in Theorem 1.1 and compute their Laplace transforms.
Also we give a limit theorem for them. We prove Theorem 1.1 in Section 5 and Theorem
1.2 in Section 6. In Section 7, we recall the notion of simultaneous observability and give
an expression for conditional expectation. We give proofs of Theorems 1.4 and 1.5 in
Section 8.

2. Landau Hamiltonian and Landau levels.

In this section, we discuss the eigenspaces of the Landau Hamiltonian and the cor-
responding orthogonal projections. Although the content of this section is well-known,
we briefly review it here. See for related topics (cf. [9], [16]).

Let us consider the Schrödinger operator with magnetic field in two dimension. The
operator

H =
1
2
(i∇− a(x))2 x = (x, y) ∈ R2
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acts on the Hilbert space L2(R2). When we put a(x) = (by,−bx) for b ∈ R, it describes
the Schrödinger operator with uniform magnetic field:

H =
1
2
(i∂x − by)2 +

1
2
(i∂y + bx)2.

In what follows, we assume, for simplicity, that b > 0 and identify L2(R2) with L2(C)
with respect to the Lebesgue measure m(dz) as usual by the mapping (x, y) 7→ z = x+iy.
We define creation and annihilation operators by

s† = ∂z − b

2
z̄, s = −∂z̄ − b

2
z,

where ∂z = (∂x − i∂y)/2 and ∂z̄ = (∂x + i∂y)/2. These are also expressed as

s† = eb|z|2/2∂ze
−b|z|2/2, s = −e−b|z|2/2∂z̄e

b|z|2/2. (2.1)

Note that [s, s†] := ss† − s†s = b. It is easy to see that s and s† are mutually adjoint as
operators acting on L2(C). Using these operators, the operator H can be represented as

H = 2s†s + b = 2ss† − b.

From this expression we easily see that the spectrum of H is given by σ(H) = {(2n +
1)b, n = 0, 1, 2, . . . } using the standard argument. For example, for any entire function h,
putting φh = e−b|z|2/2h, we have sφh = 0, which implies that Hφh = (2s†s+ b)φh = bφh.
Since [H, s†] = 2bs†, we also have H(s†φh) = 3b(s†φh). Similarly, we can show that
H((s†)nφh) = (2n + 1)b(s†)nφh.

Let Hn be the eigenspace corresponding to the eigenvalue (2n + 1)b. Then, we can
decompose L2(C) into the direct sum of Hn, n = 0, 1, 2, . . . as L2(C) ∼= ⊕∞

n=0Hn. It is
well-known that H0 coincides with the space of square integrable functions of the form
h(z)e−b|z|2/2 with h being entire. In fact, we have the following.

Lemma 2.1. Let φj(z) =
√

bj+1/πj!zje−(b/2)|z|2 for j = 0, 1, 2, . . . . Then, the
system {φj , j = 0, 1, 2, . . . } forms an orthonormal basis of H0. The projection operator
K0,b from L2(C) onto H0 admits an integral kernel given by

K0,b(z, w) =
∞∑

j=0

φj(z)φj(w) =
b

π
ebzw−(b/2)(|z|2+|w|2). (2.2)

In particular, K0,b(z, z) = π−1b.

Proof. See (cf. [9]). ¤

Lemma 2.2. Let Tn = sn(s†)n. Then, Tn = (1/2n)
∏n

k=1{H + (2k − 1)b}. In
particular, Tn = n!bn on H0.
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Proof. Since [s,H] = 2bs and T1 = ss† = (H + b)/2, we see that

2nTn = 2nsTn−1s
† =

( n∏

k=2

{H + (2k − 1)b}
)
· 2ss† =

n∏

k=1

{H + (2k − 1)b}.

In particular, since H = b on H0, we have Tn = n!bn on H0. ¤

Now we consider the eigenspaces corresponding to the higher Landau levels. Before
proceeding, we recall the definition and properties of the generalized Laguerre polyno-
mials

L(α)
n (x) :=

x−αex

n!

(
d

dx

)n

(xn+αe−x) =
n∑

k=0

(−1)k

(
n + α

n− k

)
xk

k!
(2.3)

for α ∈ R and n = 0, 1, 2, . . . , where
(
α
k

)
= α(α− 1) · · · (α− k + 1)/k!. Note that

L
(α)
n (0) = 1 and L

(α)
0 (x) ≡ 1. In particular, L

(0)
n (x) is the ordinary Laguerre polynomial

and simply denoted by Ln(x). The following formula is also useful (cf. Problem 20 on
page 96 [12]):

L(β)
n (x) =

n∑
r=0

(β − α)r

r!
L

(α)
n−r(x), (2.4)

where (α)k is the Pochhammer symbol defined by (α)k = α(α + 1) · · · (α + k − 1). If we
define an inner product by 〈f, g〉α :=

∫∞
0

f(x)g(x)xαe−xdx for α > −1, then we have

〈
L

(α)
k , L

(α)
l

〉
α

=
Γ(k + α + 1)

k!
δk,l (α > −1). (2.5)

In other words, {L(α)
n (x)}∞n=0 are the orthogonal polynomials with respect to the measure

xαe−xdx on (0,∞).

Remark 2.3. Let p ∈ N and set α = −p. The function x−pL
(−p)
k (x) is a polynomial

for k ≥ p and the formula (2.5) still makes sense for k ∧ l ≥ p even when α ≤ −1.

Proposition 2.4. Let ψ
(n)
j = (bnn!)−1/2(s†)nφj. Then, the system {ψ(n)

j , j =
0, 1, . . . } forms an orthonormal basis of Hn. More explicitly,

ψ
(n)
j (z) =

√
bj+1−nn!

πj!
L(j−n)

n (b|z|2)zj−ne−b|z|2/2. (2.6)

Proof. From Lemma 2.2, we see that

〈
ψ

(n)
j , ψ

(n)
k

〉
= (bnn!)−1〈Tnφj , φk〉 = δj,k.
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The explicit expression (2.6) follows from (2.1) and (2.3). We omit the proof for com-
pleteness of the system. ¤

Proposition 2.5. The projection operator Kn,b onto Hn admits an integral kernel
given by

Kn,b(z, w) = K0,b(z, w)Ln(b|z − w|2), (2.7)

where Ln(x) is the Laguerre polynomial of degree n defined by

Ln(x) =
n∑

k=0

(−1)k

k!

(
n

k

)
xk.

Proof. By (2.6), we have

Kn,b(z, w) =
∞∑

j=0

ψ
(n)
j (z)ψ(n)

j (w) = (bnn!)−1eb(|z|2+|w|2)/2(∂z∂w)ng(z, w),

where g(z, w) = (b/π)eb{zw−(|z|2+|w|2)}. Formal computation is justified as the con-
vergence is uniform in z and w on compacts. Since ∂zg(z, w) = −b(z − w)g(z, w)
and ∂wg(z, w) = b(z − w)g(z, w), by using Leibniz’s rule, we have ∂n

z (∂n
wg(z, w)) =

bnn!Ln(b|z − w|2)g(z, w). This implies (2.7). ¤

Remark 2.6. The space Hn is the reproducing kernel Hilbert space with repro-
ducing kernel Kn,b. In particular, (H0,K0,b) is the Bargmann–Fock space as mentioned
in the introduction.

3. Ginibre-type point processes.

In this section, we introduce Ginibre-type point processes. Before doing this, we
recall the definition and some well-known facts about determinantal point processes (cf.
[21], [19]).

Let R be a locally compact Hausdorff space with countable basis and B(R) the
topological Borel σ-field. We fix a Radon measure λ(dx) on (R,B(R)). The configuration
space Q = Q(R) over R is the totality of non-negative integer-valued Radon measures on
R equipped with the topology which is generated by the functions Q 3 ξ 7→ ξ(A) ∈ Z≥0

for every A ∈ B(R), where ξ(A) is equal to the number of points that fall in the subset
A. Every element ξ of Q can be written as ξ =

∑
i δzi and understood as a point

configuration of {zi}i ⊂ R without accumulation points. We call a pair (Q,µ) a point
process on R, where µ is a Borel probability measure on Q. If there exists a non-negative
measurable function ρ1(x) so that

E[〈ξ, φ〉] = E

[ ∫

R

φ(x)ξ(dx)
]

=
∫

R

φ(x)ρ1(x)λ(dx)
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for every φ ∈ Cc(R), the set of all continuous functions on R of compact support, we
say that ρ1(x) is the first correlation function with respect to λ. By the definition, ρ1(x)
is the mean density of points at x ∈ R. We define a Radon measure ξn on Rn from
ξ by ξn =

∑
x1,...,xn∈ξ

distinct
δ(x1,...,xn). If there exists a symmetric, non-negative measurable

function ρn on Rn so that

E[〈ξn, φ〉] =
∫

Rn

φ(x1, . . . , xn)ρn(x1, . . . , xn)λ⊗n(dx1 . . . dxn)

for every φ ∈ Cc(Rn), we say that ρn is the n-th correlation function with respect to
λ⊗n.

We summarize the existence and uniqueness result for a determinantal point process
associated with kernel K and Radon measure λ as follows.

Theorem 3.1 ([21], [19]). Let K be a self-adjoint integral operator on L2(R, λ)
with continuous kernel K(x, y). Suppose that O ≤ K ≤ I and K is of locally trace
class, i.e., for any compact set Λ ⊂ R, KΛ = IΛKIΛ is of trace class, where IΛ is the
multiplication operator of the indicator function of a set Λ. Then there exists a unique
Borel probability measure µK,λ on Q such that for any non-negative bounded measurable
function f with compact support Λ

∫

Q

µK,λ(dξ) exp(−〈ξ, f〉) = det(I − (1− e−f )KΛ), (3.1)

where det denotes the Fredholm determinant for trace class operators. Moreover, the n-th
correlation function with respect to λ is given by

ρn(x1, . . . , xn) = det(K(xi, xj))n
i,j=1. (3.2)

The resultant point process µK,λ is called a determinantal (or fermion) point process
on R associated with kernel K and λ. We sometimes omit the base measure λ if there is
no confusion. General properties of determinantal point processes are also found in (cf.
[8], [21], [19]).

Now we introduce Ginibre-type point processes. We consider the projection operator
Kn,b on L2(C) discussed in the previous section. It is easy to check that Kn,b satisfies
the assumptions in Theorem 3.1. Therefore we have a determinantal point process µKn,b

on C associated with the operator Kn,b.

Definition 3.2 (Ginibre-type point processes). For n = 0, 1, 2, . . . and b > 0, let
Kn,b be the projection operator defined as in (2.7) and m the Lebesgue measure on C.
We call the determinantal point process on C associated with (Kn,b,m) a Ginibre-type
point process (with index (n, b)).

Remark 3.3. When n = 0, the resultant point process is known as the Ginibre
point process. Similar point processes that are called polyanalytic Ginibre ensembles
are discussed in [6]. They are finite determinantal point processes associated with the
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reproducing kernel Hilbert spaces Polb,n,q of the complex polynomials of degree ≤ n− 1
in z and of degree ≤ q − 1 in z̄. In [6], they investigate the asymptotic behavior of the
Berezin measure as n →∞ for fixed q.

Remark 3.4. We have already mentioned that (K, λ) defines a determinantal point
process. However, this correspondence is not one-to-one. Suppose λ(dx) = f(x)ν(dx)
and Kf (x, y) =

√
f(x)K(x, y)

√
f(y), it is easy to check that correlation measures of

µK,λ and µKf ,ν are the same, which implies that the two point processes µK,λ and µKf ,ν

are the same. For example, if we consider L2(C, λb) with λb(dz) = (b/π)e−b|z|2m(dz)
as a base L2-space, then (K̃0,b(z, w) = ebzw, λb) defines the same determinantal point
process as that associated with (K0,b,m).

By the formula (3.2), the first and second correlation functions for µKn,b,m are
given by ρ1(z) = π−1b and ρ2(z, w) = π−2b2Ln(b|z − w|2)2(1 − e−b|z−w|2), respectively.
They are translation and rotation invariant. The n-th correlation function has the same
invariance property for every n.

Proposition 3.5. For any n = 0, 1, 2, . . . , the determinantal process µKn,b
is

invariant under the action z 7→ αz + β with |α| = 1, α, β ∈ C.

Proof. The proof is almost the same as in that of Proposition 3.1 in [17]. ¤

4. Poisson-like and Gamma-like random variables.

First we recall a remarkable fact that the number of points inside a set Λ under µK,λ

can be expressed as the sum of independent Bernoulli random variables with parameters
being the eigenvalues of KΛ. Indeed, if we put f = αIΛ for a compact set Λ in (3.1), it
is easy to see that

∫

Q

exp(−αξ(Λ))µK,λ(dξ) = det(I − (1− e−α)KΛ) =
∞∏

j=0

{1− κj(Λ) + e−ακj(Λ)},

where {κj(Λ)}j≥0 are the eigenvalues of KΛ on L2(R, λ). This implies that the random
variable ξ(Λ) is equal in law to

∑∞
j=0 Xj , the sum of independent Bernoulli random

variables Xj ’s, where P (Xj = 1) = κj(Λ) and P (Xj = 0) = 1 − κj(Λ). We note
that the condition O ≤ K ≤ I in Theorem 3.1 guarantees that the eigenvalues of the
restriction KΛ, the parameters of Bernoulli random variables, are contained in [0, 1]. For
probabilistic analysis of the number of points (cf. [8], [17]), all we have to do is analyze
the eigenvalues {κj(Λ)}∞j=0. We will use an extension (Lemma 7.2) of this fact in Sections
7 and 8.

Now we consider the Ginibre-type point processes. Let Dr ⊂ C be the disk of radius
r. The restricted operator (Kn,b)Dr

admits an orthogonal basis {ψ(n)
j IDr

, j = 0, 1, . . . }
of eigenfunctions, where ψ

(n)
j is the same as in (2.6). The squares of their norms are

equal to the eigenvalues {κ(n,b)
j (r), j = 0, 1, 2, . . . } of (Kn,b)Dr . Hence we easily see that
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κ
(n,b)
j (r) =

∥∥ψ
(n)
j IDr

∥∥2 =
bj+1−nn!

j!

∫ r2

0

∣∣L(j−n)
n (bt)

∣∣2tj−ne−btdt.

When n = 0, we have two probabilistic representations of κ
(0,b)
j (r):

κ
(0,b)
j (r) = P

(
S

(0,b)
j ≤ r2

)
= P

(
Z

(0,b)
r2 ≥ j + 1

)
, (4.1)

where S
(0,b)
j is the sum of j + 1 of independent exponential random variables with mean

b−1, namely, the Gamma random variable with mean b−1(j+1), and Z
(0,b)
t is the Poisson

random variable with mean bt. See Remark 3.3 in [17]. For n ≥ 1, we can also define a
random variable S

(n,b)
j such that

κ
(n,b)
j (r) = P

(
S

(n,b)
j ≤ r2

)
(4.2)

by setting

P (S(n,b)
j ∈ dt)

dt
=

bj+1−nn!
j!

∣∣L(j−n)
n (bt)

∣∣2tj−ne−bt. (4.3)

However, we cannot expect the second type of expression in (4.1) since we can easily see
that κ

(n,b)
j (r) is not monotone decreasing in j unless n = 0. Nevertheless, for later use

we discuss non-negative integer-valued random variables Z
(n,b)
t (t, b > 0, n = 0, 1, 2, . . . )

defined by

P
(
Z

(n,b)
t = j

)
=

bj−nn!
j!

∣∣L(j−n)
n (bt)

∣∣2tj−ne−bt (j = 0, 1, 2, . . . ). (4.4)

The fact that Z
(n,b)
t is a random variable is equivalent to the formula Kn,b(z, z) =∑∞

j=0 |ψ(n)
j (z)|2 = π−1b by setting t = |z|2. By (4.3) and (4.4), we have the follow-

ing duality: for any Borel set A ⊂ [0,∞) and I ⊂ {0, 1, 2, . . . },
∑

j∈I

P
(
S

(n,b)
j ∈ A

)
= b

∫

A

P
(
Z

(n,b)
t ∈ I

)
dt. (4.5)

It is easy to see that S
(n,b)
j

d= b−1S
(n,1)
j and Z

(n,b)
t

d= Z
(n,1)
bt . So in what follows, we always

assume that b = 1 and simply write S
(n)
j and Z

(n)
t for S

(n,1)
j and Z

(n,1)
t , respectively.

We will compute the Laplace transforms of S
(n)
j and Z

(n)
t .

Proposition 4.1. For n, j = 0, 1, 2, . . . and λ < 1,

E
[
eλS

(n)
j

]
= (1− λ)−(j+n+1)

n∧j∑
p=0

(
n

p

)(
j

p

)
λ2p.
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In particular, S
(n)
j

d= S
(j)
n , E[S(n)

j ] = j + n + 1 and Var(S(n)
j ) = (2n + 1)j + n + 1.

Proof. Let L̃
(α)
n (t) = (1−λ)nL

(α)
n (t/(1−λ)). Since L̃

(α)
n is a polynomial of degree

n, it is a linear combination of the polynomials L
(α)
k , k = 0, 1, . . . , n. Indeed, we see that

L̃(α)
n (t) =

n∑

k=0

(−t)k

k!

{ n−k∑
p=0

(−λ)p

(
n− k

p

)}(
n + α

n− k

)

=
n∑

p=0

n−p∑

k=0

(−t)k

k!
(−λ)p

(
n + α

p

)(
n− p + α

n− p− k

)

=
n∑

p=0

(−λ)p

(
n + α

p

)
L

(α)
n−p(t).

In particular, when α = j − n,

L̃(j−n)
n (t) =

n∧j∑
p=0

(−λ)p

(
j

p

)
L

(j−n)
n−p (t). (4.6)

By (4.3), (4.6) and Remark 2.3, we see that

E
[
eλS

(n)
j

]
= (1− λ)−(j+n+1) n!

j!
〈
L̃(j−n)

n , L̃(j−n)
n

〉
j−n

= (1− λ)−(j+n+1) n!
j!

n∧j∑
p=0

λ2p

(
j

p

)2〈
L

(j−n)
n−p , L

(j−n)
n−p

〉
j−n

.

Hence, we obtain the assertion by (2.5). ¤

Remark 4.2. The limiting logarithmic moment generating function of the random
variables (S(n)

j )j=0,1,... is

Λ(n)
1 (λ) := lim

j→∞
1
j

log E
[
eλS

(n)
j

]
= − log(1− λ) (λ < 1),

which is independent of n. The rate function for the random variables (S(n)
j )j=0,1,... is

given by the Legendre transform of Λ(n)
1 (λ) and it is equal to I(x) = x− 1− log x, which

is the same as that of Poisson random variables.

Next we compute the Laplace transform of Z
(n)
t .

Proposition 4.3. For t > 0 and n = 0, 1, 2, . . . ,
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E
[
eλZ

(n)
t

]
= exp(t(eλ − 1))eλnLn

(
− 4t sinh2 λ

2

)
(λ ∈ R). (4.7)

In particular, E[Z(n)
t ] = t + n and Var(Z(n)

t ) = (2n + 1)t.

Proof. By duality relation (4.5) and Proposition 4.1, it is easy to verify that

∫ ∞

0

E
[
eλZ

(n)
t

]
eµtdt =

∞∑

j=0

eλjE
[
eµS

(n)
j

]
=

(1− eλ − µeλ)n

(1− eλ − µ)n+1
(4.8)

whenever 1−eλ−µ > 0. Here we used the formula
∑∞

j=p

(
j
p

)
zj = zp(1−z)−(p+1) (|z| < 1).

On the other hand, we easily see that the Laplace transform of the right-hand side of
(4.7) is equal to the right-hand side of (4.8) by using the formula

∫∞
0

e−αtLn(βt)dt =
α−(n+1)(α− β)n for α > 0 and β ∈ R. Therefore, we obtain (4.7). ¤

Remark 4.4. The limiting logarithmic moment generating function of the random
variables (Z(n)

t )t>0 is

Λ(n)
2 (λ) := lim

t→∞
1
t

log E
[
eλZ

(n)
t

]
= eλ − 1,

which is independent of n. The rate function for the random variables (Z(n)
t )t>0 is given

by the Legendre transform of Λ(n)
2 (λ) and is equal to I(x) = 1−x+x log x, which is that

for the Gamma random variables.

Remark 4.5. From Proposition 4.3, we can formally decompose Z
(n)
t as

Z
(n)
t

d= Z
(0)
t + N

(n)
t + n.

Here N
(n)
t is, in general, a “signed” random variable in the sense that P (N (n)

t ∈ ·) is a
signed measure given by

P
(
N

(n)
t = j

)
= (−1)j

n∑

k=|j|

(−t)k

k!

(
n

k

)(
2k

k + |j|
)

.

It is independent of Z
(0)
t and takes values in [−n, n] ∩ Z. There exists t0 > 0 such that

P (N (n)
t = j) ≥ 0 (∀j ∈ [−n, n] ∩ Z) for any t ∈ [0, t0]. In other words, N

(n)
t is indeed a

random variable for any small enough t > 0.

It is clear that the central limit theorem holds for S
(0)
j and Z

(0)
t , however, it is not

the case for S
(n)
j and Z

(n)
t for n ≥ 1. We need a slight modification.

Let An be a random variable whose distribution is (1/n!)Hn(t)2(1/
√

2π)e−t2/2dt,
where Hn(t) is the n-th Hermite polynomial defined by
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Hn(t) = (−1)net2/2 dn

dtn
e−t2/2.

It is easy to see that E[An] = 0 since its distribution is symmetric about the origin and
Var(An) = 2n + 1. Moreover, from the formula (cf. Problem 9 on page 95 [12], in which
the definition of Hn(t) is slightly different from the above), the characteristic function of
An is given by

E[eiλAn ] =
∫

R

1
n!

Hn(t)2
1√
2π

e−t2/2+iλtdt = Ln(λ2)e−λ2/2. (4.9)

Then, we obtain the following limit theorem.

Proposition 4.6. The normalized random variables Z̃
(n)
t = (Z(n)

t − E[Z(n)
t ])/

√
t

and S̃
(n)
j = (S(n)

j − E[S(n)
j ])/

√
j converge in law to An as t → ∞ and j → ∞, respec-

tively.

Proof. By Proposition 4.3, we see that

E
[
eλ(Z

(n)
t −E[Z

(n)
t ])

]
= exp(t(eλ − 1− λ))Ln

(
− 4t sinh2 λ

2

)
.

Plugging iλ/
√

t into λ and taking the limit t → ∞, we have Ln(λ2)e−λ2/2. From (4.9)
we show the first assertion. The proof for the second one is also easy, so we omit it here.

¤

5. Asymptotic behavior of variance for Ginibre-type point processes.

In what follows, we always assume b = 1. We simply write Kn for Kn,1. In this
section, we compute the variance of ξ(Dr) and show that it behaves like Cnr as r →∞.
See [14], [17] in the case of n = 0. Now we recall the following representation of the
variance, which is crucial for computing the exact asymptotics.

Lemma 5.1. Let µK,λ be the determinantal point process on R associated with
(K, λ) and suppose K2 = K. Then, the variance of linear statistics 〈ξ, f〉 with respect to
µK,λ is given by

VarK,λ(〈ξ, f〉) =
1
2

∫

R2
|f(z)− f(w)|2|K(z, w)|2λ(dz)λ(dw).

In particular, for a measurable set D in R,

VarK,λ(ξ(D)) =
∫

D

K(z, z)λ(dz)−
∫

D2
|K(z, w)|2λ(dz)λ(dw)

=
∫

D

λ(dz)
∫

Dc

λ(dw)|K(z, w)|2. (5.1)
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Proof. See [14], for example. ¤

Lemma 5.2. Let M2n =
∫

D2
r
|z − w|2n|K0(z, w)|2m(dz)m(dw) for non-negative

integer n. Then,

M2n = n!
(

r2 − r

π

n∑

k=0

αk(r)
k!

)
, (5.2)

where αk(r) =
∫ 4r2

0
(1− y/4r2)1/2yk−1/2e−ydy.

Proof. Let us consider the generating function of 2n-th moments M2n, that is,

g(t) =
∞∑

n=0

tn

n!
M2n = π−2

∫

D2
r

e−(1−t)|z−w|2m(dz)m(dw)

for |t| < 1. By change of variables, we find that

g(t) = (1− t)−2{r̃2 −VarK0,m(ξ(Dr̃))}

by (5.1), where r̃ = r
√

1− t. By Theorem 1.3 in [17], we have

VarK0,m(ξ(Dr)) =
r

π
α0(r). (5.3)

Therefore,

g(t) = (1− t)−1

{
r2 − r

π

∫ 4r2

0

(
1− y

4r2

)1/2

y−1/2e−(1−t)ydy

}
.

By computing the n-th derivative at t = 0, we obtain (5.2). ¤

Proof of Theorem 1.1. First we note that for each n = 0, 1, 2, . . . ,

n∑

i,j=0

(−1)i+j

(
i + j

i

)(
n

i

)(
n

j

)
= 1, (5.4)

which is equivalent to (2.5) for α = 0. By Lemma 5.2, we see that

∫

D2
r

Ln(|z − w|2)2|K0(z, w)|2m(dz)m(dw)

=
n∑

i,j=0

(−1)i+j

i!j!

(
n

i

)(
n

j

)
(i + j)!

{
r2 − r

π

i+j∑

k=0

αk(r)
k!

}
.

Since
∫

Dr
Kn(z, z)m(dz) = r2, from (5.1) and (5.4), we obtain
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VarKn,m(ξ(Dr)) =
r

π

n∑

i,j=0

(−1)i+j

i!j!

(
n

i

)(
n

j

)
(i + j)!

i+j∑

k=0

αk(r)
k!

.

By using duality relation (4.1), we see that

n∑

k=0

αk(r)
k!

=
∫ 4r2

0

(
1− y

4r2

)1/2

y−1/2P (Z(0)
y ≤ n)dy

=
∫ 4r2

0

(
1− y

4r2

)1/2

y−1/2P (S(0)
n ≥ y)dy

=
∫ ∞

0

tne−t

n!
dt

∫ t∧4r2

0

(
1− y

4r2

)1/2

y−1/2dy.

Therefore, we obtain

VarKn,m(ξ(Dr)) =
r

π

∫ ∞

0

Ln(t)2e−tdt

∫ t∧4r2

0

(
1− y

4r2

)1/2

y−1/2dy.

By the monotone convergence theorem, we have

Cn =
2
π

∫ ∞

0

Ln(t)2e−tt1/2dt =
2
π

E
[
(S(n)

n )1/2
]
.

The asymptotics of Cn follows from Lemma 5.3 below. ¤

Lemma 5.3. For α > 0, let Cn(α) :=
∫∞
0

Ln(t)2tαe−tdt. Then, we have

Cn(α) =
Γ(n + α + 1)

n! 3F2(−α,−α,−n; 1,−n− α; 1) ∼ Γ(1 + 2α)
Γ(1 + α)2

nα

as n →∞.

Proof. By using (2.4) and (2.5), we see that

Cn(α) =
n∑

r=0

(−α)2r
(r!)2

Γ(n− r + α + 1)
(n− r)!

=
Γ(n + α + 1)

n! 3F2(−α,−α,−n; 1,−α− n; 1).

Since 3F2(−α,−α,−n; 1,−α−n; 1) ↗ 2F1(−α,−α; 1; 1) as n →∞ when α > 0, the last
asymptotics follows from Stirling’s formula and the well-known formula 2F1(a, b; c; 1) =
Γ(c)Γ(c− a− b)/Γ(c− a)Γ(c− b) for <(c− a− b) > 0. ¤
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6. Proof of Theorem 1.2.

In this section, we give a proof of Theorem 1.2.

Proof of Theorem 1.2. It follows from Lemma 5.1 that

VarK,m(ξ(Br)) =
∫

Br

m(dz)
∫

Bc
r

m(dw)k(|z − w|2)

= Ad−1

∫ r

0

sd−1ds

∫

Bc
r

m(dw)k(|x(s)− w|2),

where x(s) = (s, 0, . . . , 0) ∈ Rd and Ad−1 = 2πd/2/Γ(d/2) is the volume of
(d − 1)-dimensional unit sphere. We remark that the condition K2 = K implies∫∞
0

v(d−2)/2k(v)dv < ∞ as mentioned in Remark 1.3. Now we divide the integral in
s into two intervals [0, r −M ] and [r −M, r] for fixed M ∈ (0, r). For the first integral,

I1(r,M) =
∫ r−M

0

sd−1ds

∫

Bc
r

m(dw)k(|x(s)− w|2)

≤
∫ r−M

0

sd−1ds

∫

Bc
r−s

m(dw)k(|w|2)

≤ rd−1

∫ r

M

dt

∫

Bc
t

m(dw)k(|w|2).

So we have

lim sup
r→∞

I1(r,M)
rd−1

≤
∫ ∞

M

dt

∫

Bc
t

m(dw)k(|w|2) ≤ Ad−1

2

∫ ∞

M2
v(d−1)/2k(v)dv.

For the second integral,

I2(r,M) =
∫ r

r−M

sd−1ds

∫

Bc
r

m(dw)k(|x(s)− w|2)

=
∫ M

0

(r − t)d−1dt

∫

Bc
r

m(dw)k(|x(r − t)− w|2).

It is easy to see that

∫

Bc
r

m(dw)k(|x(r − t)− w|2) ≤ Ad−1

2

∫ ∞

0

v(d−2)/2k(v)dv < ∞

for any r > 0 and that for fixed t > 0,
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∫

Bc
r

m(dw)k(|x(r − t)− w|2) ↘
∫

[t,∞)×Rd−1
k(|w|2)m(dw)

as r →∞. Hence, by the bounded convergence theorem, we obtain

lim
M→∞

lim
r→∞

I2(r,M)
rd−1

=
∫ ∞

0

dt

∫

[t,∞)×Rd−1
k(|w|2)m(dw)

=
Ad−2

2(d− 1)

∫ ∞

0

v(d−1)/2k(v)dv.

Consequently, we obtain

lim
r→∞

VarK(ξ(Br))
rd−1

=
Ad−1Ad−2

2(d− 1)

∫ ∞

0

v(d−1)/2k(v)dv.

A simple calculation shows that Ad−1Ad−2/2(d− 1) is equal to (2π)d−1/(d− 1)!. ¤

7. Simultaneous observability.

We recall the definition of simultaneously observable sets [8]. Given an integral ker-
nel K acting on L2(R, λ), the subsets Λ1, . . . ,Λk with Λ = ∪k

i=1Λi are called simultane-
ously observable if the eigenfunctions of KΛ restricted onto Λi are also the eigenfunctions
of KΛi for every 1 ≤ i ≤ k.

Example 7.1. For the integral operator with kernel Kn, annuli {Ayi
xi
}k

i=1 with
0 ≤ xi < yi ≤ ∞ are simultaneously observable subsets. Indeed, the functions {ψ(n)

j }∞j=0

is a complete orthonormal basis of the closed subspace Hn in L2(C) and they are the
common eigenfunctions of any operator (Kn)Ay

x
. It is easy to see that the eigenvalue

κn(Ay
x) of the operator (Kn)Ay

x
is given by the formula

κ
(n)
j (Ay

x) = P
(
x2 ≤ S

(n)
j < y2

)
(7.1)

for j = 0, 1, 2, . . . as was discussed in Section 4.

For simplicity and later use, we only consider the case of two simultaneously observ-
able sets and give a proof by using Laplace transform.

Lemma 7.2 ([8]). Let µK,λ be the determinantal point process associated with K

and λ. Let A and B be disjoint subsets that are simultaneously observable. Set indepen-
dent random vectors

(Xj , Yj) =





(0, 0) with prob. 1− κj(A)− κj(B)

(1, 0) with prob. κj(A)

(0, 1) with prob. κj(B)
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for j = 0, 1, 2, . . . , where κj(A) is the j-th eigenvalue of KA. Then, the random vector
(ξ(A), ξ(B)) under µK,λ is equal in law to the sum of the independent random vectors
given as above, i.e.,

(ξ(A), ξ(B)) d=
∞∑

j=0

(Xj , Yj). (7.2)

Proof. Take αIA+βIB as f in Theorem 3.1. Since 1−e−αIA−βIB = (1−e−α)IA+
(1− e−β)IB and two operators KA and KB admit the common eigenfunctions, we have

∫

Q

exp(−αξ(A)− βξ(B))µK,λ(dξ)

= det(I − {(1− e−α)KA + (1− e−β)KB})

=
∞∏

j=0

{1− κj(A)− κj(B) + e−ακj(A) + e−βκj(B)}.

The last infinite product is nothing but the Laplace transform of the right-hand side of
(7.2). ¤

We can apply Lemma 7.2 to the case of Ginibre-type point processes and annuli.

Lemma 7.3. Let 0 ≤ p ≤ q ≤ x ≤ y ≤ ∞. Then,

E[ξ(Ay
x)|ξ(Aq

p) = 0] =
∞∑

j=0

Qj , Var[ξ(Ay
x)|ξ(Aq

p) = 0] =
∞∑

j=0

Qj(1−Qj),

where

Qj = Qj(p, q;x, y) =
κ

(n)
j (Ay

x)

1− κ
(n)
j (Aq

p)
=

P (x2 ≤ S
(n)
j < y2)

1− P (p2 ≤ S
(n)
j < q2)

.

Proof. We use Lemma 7.2 for A = Ay
x and B = Aq

p. The event ξ(Aq
p) = 0 is

equivalent to the event that Yj = 0 for all j = 0, 1, . . . . Then,

(ξ(Ay
x) | ξ(Aq

p) = 0) d=
∞∑

j=0

(Xj | Yj = 0)

and by Lemma 7.2 we get Bernoulli random variables

(Xj |Yj = 0) =





0 with prob.
1− κ

(n)
j (Aq

p)− κ
(n)
j (Ay

x)

1− κ
(n)
j (Aq

p)

1 with prob.
κ

(n)
j (Ay

x)

1− κ
(n)
j (Aq

p)
.
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The assertion immediately follows from these two facts and (7.1). ¤

Remark 7.4. It is obvious that E[ξ(Ay
x) | ξ(Aq

p) = 0] > E[ξ(Ay
x)] from Lemma

7.3. This implies that the condition ξ(Aq
p) = 0 makes the number of points within Ay

x

increase.

8. Proofs of Theorems 1.4 and 1.5.

The following lemma is a consequence of large deviations result for S
(n)
j mentioned

in Remark 4.2. In this section, we set ρ = r2.

Lemma 8.1. Let 0 ≤ x < y ≤ ∞ and let I, J ⊂ (0,∞) be closed intervals.

( i ) If I ∩ [x, y] = ∅, then

lim
ρ→∞

∑

j∈ρI

P
(
xρ ≤ S

(n)
j < yρ

)
= 0.

( ii ) If I ⊂ (x, y), then for any δ > 0 there exists a ρδ > 0 such that

inf
j∈ρI

P
(
xρ ≤ S

(n)
j < yρ

) ≥ 1− δ

for any ρ ≥ ρδ. If I ⊂ [x, y], 1− δ should be replaced by 1/2− δ (≥ 1/3).
(iii) Suppose I ⊂ (0, x) and J ⊂ (y,∞). Then there exists C > 0 such that

max
(

sup
j∈ρI

P (S(n)
j ≥ yρ)

P (xρ ≤ S
(n)
j < yρ)

, sup
j∈ρJ

P (S(n)
j < xρ)

P (xρ ≤ S
(n)
j < yρ)

)
≤ e−Cρ

for any sufficiently large ρ.
(iv) For x < y, put γxy := (y − x)/(log y − log x) ∈ [x, y]. Suppose I ⊂ [x, γxy) and

J ⊂ (γxy, y]. Then there exists C > 0 such that

max
(

sup
j∈ρI

P (S(n)
j ≥ yρ)

P (S(n)
j < xρ)

, sup
j∈ρJ

P (S(n)
j < xρ)

P (S(n)
j ≥ yρ)

)
≤ e−Cρ

for any sufficiently large ρ.

Proof. For (iii) and (iv), we only show the first inequalities corresponding to the
interval I. The other inequalities for J can be shown in the same manner. We write
I = [p, q] with p < q. We understand p/∞ = 0 and q/0 = ∞ below.

(i) Let Z
(n)
t be a random variable defined in (4.4) with b = 1. Then by the duality

relation (4.5) we have
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∑

j∈ρI

P
(
xρ ≤ S

(n)
j < yρ

)
=

∫ yρ

xρ

P
(
Z

(n)
t ∈ ρI

)
dt

≤ sup
t∈[xρ,yρ]

P
(
Z

(n)
t ∈ ρI

) · (y − x)ρ

≤ sup
t∈[xρ,yρ]

P

(
Z

(n)
t

t
∈ [p/y, q/x]

)
· (y − x)ρ.

Since I ∩ [x, y] = ∅, the interval [p/y, q/x] does not contain 1, and hence supt∈[xρ,yρ]

P (Z(n)
t /t ∈ [p/y, q/x]) converges to 0 exponentially fast as ρ →∞ by the large deviations

result for Z
(n)
t .

(ii) For any j ∈ ρI, P (xρ ≤ S
(n)
j < yρ) ≥ P (x/p ≤ S

(n)
j /j < y/q). Since 1 ∈

[x/p, y/q], by the weak law of large numbers when 1 is strictly contained in the interval,
by Proposition 4.6 when either x/p or y/q is 1, we obtain the assertion.

(iii) Suppose I ⊂ (0, x). Let I(x) = x− 1− log x, which is the rate function for the
large deviations of S

(n)
j . First assume that 1 < q/p < y/x. Then I(x/p) < I(y/q) since

1 < x/p < y/q. Take δ > 0 such that I(y/q) − I(x/p) > 2δ. For such δ there exists
j0 ∈ N such that P (S(n)

j /j ≥ y/q) ≤ exp(−j(I(y/q)− δ)) and P (x/p ≤ S
(n)
j /j < y/q) ≥

exp(−j(I(x/p) + δ)) for any j ≥ j0. Hence we see that

sup
j∈ρI

P (S(n)
j ≥ yρ)

P (xρ ≤ S
(n)
j < yρ)

≤ sup
j∈ρI

P (S(n)
j /j ≥ y/q)

P (x/p ≤ S
(n)
j /j < y/q)

≤ exp(−j(I(y/q)− I(x/p)− 2δ))

≤ e−Cρ

for any sufficiently large ρ, where C = p(I(y/q)−I(x/p)−2δ) > 0. For the general case,
take c > 1 such that 1 < c < y/x and set Ik = [ck−1p, ckp] for k = 1, 2, . . . , M − 1 and
IM = [cM−1p, q], where M satisfies cM−1p < q ≤ cMp. For each interval Ik, there exists
Ck > 0 such that the above inequality holds. Hence, putting C = minM

k=1 Ck, we have

sup
j∈ρI

P (S(n)
j ≥ yρ)

P (xρ ≤ S
(n)
j < yρ)

≤ e−Cρ,

for any sufficiently large ρ.
(iv) Note that when x < y and t > 0, I(x/t) < I(y/t) is equivalent to t < γxy,

where γxy is the unique solution to the equation I(x/t) = I(y/t). Assume I ⊂ (x, γxy).
Since x/q < 1 < y/q and q < γxy, one can take δ > 0 so that I(y/q) − I(x/q) > 2δ. If
we put C = p(I(y/q)− I(x/q)− 2δ), as in the proof of (iii), we get

sup
j∈ρI

P (S(n)
j ≥ yρ)

P (S(n)
j < xρ)

≤ P (S(n)
j /j ≥ y/q)

P (S(n)
j /j < x/q)

≤ e−Cρ
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for any sufficiently large ρ. ¤

Proof of Theorem 1.4. We only show the case where 0 ≤ α < β ≤ a < b. Let

Qj(ρ) =
P (aρ ≤ S

(n)
j < bρ)

P (S(n)
j < αρ) + P (S(n)

j ≥ βρ)
.

By Lemma 7.3, we have

E
[
ξ
(
A
√

br√
ar

) ∣∣∣ ξ
(
A
√

βr√
αr

)
= 0

]
=

∞∑

j=0

Qj(ρ). (8.1)

Before going into details, we see the idea of the estimates given below. The numerator of
Qj(ρ) is almost 1 when j ∈ ρ(a, b) and exponentially small otherwise by the large devia-
tions result. Similarly, the denominator of Qj(ρ) is exponentially small when j ∈ ρ(α, β)
and almost 1 otherwise. Therefore, Qj(ρ) is almost 1 when j ∈ ρ(a, b) and exponentially
small when j ∈ ρ([α, β]c ∩ [a, b]c). Since both the numerator and the denominator are
exponentially small when j ∈ ρ(α, β), whether Qj(ρ) is 1 or exponentially small depends
on values of the rate function I(x) for S

(n)
j . When β = a, this balance is more subtle

and the quantity γαβ appears. This heuristic is also valid for the proof of Theorem 1.5.
We divide the sum into four pieces to estimate the right-hand-sides. Let I1 =

[0, α]∪ [β, a−ε]∪ [b+ε,∞), I2 = [a+ε, b−ε], I3 = [α, β−ε] and I4 = [0,∞)\(I1∪I2∪I3)
with sufficiently small ε > 0. When β = a, I1 = [0, α] ∪ [b + ε,∞).

By Lemma 8.1 (ii), the denominator of Qj(ρ) is bounded below by 1/2− δ for any
sufficiently large ρ. Since I1 ∩ [a, b] = ∅, by Lemma 8.1 (i), we see that

∑

j∈ρI1

Qj(ρ) ≤ (1/2− δ)−1
∑

j∈ρI1

P
(
aρ ≤ S

(n)
j < bρ

) → 0.

Since I2 ⊂ (a, b) ⊂ (β,∞), by Lemma 8.1 (ii) and the large deviations result for
S

(n)
j ,

∑

j∈ρI2

(1−Qj(ρ)) ≤ (1− δ)−1
∑

j∈ρI2

{
P

(
S

(n)
j < aρ

)
+ P

(
S

(n)
j ≥ bρ

)}

≤ (1− δ)−1 · 2(ρ|I2|+ 1)e−Cρ.

Hence, ρ−1
∑

j∈ρI2
Qj(ρ) → |I2| = b− a− 2ε.

For I3, we consider two cases: a > β and a = β. If a > β, since I3 ⊂ (0, β), by
Lemma 8.1 (iii), we have

∑

j∈ρI3

Qj(ρ) ≤
∑

j∈ρI3

P (S(n)
j ≥ aρ)

P (S(n)
j ≥ βρ)

≤ (ρ|I3|+ 1)e−Cρ → 0.
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If a = β, we subdivide I3 into I−3 = [α, γαβ − ε], I0
3 = [γαβ − ε, γαβ + ε] and I+

3 =
[γαβ + ε, β − ε]. Since I−3 ⊂ [α, γαβ), by Lemma 8.1 (iv),

∑

j∈ρI−3

Qj(ρ) ≤
∑

j∈ρI−3

P (S(n)
j ≥ βρ)

P (S(n)
j < αρ)

≤ (ρ|I−3 |+ 1)e−Cρ → 0 (8.2)

and since I+
3 ⊂ (γαβ , β) ⊂ (0, β), by Lemma 8.1 (iii) and (iv),

∑

j∈ρI+
3

(1−Qj(ρ)) =
∑

j∈ρI+
3

P (S(n)
j < αρ) + P (S(n)

j ≥ bρ)

P (S(n)
j < αρ) + P (S(n)

j ≥ βρ)

≤
∑

j∈ρI+
3

(
P (S(n)

j < αρ)

P (S(n)
j ≥ βρ)

+
P (S(n)

j ≥ bρ)

P (S(n)
j ≥ βρ)

)

≤ 2(ρ|I+
3 |+ 1)e−Cρ → 0.

Hence, ρ−1
∑

j∈ρI+
3

Qj(ρ) → |I+
3 | = β − γαβ − 2ε.

For I4 ∪ I0
3 , since 0 ≤ Qj(ρ) ≤ 1, we have that ρ−1

∑
j∈ρI4∪ρI0

3
Qj(ρ) ≤ 6ε. Since

ε > 0 is arbitrary, by putting it all together, we have

1
ρ
E

[
ξ
(
A
√

br√
ar

) ∣∣∣ ξ
(
A
√

βr√
αr

)
= 0

]
=

1
ρ

∞∑

j=0

Qj(ρ) →
{

b− a, β < a

b− γαβ , β = a.
¤

We give a uniform estimate for the ratio of Laguerre polynomials.

Lemma 8.2. Let κ ≥ 0 and n ∈ {0, 1, 2, . . . } be fixed. Then, for any δ ∈ (0, 1)
there exist positive real numbers Cδ and jδ such that

∣∣∣∣
L

(j−n)
n (t + κ)

L
(j−n)
n (t)

− 1
∣∣∣∣ ≤

Cδ

t

for any j ≥ jδ and t ≥ (1− δ)−1j.

Proof. We note that the function Fn,j(t) := (−1)nL
(j−n)
n (t) is positive and in-

creasing for sufficiently large t > 0. We see that

n!|Fn,j(t + κ)− Fn,j(t)| = n!
∣∣∣∣

n∑

k=0

(−t)k

k!

(
j

n− k

){(
1 +

κ

t

)k

− 1
}∣∣∣∣

≤
∣∣∣∣
(

1 +
κ

t

)n

− 1
∣∣∣∣(t + j)n

≤ An,κ

t
(t + j)n
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for any t ≥ 1 and j ≥ n, and that

|n!Fn,j(t)− (t− j)n| =
∣∣∣∣n!

n∑

k=0

(−t)k

k!

(
j

n− k

)
−

n∑

k=0

(−t)kjn−k

(
n

n− k

)∣∣∣∣

≤
n∑

k=0

tk
(

n

n− k

)
|j(j − 1) · · · (j − (n− k) + 1)− jn−k|

≤ (t + j)n

∣∣∣∣1−
n−1∏

l=0

(
1− l

j

)∣∣∣∣ ≤
Bn

j
(t + j)n

for any t ≥ 0 and j ≥ n. Given δ ∈ (0, 1), there exists jδ > 0 such that (t − j)n >

Bnj−1(t + j)n is satisfied whenever j ≥ jδ and γ := j/t ≤ 1− δ. Then, we obtain

∣∣∣∣
L

(j−n)
n (t + κ)

L
(j−n)
n (t)

− 1
∣∣∣∣ ≤

An,κt−1(t + j)n

(t− j)n −Bnj−1(t + j)n
≤ An,κ

((1− γ)/(1 + γ))n −Bnj−1
δ

1
t
. ¤

Proof of Theorem 1.5. We only show the first case. Note that

E
[
ξ
(
A

√
βr2+κ√
βr

) ∣∣∣ ξ
(
A
√

βr√
αr

)
= 0

]
=

∞∑

j=0

P (βρ ≤ S
(n)
j < βρ + κ)

P (S(n)
j < αρ) + P (S(n)

j ≥ βρ)
=:

∞∑

j=0

Rj(ρ).

Let I1 = [0, α]∪ [β,∞), I2 = [α + ε, γαβ − ε], I3 = [γαβ + ε, β − ε] and I4 = [0,∞) \ (I1 ∪
I2 ∪ I3). Since P (S(n)

j < αρ) + P (S(n)
j ≥ βρ) ≥ 1/3, ∀j ∈ ρI1 for sufficiently large ρ by

Lemma 8.1 (ii) and the duality relation (4.5), we get

1
ρ

∑

j∈ρI1

Rj(ρ) ≤ 3
ρ

∑

j∈ρI1

P
(
βρ ≤ S

(n)
j ≤ βρ + κ

) ≤ 3κ

ρ
→ 0.

For I2 ⊂ (α, γαβ), we see that
∑

j∈ρI2
Rj(ρ) → 0 in the same manner as for (8.2). For

I4, we have ρ−1
∑

n∈ρI4
Rj(ρ) ≤ 4ε. For j ∈ ρI3, by Lemma 8.1 (iv), we have

P (S(n)
j ≥ βρ + κ)

P (S(n)
j ≥ βρ)

≤ 1−Rj(ρ) ≤ e−Cρ +
P (S(n)

j ≥ βρ + κ)

P (S(n)
j ≥ βρ)

for any sufficiently large ρ. Suppose [s, s′] ⊂ I3. For sufficiently large ρ, by Lemma 8.2,
we obtain a uniform upper bound

P
(
S

(n)
j ≥ βρ + κ

)
=

∫ ∞

βρ

(
L

(j−n)
n (t + κ)

L
(j−n)
n (t)

)2

(1 + κ/t)j−ne−κP
(
S

(n)
j ∈ dt

)

≤
(

1 +
C

βρ

)2(
1 +

κ

βρ

)s′ρ

e−κP
(
S

(n)
j ≥ βρ

)
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for j ∈ ρ[s, s′]. On the other hand, by using Lemma 8.2 and Lemma 8.1 (iii), we obtain
a uniform lower bound

P
(
S

(n)
j ≥ βρ + κ

) ≥ P
(
βρ + κ ≤ S

(n)
j < β′ρ + κ

)

=
∫ β′ρ

βρ

(
L

(j−n)
n (t + κ)

L
(j−n)
n (t)

)2

(1 + κ/t)j−ne−κP
(
S

(n)
j ∈ dt

)

≥
(

1− C

βρ

)2(
1 +

κ

β′ρ

)sρ

e−κP
(
βρ ≤ S

(n)
j < β′ρ

)

≥
(

1− C

βρ

)2(
1 +

κ

β′ρ

)sρ

e−κ(1 + e−Cρ)−1P
(
S

(n)
j ≥ βρ

)

for j ∈ ρ[s, s′] and any fixed β′(> β). Therefore, by dividing I3 into a partition {Ji}N
i=1

and letting ρ to ∞, we get

N∑

i=1

|Ji|e−κ(1−si/β′) ≤ lim inf
ρ→∞

1
ρ

∑

j∈ρI3

(1−Rj(ρ))

≤ lim sup
ρ→∞

1
ρ

∑

j∈ρI3

(1−Rj(ρ)) ≤
N∑

i=1

|Ji|e−κ(1−s′i/β),

where Ji = [si, s
′
i] (1 ≤ i ≤ N). Since β′(> β) is arbitrary, we obtain

lim
ρ→∞

1
ρ

∑

j∈ρI3

Rj(ρ) =
∫ β−ε

γαβ+ε

(
1− e−κ(1−s/β)

)
ds.

Since ε > 0 is arbitrary, we get the assertion by putting it all together. ¤
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