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Abstract. Previous work by the authors (this journal, 60 (2008), 1009–
1044) produced equations that hold on certain loci of the Jacobian of a cyclic
Crs curve. A curve of this type generalizes elliptic curves, and the equations
in question are given in terms of (Klein’s) generalization of Weierstrass’ σ-
function. The key tool is a matrix with entries that are polynomial in the
coordinates of the affine plane model of the curve, thus can be expressed in
terms of σ and its derivatives. The key geometric loci on the Jacobian of the
curve give a stratification of Brill-Noether type. The results are of the type
of Riemann-Kempf singularity theorem, the methods are germane to those
used by J. D. Fay, who gave vanishing tables for Riemann’s θ-function and its
derivatives. The main objects we use were developed by several contemporary
authors, aside from the classical definitions: meromorphic differentials were ex-
pressed in terms of the coordinates mainly by V. M. Buchstaber, J. C. Eilbeck,
V. Z. Enolski, D. V. Leykin, and Taylor expansions for σ in terms of Schur
polynomials also contributed by A. Nakayashiki, in terms of Sato’s τ -function.
Within this framework, following specific results for σ-derivatives given by

Y. Ônishi, we arrive at our main results, namely statements on the vanish-
ing on given strata of the partial derivatives of σ indexed by Young-diagrams
subsets that can be worked out in terms of the Weierstrass semigroup of the
curve at its point at infinity. The combinatorial statements hold not only for
Jacobians but for the stratification of Sato’s infinite-dimensional Grassmann
manifold as well.

1. Introduction.

Vanishing theorems for Riemann’s theta function have been investigated classically
as well as in the current literature, and connected with problems as diverse as the Schot-
tky problem and integrable nonlinear PDEs. The Riemann theta function has special
algebraic properties when it comes from a Riemann surface; in fact we focus on a special
type of curve X (reviewed in Section 2) which is a cyclic cover of P1, as in our previous
paper [MP1]. We were able to express certain abelian functions in terms of the poly-
nomial defining the affine part of the curve. We used the σ function, associated to the
theta function, which Klein introduced [K1] for genus-2 curves to generalize the genus-1
Weierstrass σ; further work ensued in the 19th century, mainly for hyperelliptic curves
(Klein, H. Burkhardt, O. Bolza); Klein gave a definition for general curves of genus 3 [K2,
Section 27] and Korotkin with Shramchenko, inspired by Klein’s constructions, recently
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produced both odd and (for generic curves) even σ-functions for all (smooth) curves, the
latter invariant under modular transformations, and the former, invariant up to a root of
unity [KS]1. Baker brought the theory together in a monograph [B3] and extended the
analysis (e.g., the aspect of power-series expansion and partial differential equations).
More recently, σ was studied for all Crs curves (cf., e.g., [EEL]). By taking suitable
limits, we obtained the order of vanishing of σ on the stratification in the Jacobian given
by the Abel image of the symmetric products Sk(X) of the curve [MP1, Remark 5.8].
We continue that analysis, using Schur polynomials and representation theory, to ob-
tain a vanishing pattern using Young diagrams (Theorem 5.15) and moreover we express
ratios of coefficients of the multivariable Taylor expansion of σ by algebraic functions
(Theorem 5.24, as well as Proposition 5.26); we note also recent work [EHKKLS]1 that
solves the Jacobi inversion problem on the singular strata of the Jacobian by explicit al-
gebraic expressions for derivatives of σ in the hyperelliptic case, based on the embedding
of the curve in the Jacobian and expressed in terms of the Weierstrass semigroup at the
basepoint and attendant Schur-Weierstrasss polynomials. Moreover, equations for the
periods of holomorphic and meromorphic differentials allow the authors of [EHKKLS]
to perform numerical calculations and obtain qualitative information on the geodesics of
black hole space-time. Our key technique consists in enabling partial derivatives on the
Jacobian image of symmetric powers of the curve, cf. Section 4, just as Klein and Baker
used the derivative along the curve. These techniques have produced new solutions of
non-linear wave equations [MP2].

In [Ô1], Ônishi gave a non-vanishing theorem for σ over a hyperelliptic curve Xof
genus g given by affine equation y2 = x2g+1 + λ2gx

2g + · · ·+ λ1x + λ0 and a point ∞, as
a special case of the Riemann Singularity Theorem (Section 5); specifically,

Theorem 1.1. For 0 < k ≤ g − 1, let D = P1 + · · · + Pk belong to Sk(X\∞) \
(Sk

1 (X)∩Sk(X\∞)), where Sk
1 (X) are divisors in Sk(X), the k-th symmetric product of

the curve, whose linear series has projective dimension at least 1; let

u[k] :=
k∑

i=1

∫ Pi

∞
νI ,

for a suitable basis νI of holomorphic differentials, and

\k :=

{{g, g − 2, . . . , k + 2, k} if g − k is even,

{g − 1, g − 3, . . . , k + 3, k + 1} otherwise;

call nk := #\k the cardinality of the set \k. The following holds:

1. For every multiple index (α1, . . . , αm) with αi ∈ {1, . . . , g} (possibly repeated) and
m < nk,

1We are very grateful to one Referee for this reference, which was not available at the time of our

manuscript’s submission.
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∂m

∂uα1 . . . ∂uαm

σ(u[k]) = 0.

2. For the multiple index \k,

( ∏

β∈\k

∂

∂uβ

)
σ(u[k]) 6= 0. (1.1)

We show some examples of \k in Table 1.1.

Table 1.1

(r, s) g \1 \2 \3 \4 \5 \6 \7
(2, 3) 1

(2, 5) 2 {2}
(2, 7) 3 {2} {3}
(2, 9) 4 {2, 4} {3} {4}
(2, 11) 5 {2, 4} {3, 5} {4} {5}
(2, 13) 6 {2, 4, 6} {3, 5} {4, 6} {5} {6}
(2, 15) 7 {2, 4, 6} {3, 5, 7} {4, 6} {5, 7} {6} {7}
(2, 17) 8 {2, 4, 6, 8} {3, 5, 7} {4, 6, 8} {5, 7} {6, 8} {7} {8}

Ônishi generalized the theorem to cyclic C3s and C5s curves [Ô2], [MÔ]. For the
analogous set \k, similar (non-)vanishing results hold, exemplified in Table 1.2.

Table 1.2

(r, s) g \1 \2 \3 \4 \5 \6 \7 \8 \9 \10 \11
(3, 4) 3 {2} {3}
(3, 5) 4 {2} {3} {4}
(3, 7) 6 {2, 5} {3, 6} {4} {5} {6}
(3, 8) 7 {2, 5} {3, 6} {4, 7} {5} {6} {7}
(3, 10) 9 {2, 4, 7} {3, 5, 9} {4, 7} {5, 8} {6, 9} {7} {8} {9}
(5, 6) 10 {2, 5, 8} {3, 7, 9} {4, 8, 10} {5, 9} {6} {7} {8} {9} {10}
(5, 7) 12 {2, 5, 8, 12} {3, 7, 9} {4, 8, 11} {5, 9, 12} {6, 10} {7, 12} {8} {9} {10} {11} {12}

In this article, we generalize these relations to the Crs curve of Section 2, based
on results of our previous paper [MP1] and on the theory of Young diagrams, which
governs the σ-function as proved by Nakayashiki for general Crs curves [N]; we note that
such patterns for Schur-Weierstrass polynomials and their derivatives were introduced in
[BLE1] and proven to satisfy the Riemann vanishing theorem. Nakayashiki’s identifica-
tion of the leading term in the expansion of σ in terms of Schur-Weierstrass polynomials
is used below in a crucial way particularly in Section 5.

Theorem 5.15 below may be of independent interest in the theory of Schur functions
and their derivatives on the stratification by partitions of Sato’s Grassmannian (more
general than our case, which is concerned with partitions related to the Weierstrass gaps
of a Crs curve). Precise knowledge of the order of vanishing of σ in terms of Weierstrass
gaps is important not only for the intersection theory of the Jacobian, cf. [BV], but also
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for the intersection theory of the moduli space of Jacobians, in terms of Brill-Noether
strata.

The paper can be read independently of the previous part [MP1]: below, we briefly
set up the notation, cite the statements we need and give precise references to proofs in
[MP1]. To illustrate the significance of patterns, we give two detailed examples, which
go beyond the ones displayed above, being pentagonal and heptagonal. The Weierstrass-
gap and Young-diagrams numerology is provided in Section 2, the Θ stratification and
Schur function notation are found in Section 3; this notation is used in Section 5, which
contains our main results.

One of the authors (S.M.) thanks to Yasushi Homma for his private notebook on
Young diagram; this work is based upon it and Kenichi Tamano for private lectures
for two decades. The authors are grateful to Victor Enolski and Yoshihiro Ônishi for
posing these problems and suggesting the relation between sigma functions and Young
diagrams. They wish to acknowledge the hospitality of the Hanse Institute for Advanced
Study (Hanse-Wissenschaftskolleg) as participants in the workshop “Algebro-geometric
methods in Gauge theory and General Relativity” (September 2011) when parts of this
work were done. They also thank the Referees for many helpful comments, especially
detecting some errors in earlier proofs of Corollary 5.4 and Lemma 5.11 and providing
references to relevant forthcoming papers. E.P. wishes to acknowledge very valuable
partial support of her research under grant NSF-DMS-0808708.

Guide to Symbols.

N(n) order of pole at n-th Weierstrass non-gap
(N(0) = 0, N(g) = 2g) p. 651

φi monomial associated to the n-th Weierstrass non-gap p. 651
d>(t`), d<(t`), d≥(t`), d≤(t`) truncated expansions in t p. 651
νI holomorphic one form (2.2)
νII meromorphic one form p. 657
w Abel map (w : Sk(X) → Cg) p. 652
degw,degw−1 ,degλ degrees (degw(φn) = N(n)) p. 651
Sk(X),Sk

m(X) symmetric product of the curve and its singular strata p. 651
J ,Π, κ Jacobian J = Cg/Π, κ : Cg → J
Wk,Wk

m strata in the Jacobian (w(Sk(X)) = Wk,
w(Sk

m(X)) = Wk
m) (2.4) and p. 652

Λ Young diagram p. 653
Ψn,Ψ(`)

n , ψn, ψ
(`)
n Frobenius-Stickelberger (FS) matrices

and determinants p. 655
µn Definition 2.5
ω′, ω′′, η′, η′′ complete integrals of the first kind

and the second kind (3.1)
σ σ function (3.5)
L(u, v), χ(`) quasi-periodicity of σ (3.6)
Θk,Θk

1 strata in the Jacobian (3.7), (3.8) and (3.9)
hn, h

〈`1,`2〉
n homogeneous symmetric functions p. 660

Tn, T
〈`1,`2〉
n power symmetric functions, Proposition 3.6

(a1, . . . , ar; b1, . . . , br) characteristics of a partition p. 662
sΛ, SΛ Schur function (3.11)
uα, |α|, d>(u`),wg(α) multi-index convention (2.6) p. 654, p. 662
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T
(g;k)
n , T

(k)
n , h

(g;k)
n T

(k)
n := T

〈1,k〉
n , T

(g;k)
n := T

〈k+1,g〉
n , h

(g;k)
n := h

〈k+1,g〉
n p. 672

Λ(k),Λ[k] truncated Young diagrams p. 671
L[k](ai, bi) Proposition 5.12
Hi, hi cohomology and its dimension p. 667
H`1,`2 ,Hi matrices, Lemma 3.9, proof of Lemma 5.11
\k, \

(i)
k sequences, Definition 5.14

u[k], u[g;k], u[k] := T
(k)
Λi+g−i, u

[g;k] := T
(g;k)
Λi+g−i,Lemmas 5.11 and 5.25

u[k], u[g;k], v(i), v(i) := w(Pi), u[k] = u[k−1] + v(k), u[g;k] = u[g] − u[k]

2. The Crs curve and the pre-image of its Wirtinger varieties.

We recall from [MP1] notations and basic properties for the Riemann surface

X := {(x, y) | yr = f(x)} ∪∞

whose finite part is given by an affine equation

yr = f(x), f(x) := xs + λs−1x
s−1 + · · ·+ λ1x + λ0. (2.1)

The integers r and s are such that (r, s) = 1 and r < s; the complex numbers λ0, . . . , λs−1

are such that the finite part of X is smooth. This is a particular Crs curve (a nomen-
clature introduced in the 1990s to generalize elliptic curves in Weierstrass form). It has
genus g = ((r − 1)(s − 1))/2. In Section 5 we will consider the degeneration of X to a
singular curve X0 for which all λ’s vanish.

Let R := C[x, y]/(yr − f(x)), OX be the sheaf of holomorphic functions over X and
J the Jacobian of X. We note that R = OX(∗∞) is the ring of meromorphic functions
on X regular outside ∞, where * stands for any order of pole.

For a non-negative integer n, we denote by φn ∈ C[x, y] the (monic) monomial that at
∞ has a pole of order N(n) , the n-th integer in the (increasing) sequence complementary
to the Weierstrass gaps: φ0 = 1, φ1 = x, etc.; by letting t∞ be a local parameter at ∞,
the leading term of φn is proportional to t

−N(n)
∞ . We routinely abuse notation slightly,

to think of polynomials in C[x, y] as functions in R. A direct calculation gives N(0) = 0,
N(g − 1) = 2g − 2, N(g) = 2g for a Cr,s curve. We define the w-degree, degw : R → Z,
which assigns to an element of R its order of pole at ∞, degw(x) = r, degw(y) = s,
degw(φn(P )) = N(n). We also consider the ring Rλ := Q[x, y, λ0, . . . , λs−1]/(yr − f(x))
by regarding λ’s as indeterminates, and define a λ-degree, degλ : Rλ → Z as an extension
of the w-degree by assigning the degree (s− i)r to each λi. This makes the polynomial
defining the curve, yr − f(x), homogeneous of degree rs with respect to the λ-degree.

We denote a point P ∈ X\∞ by its affine coordinates (x, y); we also loosely denote
by a k-tuple (P1, . . . , Pk), or by a divisor D =

∑k
i=1 Pi, an element of Sk(X), the k-th

symmetric product of the curve. For a given local parameter t at some P in X, by d>(t`)
(resp. d<(t`)) we denote the terms of a function on X in its t-expansion whose orders of
zero at P are greater (resp. less) than `; d≥(t`) (resp. d≤(t`)) includes terms of order `.
For the local parameter t∞ at ∞, we have
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x =
1

tr∞
, y =

1
ts∞

(1 + d>(t∞)), φn(P ) =
1

t
N(n)
∞

(1 + d>(t∞)).

A basis {νI
1, . . . , ν

I
g} of H0(X, KX), where KX as customary denotes the canonical

bundle (and with a slight abuse of notation we do not distinguish between the bundle,
given divisor, and sheaf that correspond to each other), is given in terms of the φi

following [B1, Chapter VI, Section 91],

νI
i =

φi−1(P )dx

ryr−1
, (i = 1, . . . , g). (2.2)

We extend the w-degree to one-forms, by fixing the local parameter t∞ at ∞, so that for
a one-form ν = (tn∞ + d>(tn∞))dt∞, degw(ν) = −n. Since we have

νI
i = t2g−N(i−1)−2

∞ (1 + d>0(t∞))dt∞, (2.3)

the degree is given by

degw−1(νI
i) = 2g −N(i− 1)− 2,

where degw−1(f) = −degw(f), and to entire functions on Cg, by pulling them back to
the curve via the Abel map defined next. Using the analytic as opposed to the algebraic
nature of the curve, we consider the Abel images of the k-fold symmetric products of the
curve:

Wk := κ








k∑

i=1

∫ (xi,yi)

∞




νI
1...

νI
g




∣∣∣∣∣(xi, yi) ∈ X






 ⊂ J , (2.4)

where κ is the projection Cg → J = Cg/Π, Π is the period lattice of the basis
{νI

1, . . . , ν
I
g}, and J is the Jacobian of X. We denote by w the Abel map from Sk(X)

of X to κ−1Wk with base-point ∞, for any positive integer k. Note that there is a
remaining Π-ambiguity due to the choice of path of integration: our results below will
be independent of such ambiguity, but they require a g-tuple of complex numbers to be
given explicitly, w : (P1, . . . , Pk) 7→ w(P1, . . . , Pk) =

∑k
i=1

∫ Pi

∞ νI ∈ Cg, where we ab-
breviate by νI the g-vector of holomorphic differentials νI

i. When an analytic function,
say, of g complex variables is evaluated on u := w(P1, . . . , Pk), we view it as function of
the coordinates (u1, . . . , ug) of the (column) vector u, as the convention goes. We also
introduce

Sn
m(X) := {D ∈ Sn(X) | dim |D| ≥ m},

where |D| is the complete linear system w−1(w(D)) [ACGH, IV.1]. If n < g, the singular
locus of Sn(X) after moding out by linear equivalence, or projecting to the Picard group,
is Sn

1 (X) [ACGH, Chapter IV, Proposition 4.2, Corollary 4.5, where our Sn(X) is C0
n].

We let Wn
m := w(Sn

m(X)).
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The choice of basis {νI
1, . . . , ν

I
g} allows us to connect the expansion of the σ func-

tion (cf. Section 3) in the attendant Abelian coordinates {u1, . . . , ug} with the gap
sequence at ∞. To do so, we introduce a Young diagram (cf., e.g., [S], [BLE1]) Λ rel-
ative to the Weierstrass-gap sequence: from the top down, 1 ≤ i ≤ g, the rows have
length:

Λi = N(g)−N(i− 1)− g + i− 1 = g −N(i− 1) + (i− 1),

|Λ| =
g∑

i=1

Λi =
1
24

(r2 − 1)(s2 − 1) = g + w(∞),

where w(∞) is the Weierstrass weight of the point ∞ (if we write Λj for (j > g) we set
it equal to zero).

We give two examples, the first in the pentagonal class, cf. [MÔ], and the second
heptagonal (the fact that both r and s are prime numbers is not essential but more
convenient): For the case (r, s) = (5, 7) (Table 2.1), we have

Table 2.1

i 0 1 2 3 4 5 6 7 8 9 10 11 12

φ(i) 1 x y x2 xy y2 x3 x2y xy2 x4 y3 x3y x2y2

N(i) 0 5 7 10 12 14 15 17 19 20 21 22 24

Λi – 12 8 7 5 4 3 3 2 1 1 1 1

.

For the case (r, s) = (7, 9) (Table 2.2), we have

Table 2.2

i 0 1 2 3 4 5 6 7 8 9 10 11 12

φ(i) 1 x y x2 xy y2 x3 x2y xy2 y3 x4 x3y x2y2

N(i) 0 7 9 14 16 18 21 23 25 27 28 30 32

Λi – 24 18 17 13 12 11 9 8 7 6 6 5

i 13 14 15 16 17 18 19 20 21 22 23 24

φ(i) xy3 x5 y4 x4y x3y2 x2y3 x6 xy4 x5y y5 x4y2 x2y4

N(i) 34 35 36 37 39 41 42 43 44 45 46 48

Λi 4 3 3 3 3 2 1 1 1 1 1 1
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.

Lemma 2.1. For v ∈ w(P ), P ∈ X,

degw−1(vi) = N(g)−N(i− 1)− 1 = 2g −N(i− 1)− 1 = Λi + g − i,

and degw−1(vg) = 1.

Proof. From (2.3), around ∞, vi is expressed by a local parameter t∞:

vi =
1

2g −N(i− 1)− 1
t2g−N(i−1)−1
∞ (1 + d>(t∞)),

and thus we have degw−1(vi) = 2g −N(i− 1)− 1 = N(g − 1)−N(i− 1) + 1. ¤

Remark 2.2. We extend the degree to a g-vector u = w(P1, . . . , Pk) in such a
way that degw−1(ui) = degw−1(vi) if vi of v = w(P`) does not vanish for a certain
` ∈ {1, 2, . . . , k}. Assuming that a point (P1, . . . , Pk) belongs to Sk(X)\Sk

1 (X) and each
Pj is near ∞, by using a local parameter t∞,j for each Pj , we read this degree off the
formal sum:

ui =
1

2g −N(i− 1)− 1
(
t
2g−N(i−1)−1
∞,1 + · · ·+ t

2g−N(i−1)−1
∞,k

)
(1 + d>(t∞)). (2.5)

(it is important to note that we do not perform an actual sum, but just record formally
the degree of each independent variable in the i-component of the abelian integral; for
example, in the hyperelliptic case, if k = 2 and the points P1, P2 were hyperelliptic con-
jugates, the result of the sum would be zero). We introduce the multi-index convention:
for non-negative integers αi and α := (α1, . . . , αk), we write

tα := tα1
1 tα2

2 · · · tαk

k , α = (α1, α2, . . . , αk), |α| :=
k∑

i=1

αi, (2.6)

and extend the definition d>(t`i) for variables, t1, . . . , tk: d>(t`) ∈ {∑|α|>` aαtα} and
d≥(t`) ∈ {∑|α|≥` aαtα}. For example,
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ug = (t∞,1 + · · ·+ t∞,k)(1 + d>(t∞)) thus degw−1(ug) = 1.

Remark 2.3. By Serre duality, specifically dimH0(X, D) = deg D − g + 1 −
dimH0(X, (2g − 2)∞−D), we have a symmetry in the Young diagram.

Remark 2.4. Using Remark 2.3, degw−1(ui) = Λi + g − i is the hooklength (cf.
[S, Chapter 3]) of the node (1, i) in the Young diagram Λ.

In [MP1], we introduced meromorphic functions on the curve, reviewed here in Def-
inition 2.5, which generalize the polynomial U in Mumford’s (U, V,W ) parametrization
of a hyperelliptic Jacobian (which he attributes to Jacobi) [M, Chapter IIIa].

To achieve an algebraic representation, e.g. in Section 4, of Abelian vector fields, we
introduce the Frobenius-Stickelberger (FS) matrix and its determinant following [MP1].
Let n be a positive integer and P1, . . . , Pn be in X\∞. We define the `-reduced Frobenius-
Stickelberger (FS) matrix by:

Ψ(ˇ̀)
n (P1, P2, . . . , Pn) :=




1 φ1(P1) φ2(P1) · · · φ̌`(P1) · · · φn(P1)
1 φ1(P2) φ2(P2) · · · φ̌`(P2) · · · φn(P2)
...

...
...

. . .
...

. . .
...

1 φ1(Pn) φ2(Pn) · · · φ̌`(Pn) · · · φn(Pn)


 ,

and ψ
(ˇ̀)
n (P1, P2, . . . , Pn) := |Ψ(ˇ̀)

n (P1, P2, . . . , Pn)| (a check on top of a letter signifies
deletion). It is also convenient to introduce the simpler notation:

ψn(P1, . . . , Pn) :=
∣∣Ψ(ň)

n (P1, . . . , Pn)
∣∣, Ψn(P1, . . . , Pn) := Ψ(ň)

n (P1, . . . , Pn), (2.7)

for the un-bordered matrix. We call this matrix Frobenius-Stickelberger (FS ) matrix and
its determinant Frobenius-Stickelberger (FS ) determinant. These become undefined for
some tuples in (X\∞)n.

Meromorphic functions, viewed as divisors on the curve, allow us to express the
addition structure of PicX in terms of FS-matrices. For n points (Pi)i=1,...,n ∈ X\∞,
we find an element of R associated with any point P = (x, y) in (X\∞), αn(P ) :=
αn(P ;P1, . . . , Pn) =

∑n
i=0 aiφi(P ), ai ∈ C and an = 1, which has a zero at each point

Pi (with multiplicity, if the Pi are repeated) and has smallest possible order of pole at
∞ with this property. We obtain αn(P ) from the FS matrix as the µn defined herewith:

Definition 2.5. For P, P1, . . . , Pn ∈ (X\∞)× Sn(X\∞), we define µn(P ) by

µn(P ) := µn(P ;P1, . . . , Pn) := lim
P ′i→Pi

1
ψn(P ′1, . . . , P ′n)

ψn+1

(
P ′1, . . . , P

′
n, P

)
,

where the P ′i are generic and the limit is taken (irrespective of the order) for each i; we
define µn,k(P1, . . . , Pn) by
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µn(P ) = φn(P ) +
n−1∑

k=0

(−1)n−kµn,k(P1, . . . , Pn)φk(P ),

with the convention µn,n(P1, . . . , Pn) = 1.

Lemma 2.6. Let n be a positive integer. For (Pi)i=1,...,n ∈ Sn(X\∞), the function
αn over X induces the map (which we call by the same name) :

αn : Sn(X\∞) → SN(n)−n(X),

i.e., to (Pi)i=1,...,n ∈ Sn(X\∞) there corresponds an element (Qi)i=1,...,N(n)−n ∈
SN(n)−n(X), such that

n∑

i=1

Pi − n∞ ∼ −
N(n)−n∑

i=1

Qi + (N(n)− n)∞.

For an effective divisor of degree n, D ∈ Sn(X), let D′ be the maximal subdivisor
of D which does not contain ∞, D = D′ + (n − m)∞ where deg D′ = m(≤ n) and
D′ ∈ Sm(X\∞): we extend the map αn to Sn(X) by defining αn(D) = αm(D′) +
[N(n)− n− (N(m)−m)]∞.

We see from the linear equivalence of Lemma 2.6:

Proposition 2.7. For a positive integer, the Abel map composed with αn induces

ιn : Wn →WN(n)−n, κ ◦ w 7→ −κ ◦ w.

Let image(ιn) be denoted by [−1]Wn.

Remark 2.8. We recover the well-known result: The Serre involution on Picg−1,
L 7→ KXL−1, is given by ιg−1,

ιg−1 : Wg−1 → [−1]Wg−1.

3. The σ-function.

In this section, we summarize the results of [MP1] that are needed below. As
customary, we choose a basis αi, βj (1 5 i, j 5 g) of H1(X,Z) with intersection pairing
αi · αj = βi · βj = 0, αi · βj = δij , and we denote the half-period matrices by

[ω′ ω′′] =
1
2

[ ∫

αi

νI
j

∫

βi

νI
j

]

i,j=1,2,...,g

,

[η′ η′′] =
1
2

[ ∫

αi

νII
j

∫

βi

νII
j

]

i,j=1,2,...,g

,

(3.1)
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where νII
j = νII

j(x, y) (j = 1, 2, · · · , g) are differentials of the second kind, which we
defined algebraically in [MP1] after [EEL].

The following Proposition gives a generalized Legendre relation [B1], [BLE2], [EEL].

Proposition 3.1. The matrix

M :=
[
2ω′ 2ω′′
2η′ 2η′′

]
, (3.2)

satisfies

M

[ −1
1

]
tM = 2π

√−1
[ −1
1

]
. (3.3)

By the Riemann relations [F1], it is known that Im (ω′−1
ω′′) is positive definite.

Referring to Theorem 1.1 in [F1], let

δ :=
[
δ′′
δ′

]
∈

(
1
2
Z

)2g

(3.4)

be the theta characteristic which gives the Riemann-constant vector ωR = 2ω′′δ′+2ω′δ′′

with respect to the base point ∞ and the period matrix [2ω′ 2ω′′].
We define an entire function of (a column-vector) u = t(u1, u2, . . . , ug) ∈ Cg, associ-

ated (i.e., they differ by a multiplicative factor which is the exponential of a quadratic
form in the variables, cf. [L, Chapter IV]) to a translate of the Riemann θ-function,

σ(u) = σ(u;M) = σ(u1, u2, . . . , ug;M)

= c exp
(
− 1

2
tuη′ω′−1

u

)
θ[δ]

(
1
2
ω′−1

u; ω′−1
ω′′

)

= c exp
(
− 1

2
tuη′ω′−1

u

)

×
∑

n∈Zg

exp
{√−1

[
π t(n + δ′′)ω′−1

ω′′(n + δ′′) + t(n + δ′′)(ω′−1
u + δ′)

]}
, (3.5)

where c is a constant that depends on the moduli of the curve. Since in this paper we
deal only with ratios of σ-functions, or with the vanishing order of σ, we tacitly suppress
the constant c.

For a given u ∈ Cg, we introduce u′ and u′′ in Rg so that

u = 2ω′u′ + 2ω′′u′′.

Proposition 3.2 ([MP1, Proposition 4.3]). For u, v ∈ Cg, and `a (= 2ω′`a
′ +

2ω′′`a
′′) ∈ Π, we define
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L(u, v) := 2 tu(η′v′ + η′′v′′),

χ(`a) := exp
[
π
√−1

(
2(t`a

′δ′′ − t`a
′′δ′) + t`a

′`a
′′)] (∈ {1, −1}).

The following holds

σ(u + `a) = σ(u) exp
(

L

(
u +

1
2
`a, `a

))
χ(`a). (3.6)

Remark 3.3. The above periodicity property of σ is essentially the same that holds
for the normalized theta function in Chapter VI of [L]. The normalized theta function is
based upon the Hodge structure of the Jacobian, whereas σ is related to the symplectic
action appearing in the Legendre relation, cf. Proposition 3.1. We note here the specific
periodicity because our vanishing results allow us to extend it to certain derivatives of
σ, cf. Corollary 5.18.

We also note that, as in genus 1, σ is modular invariant (cf. [N] for any (r, s) curve),
namely, for every γ ∈ Sp(2g, Z), we have

σ(u; γM) = σ(u;M).

In the case of general curves, the definition of odd σ given in [KS] is modular invariant
up to a given root of unity, and the even version is modular invariant.

The vanishing locus of σ is:

Θg−1 = (Wg−1 ∪ [−1]Wg−1) = Wg−1. (3.7)

The last equality is due to our choice of base point ∞ such that (2g − 2)∞ = KX ;
indeed, −w(D) = w(−D) by definition for a divisor D, and when D has degree g− 1, by
Serre duality D is special if and only if KX −D is special. The reason for introducing
Wg−1∪[−1]Wg−1 is that the analogous loci when g−1 is replaced by k play an important
role and Wk is not [−1]-invariant in general:

Θk := Wk ∪ [−1]Wk. (3.8)

Similarly, we define

Θk
1 := w

(Sk
1 (X)

) ∪ [−1]w
(Sk

1 (X)
)
. (3.9)

For (r = 2, s = 2g + 1) (hyperelliptic) curves and ∞ a branch point, Θk equals Wk

for every positive integer k but in general it does not.
The main result in [MP1] is the following:

Theorem 3.4 (Jacobi inversion formulae over Θk). The following relations hold

1. Θg case: for (P1, . . . , Pg) ∈ Sg(X) \ Sg
1 (X) and u = ±w(P1, . . . , Pg) ∈ κ−1(Θg),
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σi(u)σg(u)− σgi(u)σ(u)
σ2(u)

= (−1)g−i+1µg,i−1(P1, . . . , Pg), for 0 < i ≤ g.

2. Θg−1 case: for (P1, . . . , Pg−1) ∈ Sg−1(X) \ Sg−1
1 (X) and u = ±w(P1, . . . , Pg−1) ∈

κ−1(Θg−1),

σi(u)
σg(u)

=

{
(−1)g−iµg−1,i−1(P1, . . . , Pg−1) for 0 < i ≤ g,

1 for i = g.

3. Θk case: for (P1, . . . , Pk) ∈ Sk(X) \ Sk
1 (X) and u = ±w(P1, . . . , Pk) ∈ κ−1(Θk),

σi(u)
σk+1(u)

=





(−1)k−i+1µk,i−1(P1, . . . , Pk) for 0 < i ≤ k,

1 for i = k + 1,

0 for k + 1 < i ≤ g.

Remark 3.5. We could easily extend parts 2. and 3. of Theorem 3.4 to any non-
singular (r, s) curve, with affine equation:

f(x, y) = yr + xs +
∑

i,j:rs>si+rj≥0

λijy
ixj = 0, (3.10)

where λij are complex numbers. As stated in Section 2, we limit our study to the cyclic
type to use the work in [MP1]. For the general Crs curve, the definitions of Section
2 are naturally modified (cf. [EEL]). As mentioned in [MP1, Remark 5.10], Theorem
3.4 2. and 3. could be proved by Fay’s and Jorgenson’s results [F1], [J] which hold for
every Riemann surface, including (3.10). A direct proof can also be given by the result
of Nakayashiki [N, Theorem 1], where the sigma function is explicitly expressed in terms
of the “prime form” and FS-matrices. When computing the vanishing order of both
numerator and denominator of the left-hand side of 2. and 3. in essentially the same way
as in [MP1, Section 5], the prime forms cancel and the ratio is reduced to a ratio of
FS-matrices.

It should also be possible to prove statement 1. of Theorem 3.4 for the general curve
(3.10), by using the relation in [MP1, Proposition 4.5]. To compare poles and zeros of
both sides, as functions of u = w(x, y) and (x, y), respectively, ((x, y) a point of (3.10)),
one would use two facts: σ vanishes to order one on Θg−1, and the Weierstrass gap at
2g − 1 is adjacent to non-gaps. While this would give the expected number of zeros,
however, it is not easy to specify them because the numerator in the left-hand side of 1.
is a difference.

In [MP1], we had arrived at these results by comparing abelian functions with
meromorphic functions on the curve. In the present work, we give precise results on
the order of vanishing of σ itself on the stratification Θk. To do so, we first give the
expansion of the σ-function. We introduce the Schur function sΛ(t),
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sΛ(t) :=
|tΛi+g−i

j |1≤i,j≤g

|ti−1
j |1≤i,j≤g

. (3.11)

The complete homogeneous symmetric function h
〈`1,`2〉
n = hn(t`1 , . . . , t`2) for positive

integers `1 and `2 (`1 < `2) is given by

`2∏

i=`1

1
(1− zti)

=
∑

n≥0

h〈`1,`2〉
n zn, h〈`1,`2〉

n = 0 for n < 0.

Proposition 3.6 ([S, Theorem 4.5.1]). Using the complete homogeneous symmet-
ric functions hn := h

〈1,g〉
n , we can express sΛ by a (g × g) Jacobi-Trudi Determinant,

|aij |1≤i,j≤g with aij = hΛi+j−i :

sΛ(t) := |hΛi+j−i|, hn =
1
n!

∣∣∣∣∣∣∣∣∣∣

T1 −1 0 · · ·
2T2 T1 −2 · · ·
...

...
...

. . .
...

(n− 1)Tn−1 (n− 2)Tn−2 (n− 3)Tn−3 · · · 1− n

nTn (n− 1)Tn−1 (n− 2)Tn−2 · · · T1

∣∣∣∣∣∣∣∣∣∣

,

where h0 = 1, hi<0 = 0 and Tk := T
〈1,g〉
k ,

T
〈`1,`2〉
k :=

1
k

`2∑

j=`1

tkj .

When regarded as a function of T , we rename s, SΛ(T ) := sΛ(t).
We now give an earlier version of the Jacobi-Trudi formula of Proposition 3.6; by

connecting the two, we provide a proof of Proposition 3.6, as well as a modified formula
which will be used in Section 5.

Lemma 3.7.

sΛ(t) := |h〈j,g〉Λi+j−i|1≤i,j≤g.

Proof. Using a Vandermonde determinant, (3.11) is reduced to

∣∣∣∣∣∣∣∣∣∣

tΛ1+g−1
1 tΛ1+g−1

2 · · · tΛ1+g−1
g−1 tΛ1+g−1

g...
...

. . .
...

...
t
Λg−1+1
1 t

Λg−1+1
2 · · · t

Λg−1+1
g−1 t

Λg−1+1
g

t
Λg

1 t
Λg

2 · · · t
Λg

g−1 t
Λg
g

∣∣∣∣∣∣∣∣∣∣
∏

i<j(ti − tj)
.
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This equals

∣∣∣∣∣∣∣∣∣∣

tΛ1+g−1
1 − tΛ1+g−1

g tΛ1+g−1
2 − tΛ1+g−1

g · · · tΛ1+g−1
g−1 − tΛ1+g−1

g tΛ1+g−1
g...

...
. . .

...
...

t
Λg−1+1
1 − t

Λg−1+1
g t

Λg−1+1
2 − t

Λg−1+1
g · · · t

Λg−1+1
g−1 − t

Λg−1+1
g t

Λg−1+1
g

t
Λg

1 − t
Λg
g t

Λg

2 − t
Λg
g · · · t

Λg

g−1 − t
Λg
g t

Λg
g

∣∣∣∣∣∣∣∣∣∣
∏

i<j(ti − tj)

and noting t` − t′` = (t− t′)h`(t, t′), this becomes

∣∣∣∣∣∣∣∣∣

hΛ1+g−2(t1, tg) hΛ1+g−2(t2, tg) · · · hΛ1+g−2(tg−1, tg) tΛ1+g−1
g

...
...

. . .
...

...
hΛg−1(t1, tg) hΛg−1(t2, tg) · · · hΛg−1(tg−1, tg) t

Λg−1+1
g

hΛg−1(t1, tg) hΛg−1(t2, tg) · · · hΛg−1(tg−1, tg) t
Λg
g

∣∣∣∣∣∣∣∣∣
∏

i<j<g(ti − tj)
.

We go on similarly, to co-factorize by
∏g−2

i (tg−1 − ti),
˛̨
˛̨
˛̨
˛̨
˛̨

hΛ1+g−3(t1, tg−1, tg) hΛ1+g−3(t2, tg−1, tg) · · · hΛ1+g−3(tg−2, tg−1, tg) hΛ1+g−2(tg−1, tg) tΛ1+g−1
g

...
...

. . .
...

...
...

hΛg−1−1(t1, tg−1, tg) hΛg−1−1(t2, tg−1, tg) · · · hΛg−1−1(tg−2, tg−1, tg) hΛg−1 (tg−1, tg) t
Λg−1+1
g

hΛg−2(t1, tg−1, tg) hΛg−2(t2, tg−1, tg) · · · hΛg−2(tg−2, tg−1, tg) hΛg−1(tg−1, tg) t
Λg
g

˛̨
˛̨
˛̨
˛̨
˛̨

Q
i<j<g−1(ti − tj)

and derive the statement. ¤

Lemma 3.7 will yield the Jacobi-Trudi determinant formula in Proposition 3.6. In
order to relate the two expressions, we prove:

Lemma 3.8. 1. h
〈`1,`2〉
n = h

〈`1+1,`2〉
n + h

〈`1,`2〉
n−1 t`1 = h

〈`1,`2−1〉
n + h

〈`1,`2〉
n−1 t`2 .

2. For positive integers `1, `2, n and m satisfying `2 > `1 and m < `2 − `1, h
〈`1,`2〉
n =

h
〈`1+m,`2〉
n +h

〈`1+m−1,`2〉
n−1 h

〈`1,`1+m−1〉
1 +h

〈`1+m−2,`2〉
n−2 h

〈`1,`1+m−2〉
2 + · · ·+h

〈`1,`2〉
n−m h

〈`1,`1〉
m .

3. For positive integers `1, `2 and n satisfying `2 > `1, h
〈`1,`2〉
n = h

〈`2,`2〉
n +

h
〈`2−1,`2〉
n−1 h

〈`1,`2−1〉
1 + h

〈`2−2,`2〉
n−2 h

〈`1,`2−2〉
2 + · · ·+ h

〈`1,`2〉
n−`2+`1

h
〈`1,`1〉
`2−`1

.

Proof. The product
∏`2

i=`1
1/(1 − zti) = 1/(1− zt`1)

∏`2
i=`1+1 1/(1 − zti) is ex-

panded using

(1− t`1z)
(
1 + h

〈`1,`2〉
1 z + h

〈`1,`2〉
2 z2 + · · · ) =

(
1 + h

〈`1+1,`2〉
1 z + h

〈`1+1,`2〉
2 z2 + · · · ),

which shows the first equality in the first statement; the second equality is similarly
obtained. Statement 2. for the m = 1 case is reduced to the first statement for every n.
We give a proof by induction: assume that 2. holds for m ≥ m0,
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h〈`1,`2〉
n = h〈`1+m,`2〉

n + h
〈`1+m−1,`2〉
n−1 h

〈`1+1,`1+m−1〉
1 + h

〈`1+m−2,`2〉
n−2 h

〈`1,`1+m−2〉
2

+ · · ·+ h
〈`1,`2〉
n−m h〈`1,`1〉

m .

We consider the m + 1 case: part 1. implies that the individual terms in the right-hand
side satisfy,

h〈`1,`2〉
n =

(
h〈`1+m+1,`2〉

n + h
〈`1+m,`2〉
n−1 t`1+m

)

+
(
h
〈`1+m,`2〉
n−1 + h

〈`1+m−1,`2〉
n−2 t`2−m−1

)
h
〈`1+1,`1+m+1〉
1

+
(
h
〈`1+m−1,`2〉
n−2 + h

〈`1+m−2,`2〉
n−3 t`2−m−2

)
h
〈`1+2,`1+m−1〉
2

+ · · ·+ (
h
〈`1+1,`2〉
n−m + h

〈`1,`2〉
n−m−1t`1

)
h〈`1,`1〉

m

= h〈`1+m+1,`2〉
n + h

〈`1+m,`2〉
n−1

(
t`1+m + h

〈`1+1,`1+m+1〉
1

)

+ h
〈`1+m−1,`2〉
n−2

(
t`1−m−1h

〈`1+1,`1+m+1〉
1 + h

〈`1+2,`1+m−1〉
2

)

+ · · ·+ h
〈`1,`2〉
n−m−1t`1h

〈`1,`1〉
m ,

which gives the m + 1 case. Statement 3. is obtained by setting m = `2 − `1 − 1. ¤

A modified version of the Jacobi-Trudi relation follows:

Lemma 3.9. For any fixed k, 1 ≤ k ≤ g, juxtaposing two matrices to obtain a g×g

matrix,

sΛ(t1, . . . , tg) =
∣∣Hg,k(t1, . . . , tg),Hg,g−k(tk+1, . . . , tg)

∣∣,

where Ha,b(t`, . . . , tg)’s are a× b matrices defined by

Hg,k(t1, . . . , tg) := (hΛi+j−i(t1, . . . , tg))1≤i≤g,1≤j≤k,

Hg,g−k(tk+1, . . . , tg) := (hΛi+j−i(tk+1, . . . , tg))1≤i≤g,k+1≤j≤g.

For a given Young diagram Λ = (Λ1,Λ2, . . . ,Λ`), the length r of the diagonal is
called the rank of the partition [FH, Section 4.1, p. 51]. Let ai and bi be the number of
boxes below and to the right of the i-th box of the diagonal, reading from lower right
to upper left. Frobenius named (a1, . . . , ar; b1, . . . , br) the characteristics of the partition
[FH, Section 4.1 p. 51]. Here ai < aj and bi < bj for i < j.

We use the multi-index convention (cf. Guide to Symbols) and define a map for
β := (β1, . . . , βg),

wg(β) := ((2g −N(0)− 1)β1, (2g −N(1)− 1)β2, . . . , (2g −N(g − 2)− 1)βg−1, βg) ∈ Zg

The following relation between Schur-Weierstrass polynomials and the σ-function was
proved by Nakayashiki [N].
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Proposition 3.10. The expansion of σ(u) at the origin takes the form

σ(u) = SΛ(T )|TΛi+g−i=ui
+

∑

|wg(α)|>|Λ|
cαuα

where cα ∈ Q[λj ] and SΛ(T ) is the lowest-order term in the w-degree of the ui; σ(u) is
homogeneous of degree |Λ| with respect to the λ-degrees.

We note that SΛ is a function of {TΛi+g−i}i=1,...,g, even though a priori it depends
on {Ti}i=1,...,2g−1.

Proof. The result follows from [N, Theorem 3]. ¤

Remark 3.11. The symmetric functions have degree coming from the natural
order of the multi-variables (t1, . . . , tg). In Proposition 3.10, the degree corresponds to
the w-degree on W k−1 ⊂ W k and Sk−1X ⊂ SkX, according to the convention of Remark
2.2.

4. Algebraic expression of the Jacobian of a coordinate change.

In order to detect the vanishing of the multiderivatives of σ, following Weierstrass,
Klein, Baker and others [B1], [B2], [B3], [K1], [W], we consider certain vector fields on
the symmetric products of the curve.

Let k be a positive integer ≤ g. We fix a subset Kk of {1, 2, . . . , g} with k elements.
We relabel the indices by the map ι : {1, 2, . . . , k} → Kk such that ι(i) < ι(i + 1) for
i = 1, . . . , k − 1; we set ι′(i) := ι(i)− 1.

By inverting the Jacobian determinant for coordinate change where the truncated
map (defined only locally around the points, lest the paths of integration differ by ho-
motopy) is smooth,

projKk
◦ w : Sk(X) → Cg → Ck, (P1, . . . , Pk) 7→

(
uj =

k∑

i=1

∫ Pi

∞
νI

j

)

j∈Kk

, (4.1)

we give an algebraic expression for vector fields that correspond to the ‘partial’ differ-
entials. Assuming (4.1) invertible over an open set U ⊂ Sk(X), and denoting, loosely,
by

∂uj
, or, if typographically preferable,

∂

∂uj
, j ∈ Kk,

the coordinate vector field for projected coordinates Cg → Ck, (u1, . . . , ug) 7→
(uι(1), . . . , uι(k)), which acts by holding constant the ui, i ∈ Kk, i 6= j, we compute:
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


∂uι(1)

∂uι(2)...
∂uι(k)


 = r




φι′(1)(P1) φι′(2)(P1) · · · φι′(k)(P1)
φι′(1)(P2) φι′(2)(P2) · · · φι′(k)(P2)

...
...

. . .
...

φι′(1)(Pk) φι′(2)(Pk) · · · φι′(k)(Pk)




−1



yr−1
1 ∂x1

yr−1
2 ∂x2...

yr−1
k ∂xk


 . (4.2)

By letting ∂
v
(i)
g

:= ∂/∂v
(i)
g = (ryr−1

i /φg−1(xi, yi))(∂/∂xi), this relation can be ex-
pressed by




∂uι(1)

∂uι(2)...
∂uι(k)


 =




φι′(1)(P1)/φg−1(P1) · · · φι′(k)(P1)/φg−1(P1)
φι′(1)(P2)/φg−1(P2) · · · φι′(k)(P2)/φg−1(P2)

...
. . .

...
φι′(1)(Pk)/φg−1(Pk) · · · φι′(k)(Pk)/φg−1(Pk)




−1



∂
v
(1)
g

∂
v
(2)
g...

∂
v
(k)
g


 . (4.3)

As a consequence:

Lemma 4.1 ([MP1, Proposition 2.11]). On the open set U ⊂ Sk(X) and for
(P1, . . . , Pk) ∈ U , r

∑k
i=1 εi(∂/∂uι(i)) is expressed by

∣∣∣∣∣∣∣∣

φι′(1)(P1) φι′(2)(P1) · · · φι′(k)(P1)
φι′(1)(P2) φι′(2)(P2) · · · φι′(k)(P2)

...
...

. . .
...

φι′(1)(Pk) φι′(2)(Pk) · · · φι′(k)(Pk)

∣∣∣∣∣∣∣∣

−1

∣∣∣∣∣∣∣∣∣∣∣

φι′(1)(P1) φι′(2)(P1) · · · φι′(k)(P1) yr−1
1 ∂x1

φι′(1)(P2) φι′(2)(P2) · · · φι′(k)(P2) yr−1
2 ∂x2...

...
. . .

...
...

φι′(1)(Pk) φι′(2)(Pk) · · · φι′(k)(Pk) yr−1
k ∂xk

ε1 ε2 · · · εk 0

∣∣∣∣∣∣∣∣∣∣∣

,

where (ε1, . . . , εk) is any k-tuple of numbers.

Lemma 4.2. For the open set U ⊂ Sk(X) and (P1, . . . , Pk) ∈ U , let v(i) := w(Pi).
If (P1, . . . , Pi−1, ∞, Pi+1, . . . , Pk) ∈ U , we regard v

(i)
j as a function of v

(i)
g regardless of

whether g ∈ Kk, v
(i)
j = v

(i)
j (v(i)

g ), and the following holds:

∂

∂v
(i)
j

=
(
(v(i)

g )−N(g)+N(j−1)+2(1 + d>(v(i)
g )

) ∂

∂v
(i)
g

.

Proof. Using Lemma 2.1 and the chain rule,

∂v
(i)
j

∂v
(i)
g

=
(
v(i)

g

)N(g)−N(j−1)−2(1 + d>(v(i)
g )

)
. ¤

In (4.1) and (4.3), we have seen differential operators with respect to the vari-
ables u =

∑k
i=1 v(i), the label {ι(1), . . . , ι(k)}, and the notation u[k] =

∑k
i=1 v(i) and

(∂/∂u
[k]
ι(j))j=1,...,k. Assume now that {ι(1), . . . , ι(`)} and {g + `− k + 1, . . . , g − 1, g} are

disjoint. Then we also consider the differential operators (∂/∂u
[`]
ι(j))j=1,...,` with respect
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to u[`] =
∑`

i=1 v(i) for ` ≤ k, and the differential operators (∂/∂u
[g;`]
j )j=g+`−k+1,...,g−1,g

with respect to u[k;`] =
∑k

i=`+1 v(i). Now we give a transformation formula among them
for a suitable open set U ⊂ Sk(X), which is essentially the same as (5.11) in the proof
of Lemma 5.11 and implies (5.18) in the proof of Proposition 5.26.

Proposition 4.3. For the open set U ⊂ Sk(X) and (P1, . . . , Pk) ∈ U , let v(i) :=
w(Pi), u[k] :=

∑k
i=1 v(i), u[`] :=

∑`
i=1 v(i), u[k;`] :=

∑k
i=`+1 v(i), and ι(k − j) = g − j

(j = 0, . . . , k − ` − 1). The change of basis t
(
∂/∂u

[`]
ι(1), . . . , ∂/∂u

[`]
ι(`), ∂/∂u

[g;`]
g+`−k+1, . . . ,

∂/∂u
[g;`]
g

)
to t

(
∂/∂u

[k]
ι(1), . . . , ∂/∂u

[k]
ι(`), ∂/∂u

[k]
ι(`+1), . . . , ∂/∂u

[k]
ι(k)

)
= t

(
∂/∂u

[k]
ι(1), . . . ,

∂/∂u
[k]
ι(`), ∂/∂u

[k]
g+`−k+1, . . . , ∂/∂u

[k]
g

)
is given by a matrix Mu[k],u[g;`] ,




φι′(1)(P1) · · · φι′(k)(P1)
...

. . .
...

φι′(1)(P`) · · · φι′(k)(P`)
φι′(1)(P`+1) · · · φι′(k)(P`+1)

...
. . .

...
φι′(1)(Pk) · · · φι′(k)(Pk)




−1


φι′(1)(P1) · · · φι′(`)(P1)
...

. . .
...

φι′(1)(P`) · · · φι′(`)(P`)

φg+`−k(P`+1) · · · φg−1(P`+1)...
. . .

...
φg+`−k(Pk) · · · φg−1(Pk)




.

Proof. By considering the intermediate basis t
(
ryr−1

1 (∂/∂x1), . . . ,
ryr−1

k (∂/∂xk)
)
, (4.2) gives the result. ¤

From the expansion (2.5), we deduce the following result (we label it Lemma because
it is used in the proof of Lemma 5.11):

Lemma 4.4. The transition matrix Mu[k],u[g;`] behaves like

Mu[k],u[g;`] =
(

1` Ck,`

1k−`

)
+M>0

(
v(`+1)

g , . . . , v(k)
g

)
.

Here 1` is the `× ` identity matrix, Ck,` is an `× (k − `) matrix which depends only on
u

[`]
ι(1), . . . , u

[`]
ι(`), and M>0(v

(`+1)
g , . . . , v

(k)
g ) is a k × k matrix whose entries are given by

∑

i`,...,ik,i`+···+ik>0

ci`,...,ik
v(`+1)

g

i` · · · v(k)
g

ik
,

where ij (j = `, . . . , k) is a non-negative integer, and ci`,...,ik
is a function of u

[`]
ι(1), . . . ,

u
[`]
ι(`).

Proof. By letting

Ψ :=




φι′(1)(P1) · · · φι′(k)(P1)
...

. . .
...

φι′(1)(Pk) · · · φι′(k)(Pk)


 ,
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Ψa := (Ψi,j)i=1,...,`,j=1,...,`, Ψb := (Ψi,j)i=1,...,`,j=`+1,...,k,

Ψc := (Ψi,j)i=`+1,...,k,j=1,...,`, Ψd := (Ψi,j)i=`+1,...,k,j=`+1,...,k,

M−1
u[k],u[g;`] is given by

(
Ψ−1

a

Ψ−1
d

)(
Ψa Ψb

Ψc Ψd

)
.

Since the w-degree of every entry of Ψd is greater than that of every entry of Ψc, Ψ−1
d Ψc

vanishes if each Pj (j = ` + 1, . . . , k) equals ∞. Indeed, if Pj = ∞ (j = ` + 1, . . . , k)
(M−1

u[k],u[g;`])ij = δij for (i, j = 1, . . . , `) and (i = ` + 1, . . . , k, j = 1, . . . , k) and thus
(Mu[k],u[g;`])ij = δij for (i, j = 1, . . . , `) and (i = ` + 1, . . . , k, j = 1, . . . , k). Further we
have an expression,

Mu[k],u[g;`] =
(

Ψa Ψb

Ψc Ψd

)−1 (
Ψa

Ψd

)
.

Let Ψ(i,j) be the minor of Ψ. By a natural extension of the w-degree with respect to
Pi to (P`+1, . . . , Pk) at (∞, . . . ,∞) as a multi-index (2.6), |Ψa||Ψd| is the largest-degree
term in the expansion of the determinant, |Ψ| = |Ψa||Ψd|+ · · · .

For the case i = 1, . . . , `, j = ` + 1, . . . , k, we argue as follows.

(Mu[k],u[g;`])ij =
k∑

i′=`+1

(−1)i+i′φg−(k−j)−1(Pi′)Ψ(i′,i)/|Ψ|.

Since
∑k

i′=1 Ψ−1
ii′ Ψi′j =

∑k
i′=1(−1)i+i′φg−(k−j)−1(Pi′)Ψ(i′,i)/|Ψ| = 0, we have

(Mu[k],u[g;`])ij = −
∑̀

i′=1

(−1)i+i′φg−(k−j)−1(Pi′)Ψ(i′,i)/|Ψ|.

Ψ(i′,i) is expanded as Ψ(i′,i) = Ψ(i′,i)
a |Ψd|+ · · · and the first term has the largest degree

with respect to the expansion at (P`+1, . . . , Pk) at (∞, . . . ,∞) with the multi-index
convention. When Pj′ approaches ∞ for every j′ = ` + 1, . . . , k, (Mu[k],u[g;`])ij becomes

−∑`
i′=1(−1)i+i′φg−(k−j)−1(Pi′)Ψ

(i′,i)
a /|Ψa|, which is a function only of (P1, . . . , P`). ¤

5. Vanishing of σ on Θk (0 < k < g).

We finally give the vanishing order of σ, which we obtain directly from Proposition
3.10. Indeed, it is determined by the vanishing of the Schur function sΛ, which is the
limit of the σ-function when X approaches the singular curve X0. However, we can work
with the θ-function of the nonsingular curve X, for which Theorems 3.4, 5.1, 5.3 hold,
since we use properties of the Schur function only to obtain certain coefficients in the
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multivariable Taylor expansion of σ and check that they are different from zero.
We state Riemann’s singularity theorem (cf. [ACGH, VI.1]), with the usual nota-

tion of hi for the dimension of the cohomology space Hi:

Theorem 5.1. If Dk belongs to Sk(X\∞) \ (Sk
1 (X) ∩ Sk(X\∞)), and we let

u :=
∫ Dk

k∞
νI ,

nk := h0(X, Dk + (g − k − 1)∞) = #{` | 0 ≤ `,N(`) ≤ g − k − 1},

then:

1. For every multi-index (α1, . . . , αm) with αi ∈ {1, . . . , g} and m < nk,

∂m

∂uα1 . . . ∂uαm

σ(u) = 0.

2. There exists a multi-index Iβ := (β1, . . . , βnk
), which in general depends on Dk, such

that

∂nk

∂uβ1 . . . ∂uβnk

σ(u) 6= 0. (5.1)

Remark 5.2. Since the σ-function is either even or odd, in Theorem 5.1 we
can replace the assumption for Dk with Dk ∈ w(Sk(X\∞) \ (Sk

1 (X) ∩ Sk(X\∞)) ∪
[−1]w(Sk(X\∞) \ (Sk

1 (X) ∩ Sk(X\∞)), and we also extend via the operator [−1] the
defining set of u in the Theorem, u ∈ κ−1(Wk) ⊂ κ−1(Θk), with the appropriate (ex-
tended) excluded subsets as in the Theorem.

For Dk and nk as in Theorem 5.1, Fay [F2, Theorem 1.2] proved the following (cf.
also [BV], [SW]):

Theorem 5.3. Let ν+
i (0 ≤ ν+

1 < ν+
2 < · · · < ν+

nk
≤ g − 1) be such that

h0(X, Dk + (g − k − `− 1)∞) = nk − i + 1 for ` = ν+
i ,

h0(X, Dk + (g − k − `− 1)∞) ≤ nk − i for ` > ν+
i ,

with ν−i defined for [−1]Dk as ν+
i is for Dk and

Nk := nk +
nk∑

i=1

(ν+
i + ν−i ).

Let ν̂I be the normalized basis of holomorphic one-forms

ν̂I := ω′−1
νI .
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For P and Q in X and e− ωR ∈ Θk \ (Θk
1 ∪Θk−1) and for every t ∈ C,

θ

(
t

∫ P

Q

ν̂I + e

)
= tnk

nk∏

i=1

( ν+
i∏

k=1

(t− k)
ν−i∏

`=1

(t− `)
)

E(P, Q)NkΦ(P, Q, t), (5.2)

where θ(z) is the Riemann θ-function, E(P, Q) is the prime form and Φ(P, Q, t) is an
entire function of t for all P ∈ X near Q, with

Φ(P, P, t) =
1

Nk!

g∑

i1,...,iNk
=1

∂Nkθ(e)
∂zi1 . . . ∂ziNk

dzi1(P ) . . . dziNk
(P ) 6= 0

where e = (z1, . . . , zg).

Note that by [−1]Dk here we mean simply a divisor linearly equivalent to K −Dk,
so it has an order k′ for which the overriding assumption of this section, 0 < k′ < g−1, is
not satisfied; however, the statement is ultimately concerned with the images under the
Abel map. Note also that, unlike nk, the ν’s here depend a priori on the specific divisor
Dk, but see Corollary 5.6. The following corollary follows from intersection theory as in
[BV]. In this article, we prove it as a corollary of the above theorem.

Corollary 5.4. For all 1 ≤ k ≤ g − 1 (implicit in 5.1), u[k] ∈ Θk \ (Θk
1 ∪Θk−1),

u[g] ∈ Cg, v ∈ W1, and t ∈ C (0 < |t| < 1), we have

1.
∂`

∂vg
`
σ(tv + u[k])

∣∣∣∣
v=0

= 0, ` < Nk;
∂Nk

∂vg
Nk

σ(tv + u[k])
∣∣∣∣
v=0

6= 0, and

2.
∂`

∂u
[g]
g

`
σ(u[g])

∣∣∣∣
u[g]=u[k]

= 0, ` < Nk;
∂Nk

∂u
[g]
g

Nk
σ(u[g])

∣∣∣∣
u[g]=u[k]

6= 0.

Proof. We let Q = ∞, e = ω′−1
u[k]−ωR in Theorem 5.3, and we let v = ω′

∫ P

∞ ν̂I .
We note that for a generic complex number t there exist P1, . . . , Pg ∈ X such that
tv = w(P1, . . . , Pg), and thus θ(tω′−1

v +e) and θ(ω′−1
u[g]−ωR) do not vanish in general

where u[g] := tv + u[k]. By differentiating the left-hand side of (5.2), using the chain rule
and evaluating at P = ∞ where v is the zero vector, there exist b`,i ∈ C satisfying

∂`

∂vg
`
θ(tω′−1

v + e)
∣∣∣∣
P=∞

=
∑̀

i=0

b`,it
i, (5.3)

where

b`,` :=
∂`

∂(tvg)
`
θ(tω′−1

v + e)
∣∣∣∣
P=∞

=
∂`

∂u
[g]
g

`
θ(ω′−1

u[g] − ωR)
∣∣∣∣
u[g]=u[k]

.

This relation is obtained as follows: Since θ(tω′−1
v + e) is an entire function of the
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vector tv (ω′ is an invertible coordinate change), it has an expansion θ(tω′−1
v + e) =∑

β≥0 aβt|β|vβ , where β is a non-negative g-tuple, β = (β1, . . . , βg) with the conventions

|β| = β1 + · · ·+βg, vβ = vβ1
1 . . . v

βg
g , and β ≥ 0 for every βi ≥ 0, and each aβ is a complex

number depending upon e, ω′ and ω′′. Now we compute up to lower-order terms in
vg. Recall that the orders of zero at ∞ of the chosen basis are decreasing (Section 2):
degw−1(νI

i ) = 2g−N(i− 1)− 2 and vi = 1/(2g−N(i− 1)− 1)v2g−N(i−1)−1
g (1 + d>(vg))

around v = 0. There exist coefficients âβ(e) and ãβ,i satisfying

∂`

∂vg
`
θ(tω′−1

v + e)
∣∣∣∣
P=∞

=
∂`

∂vg
`

∑

β≥0

aβt|β|vβ

∣∣∣∣
v=0

=
∂`

∂vg
`

∑

β≥0

âβt|β|v|wg(β)|
g

(
1 +

∑

i=1

ãβ,iv
i
g

)∣∣∣∣
vg=0

which is equal to the right-hand side of (5.3), and (∂`/∂(tvg)
`)θ(tω′−1

v + e)
∣∣∣
v=0

= b`,` =

`!â(0,...,0,`), since the conditions |wg(β)| = ` and |β| = ` mean β = (0, . . . , 0, `).
We now consider the derivative of the right-hand side of (5.2) with respect to vg,

noting that E(P,∞) = t∞(1 + d>(t∞)) and t∞ = vg(1 + d>(vg)). Then for ` < Nk, the
derivative of the right-hand side of (5.2) vanishes when P →∞ or vg vanishes. In the case
that ` agrees with Nk, it contains a term consisting of (∂vg

E(P,∞))Nk = (1 + d>(t∞))
times a non-zero number (use Theorem 5.3). Hence for ` < Nk, we have

∂`

∂vg
`
θ(ω′−1(tv + u[k])− ωR)

∣∣∣∣
v=0

= 0,
∂Nk

∂vg
Nk

θ(ω′−1(tv + u[k])− ωR)
∣∣∣∣
v=0

6= 0.

Since σ is associated to θ through multiplication by an exponential quadratic in the
variable, they have the same vanishing order (the derivatives up to the order differ
through multiplication by an invertible matrix), and the first statement of the Corollary
is proved. Statement 2. is proved by comparing the coefficients t` in the derivative of
both sides of (5.2); b`,` vanishes for ` < Nk and does not vanish for ` = Nk. ¤

Remark 5.5. When computing a given number of derivatives of σ, as opposed to
the order of a singular point of the theta divisor as in [ACGH, loc. cit.], we need to stay
away from lower strata (recall that the derivatives of σ depend on deforming a given point
along the curve). Thus, the exclusion of the point at ∞ from the divisors in Sk(X), and
of the set Θk−1. For example, in genus 2 the locus S2

1 (X) is empty, whereas Sg−1=1(X)
is the curve. In [MP1], as of Section 2 we extended the functions to be P1-valued, but
beginning with Proposition 4.4, we excluded the special divisors Sk

1 (X) (for which the
right-hand side of [MP1, Proposition 4.4] could be infinite, if say w(P )−w(P ′1, . . . , P

′
g)

is a zero of σ, a condition on the speciality of
∑g

i=1 P ′i − P , but w(P ) − w(P1, . . . , Pg)
is not, yet the points P, Q are distinct from the given poles Pi, P

′
j so that the left-hand

side is a finite number); here, we need (cf. Section 4, e.g.) a domain capable for a given
number of points to move along the curve, so we may need positive divisors of degree
less than g, thus special.
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We can rephrase Theorem 5.3 as follows:

Corollary 5.6. Let

Mk := {g −N(`)− k − 1 | g −N(`)− k − 1 ≥ 0, ` = 0, 1, . . . },
Mk := {g −N(` + k) + k − 1 | g −N(` + k) + k − 1 ≥ 0, ` = 0, 1, . . . }.

Then the quantities in Theorem 5.3 are given by

{ν+
i }1≤k≤nk

= Mk, {ν−i }1≤k≤nk
= Mk,

and

Nk =
nk−1∑

`=0

(2g −N(`)−N(k + `)− 1). (5.4)

Proof. Mk is obtained in a straightforward way. When we consider Mk, we need
to know the dimension of H0(X, [−1]Dk +(g−N(k)+k− 1)∞). Let Dk = P1 + · · ·+Pk

where each Pi ∈ (X\∞). Using the notation in Definition 2.5, we have

H0(X, [−1]Dk + (g −N(k) + k − 1)∞) 3 µ`+k(P ;P1, . . . , P`+k)
µk(P ;P1, . . . , Pk)

, ` = 0, . . . , nk − 1,

which gives Mk and Nk explicitly. ¤

For the expression (5.4), cf. also [BV], [SW].

Proposition 5.7. The following numerical identity holds:

Nk =
g−1∑

i=k

(N(g)−N(i) + i− g) =
g−1∑

i=k

(g −N(i) + i) =
g∑

i=k+1

Λi. (5.5)

Proof. For a given k > 1, we have two cases: nk−1 = nk, or nk−1 + 1 = nk. The
former case means that g−k is the (g−k−nk +1)-th gap whereas the latter case implies
that g − k is in the nk-th semigroup interval. As the dimensions of the linear systems
L and KXL−1 differ by the degree of L for any line bundle L (cf. Remark 2.3), in the
latter case 2g− 2− (g− k) is in the (g− 1)− (g− k−nk + 1)-th semigroup interval. For
each case we then have the relation:

nk−1 = nk : N(k + nk − 1) = g + k − 1,

nk−1 = nk + 1 : N(nk) = g − k.

When k = g − 1, ng−1 = 1 and N(0) = 1, so (5.4) and (5.5) agree. Next, assume that
for a given k the right-hand sides of the two expressions are equal. If nk−1 = nk the
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right-hand side of (5.4) for the k − 1 case is given by

Nk−1 = Nk −N(k − 1) + N(k + nk − 1),

which is written using the above relation,

Nk−1 = Nk −N(k − 1) + g + k − 1.

When nk−1 = nk + 1, the right-hand side of (5.4) for the k − 1 case is

Nk−1 = Nk −N(k − 1)−N(nk) + 2g − 1

which is also written using the above relation,

Nk−1 = Nk −N(k − 1) + g + k − 1.

We conclude that (5.4) and (5.5) are equal. ¤

Corollary 5.8. 1. The number nk is the first component of the node (nk,mk),
mk := nk + k, encountered on the rim hook [S, Definition 4.10.1] of the diagram, in
a right-to-left, up-to-down path, starting with ng−1 in row 1. For example, in the
diagram of the (5, 7) curve (Table 2.1) the nodes that correspond to (nk,mk) are:
(1,12), (1,11), (1,10), (1,9), (1,8), (2,8), (2,7), (3,7), (3,6), (3,5), (4,5), (4,4).

2. Nk is the number of cells in the rows of the diagram from row k + 1 to g.
3. For k = g − r, . . . , g − 1, Nk = degw−1(uk+1) and nk = 1

Remark 5.9. Note that for the hyperelliptic case

Nk = (g − k)(g − k + 1)/2.

One of the authors (S.M.) learned this relation from Victor Enolskii who discovered it by
numerical computations in 2005. This turns out to be a corollary of Theorem 5.3 [BV],
[F2] but the present study originated with Enolskii’s communication of his discovery.
Birkenhake and Vanhaecke [BV] showed that this number is a sum of hyperosculation
degrees for embeddings of the curve into Grassmannians, defined by linear subseries of
the complete linear series that defines the Weierstrass gaps at a point.

We introduce ‘truncated Young diagrams’ Λ(k) := (Λ1, . . . ,Λk) and Λ[k] :=
(Λk+1, . . . ,Λg). We note that this truncated Young diagram was considered in [BLE1]
for the k = g − 1 case.

Corollary 5.8 gives:

Corollary 5.10. 1. Nk = |Λ[k]|.
2. nk is the rank of the partition of Λ[k]. Thus, we can read nk in the diagram dually

to corollary 5.8 3., by numbering k the boxes on the rim, starting with k = g − 1 in
row g; nk is the number of boxes at the left of, and including, the one containing the
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number k.
3. For the characteristics of the partition of Λ[k], (a1, . . . , ank

; b1, . . . , bnk
), Nk =∑nk

i=1(ai + bi + 1).

Bukhshtaber, Lěıkin and Ènol’skǐı [BLE1] showed that the σ function over the
singular curve X0 given by yr = xs is identified with a Schur function, cf. Proposition
3.10. Although we make use of formulas that hold for the σ-function, we implicitly go
through the singular curve X0 to pick up combinatorial results from the theory of Schur
functions using Taylor expansions.

Using the Schur polynomials,

sΛ(k)(t) :=
|tΛi+k−i

j |1≤i,j≤k

|ti−1
j |1≤i,j≤k

, s̃Λ[k](t) :=
|tΛk+i+g−k−i

k+j |1≤i,j≤g−k

|ti−1
k+j |1≤i,j≤g−k

,

and letting T
(k)
j := (1/j)(tj1 + · · · + tjk) = T

〈1,k〉
j , and T

(g;k)
j := (1/j)(tjk+1 + · · · + tjg) =

T
〈k+1,g〉
j , we define the following quantities,

SΛ(k)(T (k)) := sΛ(k)(t), S̃Λ[k](T (g;k)) := s̃Λ[k](t).

The notation above for the left-hand sides SΛ(k)(T (k)) and S̃Λ[k](T (k)) is consistent with
Proposition 3.6, because they are functions of the T (k). For a given (t`)`=1,2,...,k ∈ Ck,
letting u[k] := (u[k]

i )i=1,...,g ∈ Cg be defined by u
[k]
i := T

(k)
Λi+g−i, we can also define

consistently, in view of Lemma 5.11 proven below:

sΛ(k)(u[k]) = SΛ(k)(T (k))
∣∣
T

(k)
Λi+g−i=u

[k]
i

.

We also introduce the complete symmetric polynomial h
(g;k)
n = h〈k+1,g〉 such that h

(g;k)
n≥1 =

(−1)n−1(n− 1)!T (g;k)
n + · · · , h

(g;k)
0 = 1 and h

(g;k)
n<0 = 0 (in particular, h

(g;k)
n depends only

on tk+1, . . . , tg).

Lemma 5.11. For a given (t`)`=1,2,...,k ∈ Ck, we let u[k] := (u[k]
i )i=1,...,g ∈ Cg

be defined by u
[k]
i := T

(k)
Λi+g−i, and u[g;k] := (u[g;k]

i )i=1,...,g ∈ Cg be defined by u
[g;k]
i :=

T
(g;k)
Λi+g−i. For brevity, we denote by I a sequence of indices (among {k + 1, . . . , g}) which

may be repeated, and the notation i ∈ I means that i runs through the sequence with
given repetitions, if any; the order of the indices in the sequence is irrelevant. One such
sequence for which I has the smallest number of elements nk and the sum of the degrees
in t (each variable t` having degree 1),

∑
i∈I deg(ui) =

∑
i∈I(Λi + g − i) = Nk is also

minimum, is given in the proof. We use the notation: εΛ,I := ε′(
∏

i∈I(Λi + g − i)!)−1,
where ε′ is a plus or minus sign depending on Λ(g) and k.

1. There exists some (possibly non-unique) finite sequence I (whose length may not be
unique but is at least nk) such that, by using the decomposition u[g] = u[k]+u[g;k] ∈ Cg,
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sΛ(k)(u[k]) = εΛ,I

( ∏

i∈I

∂

∂u
[g;k]
i

)
sΛ(g)(u[g])

∣∣∣∣
u[g]=u[k]

.

In performing this partial derivative, we restrict the independent variables to a sub-
space Cg−k ⊂ Cg spanned by {∂/∂u

[g;k]
i }i=k+1,...,g.

2. There exists some (possibly non-unique) finite sequence I (whose length may not be
unique but is at least nk) such that,

sΛ(k)(u[k]) = εΛ,I

( ∏

i∈I

∂

∂u
[g]
i

)
sΛ(g)(u[g])

∣∣∣∣
u[g]=u[k]

.

Proof. We treat both statements 1. and 2. together.
Using the modified Jacobi-Trudi determinant formula in Lemma 3.9,

sΛ(t1, . . . , tg) :=
∣∣∣∣

Hk,k Hk,g−k

Hg−k,k Hg−k,g−k

∣∣∣∣

where

Hk,k(t1, . . . , tg) := (hΛi+j−i(t1, . . . , tg))1≤i,j≤k,

Hk,g−k(t1, . . . , tg) := (hΛi+j−i(t1, . . . , tg))1≤i≤k,k+1≤j≤g,

Hg−k,k(tk+1, . . . , tg) := (hΛi+j−i(tk+1, . . . , tg))k+1≤i≤g,1≤j≤k,

Hg−k,g−k(tk+1, . . . , tg) := (hΛi+j−i(tk+1, . . . , tg))k+1≤i≤g,k+1≤j≤g,

the right-hand side of 1., without the constant εΛ,I , is given by

( ∏

i∈I

∂

∂u
[g;k]
i

) ∣∣∣∣
Hk,k Hk,g−k

Hg−k,k Hg−k,g−k

∣∣∣∣
∣∣∣∣
tj=0:j=k+1,...,g

. (5.6)

Since we have sΛ(k)(u[k]) = |Hk,k(t1, . . . , tk)|, we are to consider the derivative of

s̃Λ[k](t) = |Hg−k,g−k(tk+1, . . . , tg)|;

we will settle one case, in which I has the smallest number of elements and least degree
in t as given in the statement.

Indeed, by producing a sequence I such that I satisfies

( ∏

i∈I

∂

∂u
[g;k]
i

)
|Hg−k,g−k|

∣∣∣∣
tj=0:j=k+1,...,g

= ε
∏

i∈I

(Λi + g − i)! (5.7)

and for any proper subsequence J ⊂ I,
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( ∏

i∈J

∂

∂u
[g;k]
i

)
|Hg−k,g−k|

∣∣∣∣
tj=0:j=k+1,...,g

= 0, (5.8)

then
( ∏

i∈I

∂

∂u
[g;k]
i

)
sΛ(t1, . . . , tg)

∣∣∣∣
tj=0:j=k+1,...,g

= ε
∏

i∈I

(Λi + g − i)!s(k)
Λ (u[k]) + lower-order.

(5.9)

The lower-order (in t) term vanishes for the following reasons: firstly, Hg−k,k(tk+1, . . . , tg)
becomes the zero matrix and Hg−k,g−k becomes a matrix whose every entry is zero except
h0(≡ 1) when tj = 0 : j = k + 1, . . . , g. The derivative lowers the order, so we have (5.7)
and (5.8). The vanishing order of the entries in each column in Hg−k,k is larger than that
of the entries in Hg−k,g−k, thus the lowest-degree property of I means that any term in
the lower-order part of (5.9) which comes from the derivative of an entry in Hg−k,k in
(5.9) vanishes. Secondly, due to (5.8), any term which comes from the derivative of an
entry in Hk,k or Hg−k,k gives no contribution to the right-hand side in (5.9).

To find I as in (5.7) and (5.8), we consider the pattern:

sΛ[k](t) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

h
(g;k)
Λk+1

h
(g;k)
Λk+1+1 · · · h

(g;k)
Λk+1+g−k−2 h

(g;k)
Λk+1+g−k−1

h
(g;k)
Λk+2−1 h

(g;k)
Λk+2

· · · h
(g;k)
Λk+2+g−k−3 h

(g;k)
Λk+2+g−k−2...

...
. . .

...
...

h
(g;k)
Λg−1−g+k+2 h

(g;k)
Λg−1−g+k+3 · · · h

(g;k)
Λg−1

h
(g;k)
Λg−1+1

h
(g;k)
Λg−g+k+1 h

(g;k)
Λg−g+k+2 · · · h

(g;k)
Λg−1 h

(g;k)
Λg

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

· · · · · · h
(g;k)
Λk+1+g−k−1

· · · · · · h
(g;k)
Λk+2+g−k−`′

· · · · · · · · ·
· · · h

(g;k)
0...
...

. . .
...

...
...

· · · h
(g;k)
0 h

(g;k)
1

· · · h
(g;k)
0

· · · . . .
· · · h

(g;k)
0 h

(g;k)
1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

Since the elements in the lower-left part vanish, we can reduce the determinant to a
combination of ones of smaller size. The pattern of h

(g;k)
0 ’s has the property that there

is one situated Λi entries to the left of the diagonal elements in each i-th row for i >

nk because of the configuration of the lower boundary of the diagram Λ[k]. In the
determinant calculation, a series of h

(g;k)
0 in the diagonal direction occurs in a unique

position and contributes to the determinant a factor of 1. In order to omit that factor,
we observe the following properties about the pattern of the matrix.

We define a sequence (i`, d`)`=1,...,n′k≤nk
by the following conditions: i1 = g,

d1 = 1, i` > i`+1, d` > 0, and i` is the largest number satisfying Λi`+
P

`′<` d`′ =
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Λi`+
P

`′<` d`′+1 + d`. By using the sequence (i`, d`)`=1,...,n′k≤nk
, and denoting the ele-

ments of the matrix by aij , we define a hierarchy of submatrices starting from the above
matrix whose determinant is sΛ[k](t),

H1 := (aij)1≤i,j≤g−k = Hg−k,g−k(tk+1, . . . , tg),

HP
`′<` d`′+1 := (aij)P

`′<` d`′+1≤i≤P`′<` d`′+i`−k, 1≤j≤i`−k,

HP
`′<` d`′+2 := (aij)P

`′<` d`′+2≤i≤P`′<` d`′+i`−k, 1≤j≤i`−k−1,

. . . . . . ,

HP
`′≤` d`′ := (aij)P

`′≤` d`′≤i≤P`′≤` d`′+i`−k, 1≤j≤i`−k−d`+1.

The above sequence of matrices stops when the number of entries becomes negative. As
will be explained in the proof of Lemma 5.25, these matrices are directly related to the
Schur functions of the Young diagrams associated with Λ[k].

For the example of the (5, 7) curve, when k = 4, we have

H1 =




h
(12;4)
4 h

(12;4)
5 h

(12;4)
6 h

(12;4)
7 h

(12;4)
8 h

(12;4)
9 h

(12;4)
10 h

(12;4)
11

h
(12;4)
2 h

(12;4)
3 h

(12;4)
4 h

(12;4)
5 h

(12;4)
6 h

(12;4)
7 h

(12;4)
8 h

(12;4)
9

h
(12;4)
1 h

(12;4)
2 h

(12;4)
3 h

(12;4)
4 h

(12;4)
5 h

(12;4)
6 h

(12;4)
7 h

(12;4)
8

h
(12;4)
0 h

(12;4)
1 h

(12;4)
2 h

(12;4)
3 h

(12;4)
4 h

(12;4)
5 h

(12;4)
6

h
(12;4)
0 h

(12;4)
1 h

(12;4)
2 h

(12;4)
3 h

(12;4)
4

h
(12;4)
0 h

(12;4)
1 h

(12;4)
2 h

(12;4)
3

h
(12;4)
0 h

(12;4)
1 h

(12;4)
2

h
(12;4)
0 h

(12;4)
1




,

H2 =




h
(12;4)
2 h

(12;4)
3 h

(12;4)
4

h
(12;4)
1 h

(12;4)
2 h

(12;4)
3

h
(12;4)
0 h

(12;4)
1


 , H3 =

(
h

(12;4)
1

)
, H4 = 0.

For the example of the (7, 9) curve, when g = 24, k = 13, we have

H1 =




h
(g;k)
3 h

(g;k)
4 h

(g;k)
5 h

(g;k)
6 h

(g;k)
7 h

(g;k)
8 h

(g;k)
9 h

(g;k)
10 h

(g;k)
11 h

(g;k)
12 h

(g;k)
13

h
(g;k)
2 h

(g;k)
3 h

(g;k)
4 h

(g;k)
5 h

(g;k)
6 h

(g;k)
7 h

(g;k)
8 h

(g;k)
9 h

(g;k)
10 h

(g;k)
11 h

(g;k)
12

h
(g;k)
1 h

(g;k)
2 h

(g;k)
3 h

(g;k)
4 h

(g;k)
5 h

(g;k)
6 h

(g;k)
7 h

(g;k)
8 h

(g;k)
9 h

(g;k)
10 h

(g;k)
11

h
(g;k)
0 h

(g;k)
1 h

(g;k)
2 h

(g;k)
3 h

(g;k)
4 h

(g;k)
5 h

(g;k)
6 h

(g;k)
7 h

(g;k)
8 h

(g;k)
9 h

(g;k)
10

h
(g;k)
0 h

(g;k)
1 h

(g;k)
2 h

(g;k)
3 h

(g;k)
4 h

(g;k)
5 h

(g;k)
6 h

(g;k)
7 h

(g;k)
8

h
(g;k)
0 h

(g;k)
1 h

(g;k)
2 h

(g;k)
3 h

(g;k)
4 h

(g;k)
5 h

(g;k)
6

h
(g;k)
0 h

(g;k)
1 h

(g;k)
2 h

(g;k)
3 h

(g;k)
4 h

(g;k)
5

h
(g;k)
0 h

(g;k)
1 h

(g;k)
2 h

(g;k)
3 h

(g;k)
4

h
(g;k)
0 h

(g;k)
1 h

(g;k)
2 h

(g;k)
3

h
(g;k)
0 h

(g;k)
1 h

(g;k)
2

h
(g;k)
0 h

(g;k)
1




,
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H2 =




h
(g;k)
2 h

(g;k)
3 h

(g;k)
4 h

(g;k)
5

h
(g;k)
1 h

(g;k)
2 h

(g;k)
3 h

(g;k)
4

h
(g;k)
0 h

(g;k)
1 h

(g;k)
2 h

(g;k)
3

h
(g;k)
0 h

(g;k)
1


 , H3 =

(
h

(g;k)
1 h

(g;k)
2

h
(g;k)
0 h

(g;k)
1

)
, H4 = 0.

It is clear that the number of Hi’s is nk and Hi contains Hj as a submatrix if i < j,
with the convention Hnk+1 = 0. Every element bd,e (d > c + 1, e < c) of Hi := (bd,e)
vanishes unless it is in Hi+1. Every (c + 1, c) entry of Hi is equal to h

(g;k)
0 = 1 if it is not

in Hi+1 and the number of h
(g;k)
0 ’s in H1 is g − k − nk. These facts imply that the term

containing (h(g;k)
0 )g−k−nk in the expansion of the determinant given by products of all

the entries with indices permuted, is given by the determinant of an (nk × nk) matrix,
as shown:

|H1| = ε′′(h(g;k)
0 )g−k−nk

∣∣∣∣∣∣∣∣

h
(g;k)
Λk+1

· · · h
(g;k)
Λk+1+g−k−1... · · · ...

h
(g;k)
Λk+nk

−nk+1 · · · h
(g;k)
Λk+nk

+g−k−nk

∣∣∣∣∣∣∣∣
+ · · · ,

where ε′′ is a plus or minus sign. Noting Corollary 5.10, let (a1, . . . , ank
; b1, . . . , bnk

) be
the partition characteristics of Λ[k] [FH, Section 4.1, p. 51]. We analyze the subscript j

of h
(g;k)
j . The subscript of the upper-right corner Hi is given by ank−i+1 + bnk−i+1 + 1.

The subscripts of the elements on the straight line from the upper-right corner to the
lower-left corner, Λk+1 +g−k−1, . . . ,Λk+nk

−nk +1, are given by ank
+bnk

+1, . . . , a3 +
b3 + 1, a2 + b2 + 1, a1 + b1 + 1. The determinant is given by

ε′
nk∏

i=1

h
(g;k)
ai+bi+1 + . . . (5.10)

where ε′ is a plus or minus sign. We note that each term in the determinant has the
same multidegree in the t variables, with each ti weighing one,

∑nk

i=1(ai + bi + 1) = Nk.
Moreover, h

(g;k)
ai+bi+1 = T

(g;k)
ai+bi+1 + · · · . The subscript of the upper-right corner of H1 is

characterized by Λk + g − k = ank
+ bnk

+ 1 and is the largest among the subscripts of
the elements in H1. In other words the first term in (5.10) is the only term that contains
T

(k,g)
Λk+g−k and cannot be cancelled. Hence we have

( nk∏

i=1

∂

∂T
(g;k)
ai+bi+1

)
s̃Λ[k](tk+1, . . . , tg) = ε′

nk∏

i=1

(ai + bi + 1)!.

Moreover, for every proper subsequence J of {1, 2, . . . , nk}, we have

( ∏

i∈J

∂

∂T
(g;k)
ai+bi+1

)
s̃Λ[k](tk+1, . . . , tg)

∣∣∣∣
tj=0:j=k+1,...,g

= 0.
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Since the element h
(g;k)
Λi+j−i (k + 1 ≤ i ≤ g, 1 ≤ j ≤ k) in Hk,g−k(tk+1, . . . , tg) has suffi-

ciently large degree in t, the contribution from
( ∏nk

i=1(∂/∂T
(g;k)
ai+bi+1

)
Hk,g−k(tk+1, . . . , tg)

vanishes when we compute (5.6). In other words, we have

( nk∏

i=1

∂

∂T
(g;k)
ai+bi+1

)
sΛ(g)(t1, . . . , tg)

∣∣∣∣
tj=0:j=k+1,...,g

= ε′
( nk∏

i=1

(ai + bi + 1)!
)

sΛ(k)(t1, . . . , tk).

However, from Proposition 3.10, sΛ(t) = sΛ(g)(t) is a function only of TΛj+g−j =
T

(g)
Λj+g−j = T

(k)
Λj+g−j + T

(g;k)
Λj+g−j for j = 1, . . . , g. There exists an integer `i such that

Λ`i +g−`i = ai +bi +1 for every i. By naming I the sequence (`1, `2, . . . , `nk
), we obtain

this way the smallest degree in t and the least number of derivatives, because, given the
configuration of the Hi’s, in the determinant (5.10) we have the largest number of h0’s
(which equal 1 hence have degree zero). Since Λk+1 + g − k − 1 = ank

+ bnk
+ 1 and

ai + bi + 1 ≤ ank
+ bnk

+ 1, each element j ∈ I belongs to {k + 1, . . . , g}.
For this I, we obtain

( ∏

i∈I

∂

∂u
[g;k]
i

)
sΛ(g)(t1, . . . , tg)

∣∣∣∣
tj=0:j=k+1,...,g

= ε′
( ∏

i∈I

(Λi + g − i)!
)

sΛ(k)(t1, . . . , tk).

Similarly for every proper subsequence J of I,

( ∏

i∈J

∂

∂u
[g;k]
i

)
sΛ(g)(t1, . . . , tg)

∣∣∣∣
tj=0:j=k+1,...,g

= 0.

The proof of 1. is complete.
For statement 2., we use the same sequence I.
Noting that j ∈ I belongs to {k + 1, . . . , g}, we have




du
[g]
1

du
[g]
2...

du
[g]
g




= M
(g)
T




dt1
dt2...
dtg


 ,




du
[g;k]
k+1

du
[g;k]
k+2...

du
[g;k]
g




= M
(g;k)
T




dtk+1

dtk+2...
dtg


 ,

where

M
(g)
T :=




tΛ1+g−2
1 tΛ1+g−2

2 · · · tΛ1+g−2
g

tΛ2+g−3
1 tΛ2+g−3

2 · · · tΛ2+g−3
g...

...
. . .

...
t
Λg−1
1 t

Λg−1
2 · · · t

Λg−1
g

t
Λg−1
1 t

Λg−1
2 · · · t

Λg−1
g




,
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M
(g;k)
T :=




t
Λk+1+g−2
k+1 t

Λk+1+g−2
k+2 · · · t

Λk+1+g−2
g

t
Λk+1+g−3
k+1 t

Λk+1+g−3
k+2 · · · tΛ2+g−3

g...
...

. . .
...

t
Λg−1
k+1 t

Λg−1
k+2 · · · t

Λg−1
g

t
Λg−1
k+1 t

Λg−1
k+2 · · · t

Λg−1
g




.

Since the one-forms are given by

dtj =
g∑

i=1

[
∂tj

∂u
[g]
i

]
du

[g]
i =

g∑

i=1

(
(M (g)

T )−1
)
ji

du
[g]
i , dtj =

g∑

i=k+1

(
(M (g;k)

T )−1
)
ji

du
[g]
i ,

we have

∂

∂u
[g]
i

=
g∑

j=1

[
∂tj

∂u
[g]
i

]
∂

∂tj
=

g∑

j=1

(
(M (g)

T )−1
)
ji

∂

∂tj
,

∂

∂u
[g;k]
i

=
g∑

j=k+1

(
(M (g;k)

T

)−1)ji
∂

∂tj
.

We note that the ∂/∂u
[g;k]
i span a Cg−k. ((M (g)

T )−1)ji is given by

(
(M (g)

T )−1
)
ji

= (−1)i+j

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

tΛ1+g−2
1 · · · ťΛ1+g−2

j · · · tΛ1+g−2
g...

. . .
...

. . .
...

t
Λi−1+g−i
1 · · · ť

Λi−1+g−i
j · · · t

Λi−1+g−i
g

t
Λi+1+g−i−2
1 · · · ť

Λi+1+g−i−2
j · · · t

Λi+1+g−i−2
g

...
. . .

...
. . .

...
t
Λg−1
1 · · · ť

Λg−1
j · · · t

Λg−1
g

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣

tΛ1+g−2
1 tΛ1+g−2

2 · · · tΛ1+g−2
g

tΛ2+g−3
1 tΛ2+g−3

2 · · · tΛ2+g−3
g...

...
. . .

...
t
Λg−1
1 t

Λg−1
2 · · · t

Λg−1
g

t
Λg−1
1 t

Λg−1
2 · · · t

Λg−1
g

∣∣∣∣∣∣∣∣∣∣∣∣

.

We claim that for a symmetric function h(u[g]), and subsequence J ⊂ I, we have

( ∏

i∈J

∂

∂u
[g]
i

)
h(u[g])

∣∣∣∣
tk+1=0,...,tg=0

=
( ∏

i∈J

∂

∂u
[g;k]
i

)
h(u[g])

∣∣∣∣
tk+1=0,...,tg=0

. (5.11)

This is essentially the same as Lemma 4.4 but we prove (5.11) directly as follows: Let
tk+1, . . . , tg have the same order ε, written as εi = ti, i = k + 1, . . . , g.

We use the property of the chosen sequence I, namely that every i ∈ I satisfies
k < i ≤ g. Then for 1 ≤ j ≤ k, let Ξk,g,i :=

∑g
`=k,` 6=i(Λ` + g − ` − 1) and Ξk+1,g :=∑g

`=k+1(Λ` + g − `− 1). For 1 ≤ j ≤ k, noting that Ξk,g,i > Ξk+1,g, we have
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(
(M (g)

T )−1
)
ji

= (−1)i+j

∣∣∣∣∣∣∣

tΛ1+g−2
1 · · · ťΛ1+g−2

j · · · tΛ1+g−2
k...

. . .
...

. . .
...

t
Λk−1+g−k
1 · · · ť

Λk−1+g−k
j · · · t

Λk−1+g−k
g

∣∣∣∣∣∣∣
d≥(εΞk,i,g ) + d>(εΞk,i,g )

∣∣∣∣∣∣∣

tΛ1+g−2
1 · · · tΛ1+g−2

k...
. . .

...
tΛk+g−k−1
1 · · · tΛk+g−k−1

k

∣∣∣∣∣∣∣
d≥(εΞk+1,g ) + d>(εΞk+1,g )

which vanishes when ε vanishes. Here d>(z`) ∈ {∑|α|>` aαzα}d≥(z`) ∈ {∑|α|≥` aαzα}
for α = (α1, . . . , αm), zα = zα1

1 · · · zαm
g , and |α| = α1 + · · ·+αm. Then for k +1 ≤ j ≤ g,

let Ξk+1,g,i :=
∑g

`=k+1,` 6=i(Λ` + g − `− 1). For k + 1 ≤ j ≤ g, noting Ξk+1,g,i < Ξk+1,g,
we have

(
(M (g)

T )−1
)
ji

= (−1)i+j

∣∣∣∣∣∣∣

tΛ1+g−2
1 · · · tΛ1+g−2

k...
. . .

...
tΛk+g−k−1
1 · · · tΛk+g−k−1

k

∣∣∣∣∣∣∣
d≥(εΞk+1,i,g ) + d>(εΞk+1,i,g )

∣∣∣∣∣∣∣

tΛ1+g−2
1 · · · tΛ1+g−2

k...
. . .

...
tΛk+g−k−1
1 · · · tΛk+g−k−1

k

∣∣∣∣∣∣∣
d≥(εΞk+1,g ) + d>(εΞk+1,g )

which is singular for small ε. Its leading term becomes ((M (g;k)
T )−1)ji. This means that

we have (5.11) and we proved the second statement.
In our last example, to give a visual description of the general pattern, rather than

the (5,7) or (7,9) cases given above which would occupy several pages, we treat the
trigonal (3,7) case for k = 2:

, H1 =




h
(6,2)
2 h

(6,2)
3 h

(6,2)
4 h

(6,2)
5

h
(6,2)
1 h

(6,2)
2 h

(6,2)
3 h

(6,2)
4

h
(6,2)
0 h

(6,2)
1 h

(6,2)
2

h
(6,2)
0 h

(6,2)
1


 , H2 =

(
h

(6,2)
1

)
, H3 = ∅.

Then the transition matrices expand as follows:

M
(6)
T =




t101 t102 ε103 ε104 ε105 ε106
t71 t72 ε73 ε74 ε75 ε76
t41 t42 ε43 ε44 ε45 ε46
t31 t32 ε33 ε34 ε35 ε36
t1 t2 ε3 ε4 ε5 ε6
1 1 1 1 1 1



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(M (6)
T )−1)1,6 = − |t102 |d≥(ε7+4+3+1) + d>(ε15)∣∣∣∣

t101 t102
t71 t72

∣∣∣∣ d≥(ε4+3+1+0) + d>(ε8)
,

(M (6)
T )−1)2,6 =

|t101 |d≥(ε7+4+3+1) + d>(ε15)∣∣∣∣
t101 t102
t71 t72

∣∣∣∣ d≥(ε4+3+1+0) + d>(ε8)
,

(M (6)
T )−1)3,6 = −

∣∣∣∣
t101 t102
t71 t72

∣∣∣∣

∣∣∣∣∣∣

ε44 ε45 ε46
ε34 ε35 ε36
ε14 ε15 ε16

∣∣∣∣∣∣
+ d>(ε8)

∣∣∣∣
t101 t102
t71 t72

∣∣∣∣

∣∣∣∣∣∣∣∣

ε43 ε44 ε45 ε46
ε33 ε34 ε35 ε36
ε13 ε14 ε15 ε16
1 1 1 1

∣∣∣∣∣∣∣∣
+ d>(ε8)

,

(M (6)
T )−1)4,6 =

∣∣∣∣
t101 t102
t71 t72

∣∣∣∣

∣∣∣∣∣∣

ε43 ε45 ε46
ε33 ε35 ε36
ε13 ε15 ε16

∣∣∣∣∣∣
+ d>(ε8)

∣∣∣∣
t101 t102
t71 t72

∣∣∣∣

∣∣∣∣∣∣∣∣

ε43 ε44 ε45 ε46
ε33 ε34 ε35 ε36
ε13 ε14 ε15 ε16
1 1 1 1

∣∣∣∣∣∣∣∣
+ d>(ε8)

, · · · .

(M (6)
T )−1)1,3 =

|t102 |d≥(ε7+3+1+0) + d>(ε11)∣∣∣∣
t101 t102
t71 t72

∣∣∣∣ d≥(ε4+3+1+0) + d>(ε8)
,

(M (6)
T )−1)2,3 = − |t101 |d≥(ε7+3+1+0) + d>(ε11)∣∣∣∣

t101 t102
t71 t72

∣∣∣∣ d≥(ε4+3+1+0) + d>(ε8)
,

(M (6)
T )−1)3,3 =

∣∣∣∣
t101 t102
t71 t72

∣∣∣∣

∣∣∣∣∣∣

ε34 ε35 ε36
ε14 ε15 ε16
1 1 1

∣∣∣∣∣∣
+ d>(ε4)

∣∣∣∣
t101 t102
t71 t72

∣∣∣∣

∣∣∣∣∣∣∣∣

ε43 ε44 ε45 ε46
ε33 ε34 ε35 ε36
ε13 ε14 ε15 ε16
1 1 1 1

∣∣∣∣∣∣∣∣
+ d>(ε8)

,

(M (6)
T )−1)4,3 = −

∣∣∣∣
t101 t102
t71 t72

∣∣∣∣

∣∣∣∣∣∣

ε33 ε35 ε36
ε13 ε15 ε16
1 1 1

∣∣∣∣∣∣
+ d>(ε4)

∣∣∣∣
t101 t102
t71 t72

∣∣∣∣

∣∣∣∣∣∣∣∣

ε43 ε44 ε45 ε46
ε33 ε34 ε35 ε36
ε13 ε14 ε15 ε16
1 1 1 1

∣∣∣∣∣∣∣∣
+ d>(ε8)

, · · · . ¤
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The above proof yields the following Proposition:

Proposition 5.12. For the Young diagram Λ associated with the Cr,s curve X of
genus g, an integer k (0 ≤ k < g), and the characteristics of the partition of Λ[k],

(a1, a2, . . . , ank
; b1, b2, . . . , bnk

),

the following holds:

1. There exists an integer `i such that

Λ`i
+ g − `i = ai + bi + 1

for every i = 0, 1, . . . , nk;
2. When the correspondence is denoted by

L[k](ai, bi) := `i,

an example of I appearing in Lemma 5.11 2. is given by

I =
{
L[k](a1, b1), L[k](a2, b2), . . . , L[k](ank

, bnk
)
}
;

3. L[k](ank
, bnk

) = k + 1, and
4. When the Crs curve is hyperelliptic of genus g, i.e., (r, s) = (2, 2g + 1), the set of

indices I is equal to

{{g, g − 2, . . . , k + 2, k} if g − k is even,

{g − 1, g − 3, . . . , k + 3, k + 1} otherwise.

Proof. The proof of Lemma 5.11 gives 1. and 2.; 3. is proved using the definition
in 2. and the equality ank

+ bnk
+1 = Λk+1 +g−k−1. 4. is obtained by straightforward

computation. ¤

Note that since I in Proposition 5.12 4. corresponds to \k in Theorem 1.1, such I’s
are shown in Table 1.1.

For use as in Lemma 5.11, we define a family of sequences which we name Index.

Definition 5.13. Let Index be the family of all finite sequences made up with
numbers between 1 and g (some numbers may be repeated), though changing the order
of the elements in a sequence would not change the values defined herewith for a given
element of Index. For an element Ik of Index and u ∈ Cg, define:

σIk
:=

( ∏

i∈Ik

∂

∂ui

)
σ,
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degw−1(Ik) :=
∑

i∈Ik

degw−1(ui).

In view of Proposition 5.12, we construct a set of indices as a natural extension of
those in [Ô1], [Ô2], [MÔ].

Definition 5.14. For k = 1, 2, . . . , g − 1, and the characteristics of the partition
of Λ[k], (a1, . . . , ar; b1, . . . , br), we define

\k :=
{
L[k](a1, b1), L[k](a2, b2), . . . , L[k](ank

, bnk
)
}
,

and

\
(i)
k := (\k \ {k + 1})

⋃
{i}, for i = 1, 2, . . . , k.

Further, \g := ∅ and \
(i)
g := i for i = 1, 2, . . . , g.

We continue the examples of Tables 2.1, 2.2 (with (nk,mk) corresponding to k in
Corollary 5.8 1.) in Table 5.1 for the case (r, s) = (5, 7) and in Table 5.2 for the case
(r, s) = (7, 9).

Table 5.1a

i 0 1 2 3 4 5 6 7 8 9 10 11 12

φ(i) 1 x y x2 xy y2 x3 x2y xy2 x4 y3 x3y x2y2

N(i) 0 5 7 10 12 14 15 17 19 20 21 22 24

Λi - 12 8 7 5 4 3 3 2 1 1 1 1

Λi + g − i - 23 18 16 13 11 9 8 6 4 3 2 1

ni 4 4 3 3 3 2 2 1 1 1 1 1 -

Ni 48 36 28 21 16 12 9 6 4 3 2 1 -

Table 5.1b

k (a1, . . . , ank ; b0, . . . , bnk ) (ai + bi + 1)1≤i≤nk

P
(ai + bi + 1) \k

0 (1, 4, 6, 11; 1, 4, 6, 11) (3, 9, 13, 23) 48 (10, 6, 4, 1)

1 (0, 3, 5, 10; 0, 2, 5, 7) (1, 6, 11, 18) 36 (12, 8, 5, 2)

2 (2, 4, 9; 1, 3, 6) (4, 8, 16) 28 (9, 7, 3)

3 (1, 3, 8; 0, 2, 4) (2, 6, 13) 21 (11, 8, 4)

4 (0, 2, 7; 0, 1, 3) (1, 4, 11) 16 (12, 9, 5)

5 (1, 6; 1, 2) (3, 9) 12 (10, 6)

6 (0, 5; 0, 2) (1, 8) 9 (12, 7)

7 (4; 1) (6) 6 (8)

8 (3; 0) (4) 4 (9)

9 (2; 0) (3) 3 (10)

10 (1; 0) (2) 2 (11)

11 (0; 0) (1) 1 (12)
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Table 5.2a

i 0 1 2 3 4 5 6 7 8 9 10 11 12

φ(i) 1 x y x2 xy y2 x3 x2y xy2 y3 x4 x3y x2y2

N(i) 0 7 9 14 16 18 21 23 25 27 28 30 32

Λi - 24 18 17 13 12 11 9 8 7 6 6 5

Λi + g − i - 47 40 38 33 31 29 26 24 22 20 19 18

ni 8 7 7 6 6 6 5 5 4 4 3 3 3

Ni 160 136 118 101 88 76 65 56 48 41 35 29 24

i 13 14 15 16 17 18 19 20 21 22 23 24

φ(i) xy3 x5 y4 x4y x3y2 x2y3 x6 xy4 x5y y5 x4y2 x2y4

N(i) 34 35 36 37 39 41 42 43 44 45 46 48

Λi 4 3 3 3 3 2 1 1 1 1 1 1

Λi + g − i 15 13 12 11 10 8 6 5 4 3 2 1

ni 3 3 2 2 1 1 1 1 1 1 1 -

Ni 20 17 14 11 8 6 5 4 3 2 1 -

Table 5.2b

k (a1, . . . , ank
; b0, . . . , bnk

) (ai + bi + 1)1≤i≤nk

P
(ai + bi + 1) \k

0 (0, 2, 5, 7, 9, 14, 16, 23; 0, 2, 5, 7, 9, 14, 16, 23) (1, 5, 11, 15, 19, 29, 33, 47) 160 (24, 20, 16, 12, 11, 6, 4, 1)
1 (1, 4, 6, 8, 13, 15, 22; 1, 3, 6, 8, 10, 15, 17) (3, 8, 13, 17, 24, 31, 40) 136 (22, 18, 14, 12, 8, 5, 2)
2 (0, 3, 5, 7, 12, 14, 21; 0, 2, 4, 7, 9, 11, 16) (1, 6, 10, 15, 22, 26, 38) 118 (24, 19, 17, 13, 9, 7, 3)
3 (2, 4, 6, 11, 13, 20; 1, 3, 5, 8, 10, 12) (4, 8, 12, 20, 24, 33) 101 (21, 18, 15, 10, 8, 4)
4 (1, 3, 5, 10, 12, 19; 0, 2, 4, 6, 9, 11) (2, 6, 10, 17, 22, 31) 88 (23, 19, 17, 12, 9, 5)
5 (0, 2, 4, 9, 11, 18; 0, 1, 3, 5, 7, 10) (1, 4, 8, 15, 19, 29) 76 (24, 21, 18, 13, 11, 6)
6 (1, 3, 8, 10, 17; 1, 2, 4, 6, 8) (2, 6, 14, 17, 26) 65 (22, 19, 14, 12, 7)
7 (0, 2, 7, 9, 16; 0, 2, 3, 5, 7) (1, 5, 11, 15, 24) 56 (24, 20, 16, 15, 8)
8 (1, 6, 8, 15; 1, 3, 4, 6) (3, 10, 13, 22) 48 (22, 17, 14, 9)
9 (0, 5, 7, 14; 0, 2, 4, 5) (1, 8, 12, 20) 41 (24, 18, 15, 10)
10 (4, 6, 13; 1, 3, 5) (6, 10, 19) 35 (19, 17, 11)
11 (3, 5, 12; 0, 2, 4) (17, 8, 4) 29 (21, 18, 12)
12 (2, 4, 11; 0, 1, 3) (3, 6, 15) 24 (22, 19, 13)
13 (1, 3, 10; 0, 1, 2) (2, 5, 13) 20 (23, 20, 14)
14 (0, 2, 9; 0, 1, 2) (1, 4, 12) 17 (24, 21, 15)
15 (1, 8; 1, 2) (3, 11) 14 (22, 16)
16 (0, 7; 0, 2) (1, 10) 11 (24, 17)
17 (6; 1) (8) 8 (18)
18 (5; 0) (6) 6 (19)
19 (4; 0) (5) 5 (20)
20 (3; 0) (4) 4 (21)
21 (2; 0) (3) 3 (22)
22 (1; 0) (2) 2 (23)
23 (0; 0) (1) 1 (24)

We can now state the main theorem (cf. Theorem 1.1 and Table 1.1):

Theorem 5.15. Let Ig = {∅}. For each k = 1, 2, . . . , g, there exists a subfamily
of Index, Ik, of cardinality nk, whose element Ik is such that degw−1(Ik) ≥ Nk, and as
a function over κ−1(Θk \ (Θk

1 ∪Θk−1)),

σJk
=

{6= 0 for Jk = Ik

= 0 for Jk & Ik.
(5.12)

Moreover, {\k, \
(k)
k , \

(k−1)
k , . . . , \

(2)
k , \

(1)
k } ⊂ Ik.

Remark 5.16. The property σ\k
6= 0 over κ−1(Θk \ (Θk

1 ∪Θk−1)) is the generaliza-
tion of Ônishi’s results in [Ô1], [Ô2], [MÔ]. Further we note that there exists Jk ∈ Index
such that #Jk = nk but σJk

(u) = 0 for u ∈ κ−1(Θk \ (Θk
1 ∪Θk−1)).
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Remark 5.17. Using Proposition 3.2, we have the following corollary, which shows
σJk,i

is also a normalized theta function over κ−1(Θk \ (Θk
1 ∪Θk−1)), cf. Remark 3.3:

Corollary 5.18. For u ∈ κ−1(Θk \ (Θk
1 ∪ Θk−1)), `a (= 2ω′`a

′ + 2ω′′`a
′′) ∈ Π,

and Jk ∈ Ik, we have

σJk
(u + `a) = σJk

(u) exp
(

L

(
u +

1
2
`a, `a

))
χ(`a). (5.13)

Proof. After we apply the differential operators
∏

i∈Ik
(∂/∂ui) on both sides of

the equality in Proposition 3.2, we restrict the domain to κ−1(Θk \ (Θk
1 ∪Θk−1)). Then

by Theorem 5.15, the terms containing the lower-order derivatives of σ vanish and the
equality follows. ¤

The former part of Theorem 5.15 is the same as Riemann’s singularity theorem in
Theorem 5.1. The latter part, which gives a specific subset of Ik, is new and we will
show it as follows.

Lemma 5.19. For g − r − 1 ≤ k ≤ g − 1, Ik = {{1}, {2}, . . . , {k + 1}}.

Proof. Given that σ is even or odd, the analysis of u[k] ∈ κ−1(Θk\(Θk
1∪Θk−1)) is

essentially reduced to that of u[k] ∈ κ−1(Wk\(Wk
1 ∪Wk−1)). We consider u = u[g−1]+v ∈

κ−1(Θg \ (Θg
1 ∪Θg−1)) where u[g−1] ∈ κ−1(Θg−1 \ (Θg−1

1 ∪Θg−2)). By Theorem 5.1 and
Corollary 5.8, nk = 1 and there exists j such that σj(u[g−1]) is not identically zero. From
Theorem 3.4, σi(u[g−1]) = (−1)g−iµg−1,i−1(u[g−1])σg(u[g−1]) and thus σj(u[g−1]) does not
vanish identically for j = 1, . . . , g. Similarly for g−r−1 ≤ k ≤ g−1, Nk−1 = degw−1(uk)
for k = g − r − 1, . . . , g − 1. Thus for u = u[k−1] + v ∈ κ−1(Θk \ (Θk

1 ∪ Θk−1)) and
u[k−1] ∈ κ−1(Θk−1 \ (Θk−1

1 ∪ Θk−2)), we conclude that σi(u[k−1]) does not identically
equal zero (i = 1, . . . , k) because σi(u[k−1]) = (−1)k−i+1µk−1,i−1(u[k−1])σk(u[k−1]). ¤

Lemma 5.20. For k < g, Ik contains an element Ik for which ` ∈ Ik, ` =
1, 2, . . . , k + 1. If a finite sequence Ik consists only of elements of {k + 2, . . . , g} and
#Ik = nk, then it does not belong to Ik.

Proof. The statement is obvious for g − r ≤ k. We thus consider k < g − r and
nk ≥ 2. Let us assume that every Ik ∈ Ik doesn’t contain k+1. Let u[k] = u[k−1]+v(k) ∈
κ−1 (Θk \ (Θk

1 ∪ Θk−1)). The assumption means that for every Jk ∈ Index such that
#Jk = nk − 1, σ{k+1}∪Jk

(u[k−1]) vanishes. Since L’Hospital’s theorem and Theorem 3.4
show

σ{i}∪Jk
(u[k]) = (−1)k−i+1µk,i−1(u[k])σ{k+1}∪Jk

(u[k−1]), for i ≤ k

σ{i}∪Jk
(u[k]) = 0× σ{k+1}∪Jk

(u[k]), for i > k,
(5.14)

every σ{i}∪Jk
(u[k]) vanishes for every i = 1, 2, . . . , g. This contradicts Theorem 5.1. Thus

σ{k+1}∪Jk
(u[k−1]) cannot vanish identically and the statements are proved. ¤
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Lemma 5.21. For k < g, the sets \k and \
(i)
k for i = 1, 2, . . . , k belong to Ik.

Proof. Corollary 5.10 shows that #\k = nk and degw−1\k = Nk. L’Hospital’s
theorem and Theorem 3.4 show that \

(i)
k for i = 1, 2, · · · , k belongs to Ik if \k does.

Proposition 3.10, the expansion (2.5), and Lemma 5.11 (2) imply that, as a function over
κ−1(Θk \ (Θk

1 ∪Θk−1),

σ\k
6= 0, (5.15)

hence \k is an element of Ik. Clearly degw−1(\(i)k ) ≥ Nk. ¤

As a consequence of Proposition 3.10,

Corollary 5.22. For u[k] ∈ κ−1(Wk \ (Wk
1 ∪Wk−1)), the expansion of σ\k

(u[k])
at the origin takes the form

σ\k
(u[k]) = SΛ(k)(T ) |

TΛi+g−i=u
[k]
i

+
∑

|wg(α)|>|Λ|
c[k]
α · (u[k])α

where cα ∈ Q[λj ] and SΛ(a)(T ) is the lowest-order term in the w-degree of the u
[k]
i ;

σ\k
(u[k]) is homogeneous of degree |Λ(a)| with respect to the λ-degrees.

Remark 5.23. For example, by letting Ji = \k \ {k + 1}⋃{i} for i = k + 2, k +
3, . . . , g and u ∈ κ−1(Θk \Θk

1),

σJi(u) = 0, (5.16)

due to Theorem 3.4.
Here we note that there is an element in Ik \ {\k, \

(k)
k , \

(k−1)
k , . . . , \

(2)
k , \

(1)
k }. Some

examples are reported in [MÔ], where there is given an element Ik (#Ik = nk,
degw−1Ik = Nk) of Index which differs from \k and satisfies σIk

6= 0 as a function
over κ−1(Θk \ (Θk

1 ∪Θk−1)).

Theorem 5.15 follows from the Lemmas above.
We can state a stronger version of Theorem 3.4 3.

Theorem 5.24. For k < g, (P1, . . . , Pk) ∈ Sk(X\∞) \ (Sk
1 (X) ∩ Sk(X\∞)) and

u = ±w(P1, . . . , Pk) ∈ κ−1(Θk),

σ
\
(i)
k

(u)

σ\k
(u)

= (−1)k−i+1µk,i−1(P1, . . . , Pk).

Note that neither denominator nor numerator in the left-hand side vanish.
We also state another version of Theorem 3.4 3. besides Theorem 5.24, as follows.
In the proof of Lemma 5.11, we note that h

(g;k)
ai+bi+1 = · · · + 1/(ai + bi + 1)!

×(T (g;k)
1 )ai+bi+1 + · · · which appears in (5.10) for the partition characteristics
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(a1, . . . , ank
; b1, . . . , bnk

) of Λ[k]. We have the following Lemma:

Lemma 5.25. By using the notations (u[k]
i := T

(k)
Λi+g−i, u

[g]
i := T

(g)
Λi+g−i) in Lemma

5.11, for a subsequence J` =
{
L

[k]
(a`,b`)

, L
[k]
(a`+1,b`+1)

, . . . , L
[k]
(ank

,bnk
)

} ⊂ \k (` ≤ nk+1) using

the characteristics of the partition (a1, a2, . . . , ank
; b1, b2, . . . , bnk

) of Λ[k], we have

sΛ(k)(u[k]) = ε′Λ,J`,\k

(
∂

∂u
[g]
g

)degw−1 (\k\J`)( ∏

i∈J`

∂

∂u
[g]
i

)
sΛ(g)(u[g])

∣∣∣∣
u[g]=u[k]

, (5.17)

where ε′Λ,J`,\k
is a certain non-vanishing rational number. (Note that Jnk+1 = ∅.)

Proof. With notation as in the proof of Lemma 5.11, using the characteris-
tics of the partition, we introduce the Young diagrams Λ[k,i], (i = 1, . . . , nk), given
by (a1, . . . , ai; b1, . . . , bi) such that Λ[k,nk] = Λ[k]. Then by letting t(g;k) := (tk+1, . . . , tg),
the determinant of the matrix in the proof of Lemma 5.11, Hj , equals the Schur function
of Λ[k,i],

sΛ[k,i](t(g;k)) = |Hnk−i+1|.

Since we are concerned only with the term of ((1/n!)T (g;k)
1 )n in h

(g;k)
n = · · · +

(1/n!)(T (g;k)
1 )n + · · · , we analyze the behavior of T1.

From the Jacobi-Trudi determinant expression in Proposition 3.6, for a Young dia-
gram Λ, sΛ contains the term

SΛ,T1 :=
∣∣∣∣

1
(Λi + j − i)!

TΛi+j−i
1 δ(Λi+j−i)

∣∣∣∣,

where δi = 1 for i ≥ 0 and, δi = 0 for i < 0. Then the term SΛ,T1 , i.e., the determinant
of the matrix ((1/(Λi + j − i)!)TΛi+j−i

1 ), does not vanish as a polynomial of T1 because
the vectors Ui := ((1/(Λi + j − i)!)TΛi+j−i

1 ), viewed as columns, are independent as
their coordinates show. By considering their weight, SΛ,T1 is a monomial T

|Λ|
1 with a

non-vanishing rational factor.
On the other hand, (5.10) shows that s̃Λ[k](t(g;k)) has a term (u[g;k]

g )degw−1 (\k\J`)

×∏
i∈J`

u
[g;k]
i up to a non-vanishing rational factor, where u[g;k] := u[g]−u[k]. The claim

follows. ¤

For u[k] ∈ κ−1(Θk) and u[g] ∈ Cg, we introduce the following notation as an extension
of Definition 5.13,

σJ,gN (u[g]) :=
(

∂

∂u
[g]
g

)N( ∏

i∈J

∂

∂u
[g]
i

)
σ(u[g]),

and σJ,gN (u[k]) := σJ,gN (u[g])|u[g]=u[k] .
We have now the variant proposition:
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Proposition 5.26. For k < g, (P1, . . . , Pk) ∈ Sk(X\∞) \ (Sk
1 (X) ∩ Sk(X\∞)),

u = ±w(P1, . . . , Pk) ∈ κ−1(Θk), subsequences J` =
{
L

[k]
(a`,b`)

, L
[k]
(a`+1,b`+1)

, . . . , L
[k]
(ank

,bnk
)

}

⊂ \k (` ≤ nk +1) using the characteristics of the partition (a1, a2, . . . , ank
; b1, b2, . . . , bnk

)
of Λ[k], and J

(i)
` := J` \ {k + 1} ∪ {i} (i = 1, 2, . . . , k), the following relations hold :

1. For ` ≤ nk,

σ
J

(i)
` ,g

deg
w−1 (\k\J`)(u)

σ
J`,g

deg
w−1 (\k\J`)(u)

= (−1)k−i+1µk,i−1(P1, . . . , Pk),

especially,

σ
i+1,g

Nk−deg
w−1 (k+1)(u)

σ
k+1,g

Nk−deg
w−1 (k+1)(u)

= (−1)k−i+1µk,i−1(P1, . . . , Pk).

2. For ` ≤ nk, we have as a function over κ−1(Θk \ (Θk
1 ∪Θk−1)),

σ
J

(i)
` ,g

deg
w−1 (\k\J`) 6= 0, σJ,gN′ = 0,

where 0 ≤ N ′ ≤ degw−1(\k \J`) and J ⊂ J
(i)
` such that #J +N ′ < #J

(i)
` +degw−1(\k \

J`), and `a ∈ Π,

σ
J

(i)
` ,g

deg
w−1 (\k\J`)(u + `a) = σ

J
(i)
` ,g

deg
w−1 (\k\J`)(u) exp

(
L

(
u +

1
2
`a, `a

))
χ(`a).

3. For every ` = 1, 2, . . . , nk,

σ
J

(i)
` ,g

deg
w−1 (\k\J`)(u) = εk,J`

σ
\
(i)
k

(u), i = 1, . . . , k + 1,

σgNk (u) = εkσ\k
(u),

where εk,J`
and εk are non-vanishing rational numbers.

Proposition 5.26 3. in the hyperelliptic case is given in the work [EHKKLS].

Proof. We introduce the following objects and notation. As usual, u[k] ∈
κ−1(w(Sk(X\∞) \ (Sk

1 (X) ∩ Sk(X\∞))) is a g-vector; for (P1, . . . , Pg) ∈ Sg(X), v(i) :=
w(Pi) for (i = 1, 2, . . . , g), u[`′] :=

∑`′

i=1 v(i), and u[g;`′] :=
∑g

i=`′+1 v(i), (`′ = 1, . . . , g).
Further we introduce the non-negative integer N̂k,J`

:= degw−1(\k \ J`).
For a sequence J consisting of {k + 1, k + 2, . . . , g}, Lemma 4.4, which is essentially

the same as (5.11), gives
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(
∂

∂u
[g]
g

)N( ∏

i∈J

∂

∂u
[g]
i

)
σ(u[g])

∣∣∣∣
u[g]=u[k]

=
(

∂

∂u
[g;k]
g

)N( ∏

i∈J

∂

∂u
[g;k]
i

)
σ(u[g])

∣∣∣∣
u[g;k]=0

+ lower order differentials of σ(u[k]).

(5.18)

From the proofs of Lemma 5.11 and Lemma 5.25, at u[k] ∈ Θ[k], σ(u[g]) behaves like

σ(u[g]) =
( nk∏

i=1

h
(g;k)
ai+bi+1

)

T
(g;k)
Λi+g−i=u[g;k]

(
SΛ(k)(T (k))|

T
(k)
Λi+g−i=u[k] +

∑

|α|>Λ(k)

aα · (u[k])α

)

× (
1 + d>(v(k+1)

g , . . . , v(g)
g )

)
+ ξk(u[g]), (5.19)

where ξk(u[g]) represents the terms which do not contain
( ∏nk

i=1 h
(g;k)
ai+bi+1

)
, and aα ∈

Q[λi]. Then we obviously have

σ
J`,g

N̂k,J`
(u[k]) = ε′SΛ(k)(T (k))

∣∣
T

(k)
Λi+g−i=u[k] +

∑

|α|>Λ(k)

aα · (u[k])α, (5.20)

where the weight of the first term is |Λ(k)|.
Since the J` = \k (k = 1, . . . , g − 2) case is the same as Theorem 5.15, we consider

only the J` 6= \k (k = 1, . . . , g − 2) case.
We assume that ` ≤ nk. Since k ≥ g− r is also obvious, we consider only k < g− r.

Due to Riemann’s singularity theorem (Theorem 5.1), for J` 6= \k, σJ`
(u[k]) = 0 for

k < g− r. On the other hand, since the relation (5.20) is not identically zero, there may
exist a positive integer Nk,J`

≤ N̂k,J`
and a subsequence J ′` ⊂ J` such that we have, as

a function over κ−1(Θk \ (Θk
1 ∪Θk−1)),

σ
J′`,g

Nk,J`
6= 0, σJ′,gN′ = 0, (5.21)

where 0 ≤ N ′ ≤ Nk,J`
, J ′ ⊂ J ′` such that #J ′ + N ′ < #J ′` + Nk,J`

. We show that such
Nk,J`

and J ′` are identical to N̂k,J`
and J` as follows.

Assume that σ
J′`,g

Nk,J`
6= 0 for some Nk,J`

≤ N̂k,J`
, J ′` ⊂ J` such that #J ′` +Nk,J`

≤
#J` + N̂k,J`

. From (5.18), we have

σ(u[g]) = ε̃
(
u[g;k]

g

)Nk,J`

( ∏

i∈J′`

u
[g;k]
i

)
σ

J′`,g
Nk,J`

(u[k])
(
1 + d>(v(k+1)

g , . . . , v(g)
g )

)
+ remainder,

where ε̃ is a rational number. Thus σ(u[k] + tv(k+1)) is given by

ε̃
(
tv(k+1)

g

)Nk,J`

( ∏

i∈J′`

tv
(k+1)
i

)
σ

J′`,g
Nk,J`

(u[k])
(
1 + d>(tv(k+1)

g , 0, . . . , 0)
)

+ remainder.
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From Lemma 2.1,
(
∂Nk,J`

+degw−1 (J′`)/∂v
(k+1)
g

Nk,J`
+degw−1 (J′`))

σ(u[k] + tv(k+1))|v(k+1)=0 is
not identically zero. If we assume that Nk,J`

+degw−1(J ′`) < Nk, it contradicts Corollary
5.4 1.; since the vanishing order Nk of σ in Corollary 5.4 agrees with the weight of the
inflection at Θk [BV], we conclude that Nk,J`

and J ′` must be N̂k,J`
and J` respectively

and (5.21) must hold.
From Proposition 3.2, we have the translation formula for `a ∈ Π,

σ
J`,g

N̂k,J`a
(u[k] + `a) = σ

J`,g
N̂k,J`a

(u[k]) exp
(

L

(
u[k] +

1
2
`a, `a

))
χ(`a), (5.22)

as in Corollary 5.18.
In the J` 6= ∅ case, or ` ≤ nk for i = 1, . . . , k, we have

(
∂

∂u
[g]
g

)N̂k,J`
( ∏

j=J`\{k+1}

∂

∂u
[g]
j

)(
(σk+1(u[g]) · µk,i−1(u[g])

)∣∣∣∣
u[g]=u[k]

= σ
J`,gN̂k,J`

(u[g]) · µk,i−1(u[g]))
∣∣
u[g]=u[k] ,

because µk,i−1 does not vanish for (P1, . . . , Pk) ∈ Sk(X\∞) \ (Sk
1 (X) ∩ Sk(X\∞)) and

does not diverge due to the assumption, whereas we have the vanishing property (5.21)
when u[g;k] = 0. As a consequence, for every i = 1, . . . , k + 1,

σ
J

(i)
` ,gN̂k,J`

(u[k]) = (−1)k−1+1σ
J`,gN̂k,J`

(u[k]) · µk,i−1(u[k]).

As a function over κ−1(Θk \ (Θk
1 ∪Θk−1)), we have

σ
J

(i)
` ,g

N̂k,J`
6= 0, σJ,gN′ = 0,

where 0 ≤ N ′ ≤ N̂k,J`
, J ⊂ J

(i)
` such that #J + N ′ < #J` + N̂k,J`

, and for `a ∈ Π,

σ
J

(i)
` ,g

N̂k,J`
(u[k] + `a) = σ

J
(i)
` ,g

N̂k,J`
(u[k]) exp

(
L

(
u +

1
2
`a, `a

))
χ(`a).

From Theorem 5.24 for every i = 1, . . . , k, σ
J`,g

N̂k,J`
(u[k])/σ\k

(u[k]) = σ
J

(i)
` ,g

N̂k,J`
(u[k])/

σ
\
(i)
k

(u[k]) is a meromorphic function over Θk; we denote it by q`(u[k]).

Let the divisor of the meromorphic function q`(u[k]) as a function of w(Pk) be
∑

j p+
j

−∑
j p−j , where

∑
j p+

j and
∑

j p−j are effective divisors. We have σ
J

(i)
` ,g

N̂k,J`
(u[k]) =

q`(u[k])σ
\
(i)
k

(u[k]) for every i = 1, 2, · · · , k + 1, and every σ
J

(i)
` ,g

N̂k,J`
(u[k]) is an entire

function over κ−1Θ(k) as a function of v(k) = w(Pk) for u[k] = v(k) + u[k−1]. Hence
{p−j } must be the preimage under the Abel map of a subset of the common divisors of
σ

J
(i)
` ,g

N̂k,J`
(u[k]) for every i = 1, 2, . . . , k + 1, so that there exists Nq ≥ 0 and p−j = ∞
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(j = 1, . . . , Nq). Hence q` is expanded as

q`(u[k]) = q`(v(k)
g , u[k−1]) = (v(k)

g )−Nq
(
q`,0 + q`,1v

(k)
g + q`,2(v(k)

g )2 + · · · ),

where every coefficient q`,i is a function of u[k−1] ∈ Θk−1.
Corollary 5.22 gives the expansion of σ\k

and σ
J`,g

N̂k,J`
is given by (5.20), whereas

we have σ
J`,g

N̂k,J`
(u[k]) = q`(u[k])σ\k

(u[k]). Hence q` is a constant function and Nq = 0.
In other words, there is a non-vanishing rational number εk,J`

such that

σ
J

(i)
` ,g

N̂k,J`
(u[k]) = εk,J`

σ
\
(i)
k

(u[k]), i = 1, 2, . . . , k + 1. (5.23)

Now we consider the Jnk+1 = ∅ case. Corollary 5.4 2. means that

σgNk 6= 0, σgN′ = 0, N ′ ≤ Nk. (5.24)

Due to (5.20), we have σgNk (u[k]) = εkσ\k
(u[k]) for a suitable εk. ¤
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[Ô1] Y. Ônishi, Determinant expressions for hyperelliptic functions, Proc. Edinb. Math. Soc.

(2), 48 (2005), 705–742.
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Errata for Part I [MP1].

1. On p. 1015 of [MP1], the wording “singular locus of Sn(X)” is incorrect: Since any
symmetric product of a smooth curve is smooth, what was indicated by Sn

1 (X) in
[MP1] is the singular locus of Sn(X) modulo linear equivalence.

2. The equation in [MP1, p. 1023],




∂u1

∂u2...
∂uk


 = r




1 φ1(P1) φ1(P2) · · · φ1(Pk)
1 φ2(P1) φ2(P2) · · · φ2(Pk)
...

...
...

. . .
...

1 φk−1(P1) φk−1(P2) · · · φk−1(Pk)




−1 


yr−1
1 ∂x1

yr−1
2 ∂x2...

yr−1
k ∂xk


 ,

should read

http://dx.doi.org/10.1007/BF02773692
http://dx.doi.org/10.1007/BF01443606
http://dx.doi.org/10.1007/BF01199432
http://dx.doi.org/10.1016/j.physd.2012.01.002
http://dx.doi.org/10.2969/jmsj/06041009
http://dx.doi.org/10.1016/j.physleta.2009.06.063
http://dx.doi.org/10.4310/AJM.2010.v14.n2.a2
http://dx.doi.org/10.1017/S0013091503000695
http://dx.doi.org/10.1007/BF02698802
http://dx.doi.org/10.1515/crll.1854.47.289
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


∂u1

∂u2...
∂uk


 = r




1 φ1(P1) φ2(P1) · · · φk−1(P1)
1 φ1(P2) φ2(P2) · · · φk−1(P2)
...

...
...

. . .
...

1 φ1(Pk) φ2(Pk) · · · φk−1(Pk)




−1 


yr−1
1 ∂x1

yr−1
2 ∂x2...

yr−1
k ∂xk


 .




